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Temperature-dependent energy diffusion in chaotic spin chains
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We study the temperature dependence of energy diffusion in two chaotic gapped quantum spin chains, a
tilted-field Ising model and an XZ model, using an open-system approach. We introduce an energy imbalance
by coupling the chain to thermal baths at its boundary and study the nonequilibrium steady states of the
resulting Lindblad dynamics using a matrix product operator ansatz for the density matrix. We define an
effective local temperature profile by comparing local reduced density matrices in the steady state with those of
a uniform thermal state. We then measure the energy current for a variety of driving temperatures and extract the
temperature dependence of the energy diffusion constant. For the Ising model, we are able to study temperatures
well below the energy gap and find a regime of dilute excitations where rare three-body collisions control energy
diffusion. A kinetic model correctly predicts the observed exponential increase of the energy diffusion constant
at low temperatures. For the XZ model, we are only able to access intermediate to high temperatures relative to
the energy gap, and we show that the data are well described by an expansion around the infinite temperature
limit. We also discuss the limitations of the particular driving scheme and suggest that lower temperatures can
be accessed using larger baths.
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I. INTRODUCTION

Understanding the physics of quantum systems out of
equilibrium is a central challenge in many areas of physics,
with applications ranging from solid-state systems to the
quark-gluon plasma. One key question is how to describe the
macroscopic motion of energy and other conserved quantities
starting from the microscopic physics. The study of such
transport phenomena can reveal fundamental properties of
quantum matter, such as superconductivity or conductance
quantization, and gives insight into the underlying dynamical
processes at work.

On general grounds, one expects a hydrodynamic descrip-
tion of the motion of conserved quantities at long distances
and times in chaotic systems. However, computing the param-
eters of the hydrodynamic theory is a challenging problem
that requires controlling the microscopic physics. Even for
one-dimensional (1D) systems with local interactions, where
the corresponding equilibrium problem is under much better
control, the calculation of transport properties remains a dif-
ficult task [1]. While increases in computational power and
numerical method developments enable progress [2–9], there
are also conceptual issues at play. The most fundamental of
these is the need for a proper matching between the emer-
gent hydrodynamic description at long scales and the exact
quantum description at short scales [10,11]. Simply put, hy-
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drodynamics emerges at large size, but this is exactly where
the brute force simulation of a quantum many-body system
becomes impossible.

In the context of one-dimensional systems in equilibrium,
matrix product state methods (and tensor network methods
more generally) [12,13] have proven extremely powerful for
describing large-scale systems in equilibrium. However, for
the kinds of chaotic systems expected to exhibit conventional
diffusive transport, entanglement growth typically impedes
the long-time simulation of such systems out of equilibrium.
There are various ways to deal with this impasse. One is to de-
sign modified dynamical laws that deviate from microscopic
unitary evolution, but which hopefully retain the physics of
interest while being more amenable to tensor network meth-
ods [14–17]. Another approach is to modify the physical setup
to reduce entanglement while accessing the same observables.
Specifically, the same hydrodynamic coefficients that govern
transport in an isolated system should also control the flow
when the system is coupled to a drive at its boundaries. Be-
cause the explicit coupling of a system to a bath is expected to
reduce the entanglement in the system, one might therefore
be able to access transport physics in a low-entanglement
simulation using an open-system approach [18–27]. For this
second approach, while the entanglement plausibly remains
low during time evolution, new challenges arise including
the key question of how to drive the system to the desired
nonequilibrium steady state (NESS) and how to characterize
the steady state.

Alongside these theoretical developments, groundbreaking
advances have also been made in experimental realizations
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of low-dimensional systems. In particular, experiments with
ultracold quantum gases provide an excellent setup for in-
vestigating the transport properties of these systems, due to
their high degree of controllability [28,29]. Recently, different
transport regimes have been observed in ultracold atom ex-
periments [30–35]. In addition, nonequilibrium setups where
a mesoscopic channel is driven by a temperature or chemical
potential imbalance at the boundaries have been studied with
cold gases [36–40]. The latter are more in line with the setup
considered in this paper.

In this paper, we study energy transport in one-dimensional
systems driven out of equilibrium by a temperature imbalance
at their two ends. We consider two nonintegrable spin-1/2
Hamiltonians which are known to exhibit diffusive energy
transport at high temperature, a tilted-field Ising model and
an XZ model in a transverse field [18,41]. We expect these
models to be reasonably representative of generic noninte-
grable gapped interacting systems in one dimension. Our main
focus is the temperature dependence of the energy diffusion
constant, and we specifically aim at going to lower tempera-
tures than previously accessed using tensor network methods.
A key component of our analysis is the development of an
accurate thermometer which assigns a local temperature pro-
file to the system based on comparing local density matrices
in the steady state with the corresponding density matrices in
thermal equilibrium. This method has the virtue that it is guar-
anteed to give the correct temperature in the limit of vanishing
drive; it is also simpler to implement than previous approaches
that explicitly parametrized the local density matrix [26].

Once we obtain a reliable estimate for the local temperature
profile, we are able to map out the temperature dependence
of the energy diffusion constant in both models down to a
minimum accessible temperature. For the Ising model, this
minimum temperature is well below the gap, and we find that
the diffusion constant depends exponentially on the inverse
temperature at low temperature. Moreover, the temperature
dependence is consistent with a kinetic model in which three-
body scattering is responsible for energy diffusion. This is
because two-body collisions are unable to relax an energy
current in 1D due to the constraints of momentum and energy
conservation. This is related to the corresponding theoretical
results for spin transport, where two-body collisions can relax
the spin current [42,43]. For the XZ model, we find that the
smallest effective temperature is still above the gap, so we
probe the high-temperature regime of transport in that model.
We also compare our results with previous work using a dif-
ferent tensor network method based on a modification of the
microscopic unitary dynamics and find excellent agreement
[41]. For both models, the diffusion constant approaches a
fixed value at high temperature. This work represents an at-
tempt to characterize the temperature dependence of diffusion
constants (especially in the low-temperature regime) in the
context of open-system dynamics.

The ultimate limiting factor in our study is the mini-
mum accessible temperature, which is simply the temperature
below which the open system consistently failed to reach
a sensible steady state on the timescales we considered.
The physically meaningful minimum temperature cannot be
simply read off from the bath parameters, since the target tem-
perature of the bath is not equal to the effective temperature

induced in the system. Moreover, as we show, the smallest
effective temperature we achieve can be either above or below
other important scales, such as the energy gap. What exactly
determines this limit on the temperature remains poorly un-
derstood. Here, we restricted our attention to two-site baths,
but we expect that lower temperatures can be accessed using
a larger bath [44].

The outline of this paper is as follows. In Sec. II we define
the models of interest. In Sec. III we outline our methods and
describe in detail our approach to thermometry. In Sec. IV we
present our results for both models, while focusing specifi-
cally on the low-temperature regime. Finally, we give a short
discussion and outlook in Sec. V.

II. MODELS

We study the transport properties of two different one-
dimensional spin-1/2 lattice models. For future convenience,
we decompose the Hamiltonians in terms of bond operators
H = ∑L−1

i=1 Hi,i+1 acting on sites (i, i + 1). First, we consider
the Ising model in the presence of both transverse and longi-
tudinal magnetic fields

H1 =
L−1∑
i=1

(
Jzσ

z
i σ z

i+1 + hx

2

(
σ x

i + σ x
i+1

) + hz

2

(
σ z

i + σ z
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))
,

(1)
where σ x,z

i are Pauli matrices at site i and L is the total
length of the chain. This model is also known as the tilted-
field Ising model. We choose the Hamiltonian parameters to
be (Jz, hx, hz ) = (−2, 3.375, 2), for which transport at high
temperatures has been previously studied using open-system
dynamics [18].

Our second model is an XZ spin chain in a transverse
magnetic field

H2 =
L−1∑
i=1

(
Jxσ

x
i σ x
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z
i σ z
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2
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, (2)

which is just a transverse-field Ising model with an additional
σ x

i σ x
i+1 coupling. Following Ref. [41], we set (Jx, Jz, hx ) =

(1, 0.75, 0.21).
We are interested in the transport of conserved quantities,

and both of these Hamiltonians have the energy as their only
conserved quantity, since there is no U(1) symmetry. The
formulas for the associated local energy current ji can be
derived from combining the continuity equation at site i with
Heisenberg’s equation of motion [45]

ji = i[Hi−1,i, Hi,i+1]. (3)

In the long-time limit, when the system reaches its NESS, the
current becomes uniform throughout the chain j ≡ 〈 ji〉. For
the specific models defined above, the energy currents take on
the form

j1 = −hxJz
〈(
σ z

i−1σ
y
i − σ

y
i σ z

i+1

)〉
, (4)

j2 = 2JxJz
〈(
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i σ z
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i σ z
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)〉
, (5)
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FIG. 1. Schematic diagram of our nonequilibrium setup. The
spin chain is connected at both ends to thermal baths at temperatures
TL and TR. Each bath acts on two boundary spins via Lindblad
operators Lk . In NESS, a homogeneous current j flows through the
bulk.

where the subscripts now refer to the two models, instead of a
particular site.

For the selected regime of parameters, both models are
known to be nonintegrable and quantum chaotic and ex-
hibit diffusive energy transport [18,41]. Such systems obey
Fourier’s law, which states that the current is proportional to
the gradient of the energy density j = −D∇E = −D�E/L,
where the proportionality factor is the diffusion constant and
�E denotes the energy difference between the two ends of the
chain. More generally, if transport is not diffusive, the current
will scale with system size as j ∼ 1/Lγ . Depending on the
exponent γ , one can have (i) ballistic transport (γ = 0), (ii)
superdiffusive transport (0 < γ < 1), (iii) diffusive transport
(γ = 1), or (iv) subdiffusive transport (γ > 1) [1]. We will ex-
plicitly verify in our numerical simulations that the transport
is indeed diffusive at all temperatures (see Sec. IV B).

As we will show in Sec. IV C, the scaling of the diffusion
constant at low temperatures depends on the energy gap �,
which sets the effective energy scale for low-lying excitations
in the system. Using exact diagonalization for small system
sizes and a density-matrix renormalization group (DMRG)
for larger chains (up to L = 200) [46,47], we found that both
systems have finite energy gaps, equal to �1 = 8.87 and �2 =
0.51, respectively. We deliberately choose the parameters of
the models to yield energy gaps at different scales, while
maintaining the microscopic interaction energy Jz on the same
order for both models. This allows us to study the interplay
between different energy scales and the effectiveness of our
driving scheme at low temperatures.

III. METHODS

In this section, we describe the nonequilibrium setup used
to study energy transport, the tensor network techniques used
to find the nonequilibrium steady state, and the procedure
for determining the local temperature of the system out of
equilibrium.

A. Setup

Our nonequilibrium configuration is shown in Fig. 1. The
setup consists of a one-dimensional spin chain coupled to two
baths at its ends. The bath dynamics is chosen such that, when
decoupled from the rest of the chain, the left and right leads
are maintained at temperatures TL,R = Tb ± δT , where Tb is
the average bath temperature and δT is a small temperature
imbalance meant to drive the system out of equilibrium. Once
the coupling to the chain is turned on, the baths are still
continuously driven towards their decoupled thermal state, but
the coupling with the system causes the steady state of the
bath to differ from its target thermal state. Nevertheless, the
baths impose an energy gradient in the spin chain, and we are

able to accurately measure the true effective temperature. In
practice, in order to obtain well-differentiated energy profiles
even at low temperatures, we set δT = 0.2Tb. The resulting
NESS carries an energy current j, which is uniform in the
bulk of the chain.

The evolution of the system coupled to an environment can
be modeled using Markovian dissipative dynamics. The time
evolution of the density matrix of the system is governed by
Lindblad’s equation [48,49]

dρ

dt
= L(ρ) ≡ −i[H, ρ] +

∑
k

(
LkρL†

k − 1

2
{L†

k Lk, ρ}
)

, (6)

where H is the full system Hamiltonian describing the coher-
ent bulk dynamics and Lk are Lindblad operators describing
the coupling to the baths. The operator L is called the Liou-
villean superoperator acting on the space of density matrices.
We set h̄ = 1 throughout this paper.

In our case, we have two sets of dissipators Lk correspond-
ing to the left and right baths. Each Lindblad operator acts on
either the two rightmost or the two leftmost sites of the chain.
Note that unlike in the case of spin transport, a two-site bath
is required here in order to have an efficient coupling to the
energy density and induce a finite-temperature thermal state
at the boundaries [18,26]. The transport properties in the bulk
should not depend on the specific implementation of the baths,
as long as the dynamics is sufficiently ergodic. A detailed de-
scription of the Lindblad operators is provided in Appendix A.

B. Tensor network approach

The combination of coherent and dissipative dynamics
leads to a nontrivial NESS ρ∞, which is the fixed point of the
Lindblad equation dρ∞/dt = 0. Formally, the solution to the
Lindblad equation is given by ρ(t ) = eLtρ(0), and the NESS
corresponds to the infinite time limit ρ∞ = limt→∞ ρ(t ) when
all the observables have reached their stationary values. How-
ever, since the size of the operator space grows exponentially
as 4L for a spin-1/2 chain, it becomes very challenging to
find steady-state solutions for large L. While there exist ex-
act solutions for the NESS of noninteracting systems [44,50]
and certain strongly driven interacting systems [51–55], one
usually has to resort to approximate tensor network methods
when dealing with generic interacting systems and arbitrary
driving [2–6]. We will use a tensor network representation of
the density matrix and perform an approximate time evolution
under the Liouvillean superoperator using the time-evolving
block decimation (TEBD) algorithm [2,12,56].

First, we map the matrix product operator (MPO) represen-
tation of the density matrix onto an equivalent matrix product
state (MPS) form with a local Hilbert space dimension of
4. To achieve this, we vectorize the density operator ρ by
reshaping it into a column vector |ρ〉 [3,4,6]. Next, we express
the Liouvillean in this new vectorized form, using the fact that
|XρY 〉 = Y T ⊗ X |ρ〉 for arbitrary matrices X and Y [6], and
obtain

L = −i(1 ⊗ H − HT ⊗ 1)

+
∑

k

(
L∗

k ⊗ Lk − 1

2

(
1 ⊗ L†

k Lk + LT
k L∗

k ⊗ 1
))

. (7)
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The time-evolution operator eLt can now be Trotterized and
applied to |ρ〉 using the standard TEBD approach [3,4]. We
use a second-order Suzuki-Trotter decomposition with a time
step of δt = 0.05 [57], which is small enough so as to not
dominate over the truncation error. The NESS ρ∞ is approx-
imated by evolving an initial state for a sufficiently long time
t = 1000. More details on our numerical implementations are
available in Appendix B.

In our numerical approach, there are implicit assumptions
that the NESS solution is unique [independent of the initial
state ρ(0)] and only depends on the thermodynamic parame-
ters of the baths (in this case, the temperatures TL,R). These
assumptions are justified for nonintegrable chaotic systems
possessing good thermalization properties [1,18]. The conver-
gence time to this NESS solution is given by the inverse gap of
the Liouvillean superoperator L [18,50]. At low temperatures,
the convergence can be very slow, and we were not able to
reach a solution within reasonable time for bath temperatures
below Tb = 1. This sets the limit of our minimum accessible
temperature, as we will see in Sec. IV B.

C. Local temperature

After finding the NESS of a boundary-driven quantum
system, one can ask whether this state can be described by
local thermal equilibrium. If this is indeed the case, then a
local temperature T , which may differ considerably from the
bath temperature Tb, can be assigned. Determining an effective
temperature for the system is crucial in obtaining the correct
functional dependence of the transport coefficients.

The locality of temperature is a challenging issue even in
equilibrium quantum systems [58–63]. The problem is that a
subsystem of a thermal state is generally not in a state with
a locally well-defined temperature. The interactions between
the subsystem and its environment create correlations that can
lead to significant deviations from a thermal state. A local
temperature can be assigned unambiguously only if these
correlations decay exponentially with distance [63].

For closed quantum systems in nonequilibrium, it has been
shown that local density matrices relax to a thermal state only
if the Hamiltonian is nonintegrable [64–69]. It is believed that
this is achieved by means of eigenstate thermalization [70,71],
although other mechanisms have also been proposed [72–74].
The thermalization properties of open driven systems have
been less studied.

In this paper, we propose a method for inferring the local
temperature based on the assumption that the system is in
local thermal equilibrium in the steady state. This procedure
can be understood as a gradient expansion in the spirit of hy-
drodynamics. Let ρ̃A denote the NESS reduced density matrix
of a small set of sites A, and let ρA(T ) denote the local density
matrix of the same set of sites in a uniform thermal state. Then
we assign the local temperature of A to be the temperature TA

which minimizes the trace distance between the two density
matrices

D[ρ̃A, ρA(T )] = 1
2 Tr(

√
[ρ̃A − ρA(T)]2). (8)

The trace distance between the two states is a useful metric
because it places an upper bound on the difference between
the corresponding expectation values of any local observable

[26]. However, we still have to compare these expectation
values in the two states to conclude that ρ̃A is actually well
approximated by ρA(TA). This procedure is guaranteed to give
the correct temperature when all gradients vanish, i.e., to
zeroth order in the gradient expansion. Note that the precise
assignment can depend on the size of A and the size of
the total system used to define the global thermal state. Be-
yond the zeroth-order gradient expansion, the concept of local
temperature becomes ambiguous, and a consistent scheme
for incorporating higher-order corrections has to be speci-
fied. Therefore we restrict ourselves here to the zeroth-order
expansion.

In practice, we choose the region A to be composed of pairs
of consecutive sites (i, i + 1) in the chain, which is consistent
with our definition of local energy. To produce an exact ther-
mal state, we take a smaller version of our system (i.e., same
Hamiltonian, without coupling to baths) with only L = 10
sites and compute its equilibrium thermal state via matrix ex-
ponentiation for a range of temperatures T . Using these global
thermal states, we evaluate the reduced density matrix on the
two middle sites ρ2(T ). The computational complexity limits
us to rather small systems. However, we verified that the finite
size effects decrease rapidly with L and become negligible
around L ∼ 10, as long as we compute our reduced density
matrix ρ2(T ) away from the boundaries. In our numerical
implementation, we choose a set of temperatures in the range
1 � T � 100 in increments of 0.01. This allows for a great
resolution when determining the local temperature Ti,i+1 using
Eq. (8). Our optimization procedure is a simple grid search
over the aforementioned temperature range.

Notice that we do not rely on a particular ansatz for the
local density matrix ρ2(T ), which is not a thermal state, but
rather the state of a subsystem of a thermal state. This is
in contrast with the approach introduced in Ref. [26], where
the authors extended the concept of local thermal states to
driven open-system nonequilibrium setups. They showed that
local thermalization arises in nonintegrable thermally driven
systems, which is exactly the case for our models, thus fur-
ther justifying our assumption of local thermal equilibrium in
NESS. Their approach can be used in conjunction with our
method to reveal additional information about the structure of
the local state ρ2(T ), as explained in Appendix C. In Sec. IV B
we will show that the two methods agree very well, both in
terms of the local temperature and the expectation values of
local observables.

IV. RESULTS

We perform numerical simulations of the nonequilibrium
dynamics for a range of driving temperatures 1 � Tb � 40.
The system size is set to L = 100, unless specified otherwise.
When computing expectation values of various observables,
approximately five sites were discarded at each boundary to
remove the effects of driving. To emphasize that our methods
are applicable to a wide range of temperatures, we display
results for high (Tb = 20), intermediate (Tb = 5), and low
(Tb = 1.5) driving temperatures. In order to improve the read-
ability of the figures, in most cases we only show results for
the XZ model, with the understanding that similar results hold
for the Ising model in a tilted field as well.

115148-4



TEMPERATURE-DEPENDENT ENERGY DIFFUSION IN … PHYSICAL REVIEW B 103, 115148 (2021)

(a)

(b)

FIG. 2. NESS transport properties of the XZ model at different
bath temperatures Tb. (a) Spatial energy profiles for a spin chain of
length L = 100, showing a constant gradient ∇E . (b) Scaled energy
current j/�E as a function of system size. Symbols are numerical
values, and lines represent fits to the scaling j/�E = −D/Lγ . These
values of γ indicate diffusion according to Fourier’s law. Analogous
results for the Ising model in a tilted field can be found in Ref. [18].

A. Diffusive transport

We begin our investigation of the thermally driven sys-
tems by exploring the nature of energy transport through
our two models [see Eqs. (1) and (2)]. In Fig. 2(a) we plot
the on-bond energy Ei,i+1 = 〈Hi,i+1〉 as a function of lattice
site i. At lower temperatures, the edge effects become more
prominent. Nonetheless, the energy profiles are linear in the
bulk, suggesting diffusive energy transport. In addition, the
current scales linearly with inverse system size, as shown in
Fig. 2(b). We find that the scaling exponent γ is close to 1
for all temperatures, which corresponds to diffusive transport.
Our results are consistent with previous studies on energy
transport in the same models [18,41].

B. Local temperature

Next, we examine the local thermalization properties of
the nonequilibrium states using the two methods described in
Sec. III C and Appendix C. For the first method, we identify
the temperature of the thermal system whose local density
matrix is closest to ρ̃i,i+1 in NESS for each pair of neighboring
spins in the bulk. Similarly, for the second method, we find the
local thermal state ρi,i+1 that best matches ρ̃i,i+1. In both cases

FIG. 3. Comparison between local expectation values in the XZ
chain at different bath temperatures Tb. The two-point functions
〈σ x

i σ x
i+1〉 measured directly in NESS (circles) match with the ones

computed using the reduced density matrix ρ2 of a thermal state
(solid lines). The inset shows the difference in expectation values
between our method introduced in Sec. III C and the one described in
Appendix C. Similar results also hold for the tilted-field Ising model.

we find good solutions with trace distances ranging between
10−4 at high temperatures and 10−3 at low temperatures.

To confirm that the solutions indeed capture the local
properties of the nonequilibrium states, we compare the corre-
sponding expectation values for one-point 〈σα

i 〉 and two-point
functions 〈σα

i σα
i+1〉. In Fig. 3 we plot the results for two-

point functions and α = x, but similar conclusions can be
drawn for the one-point functions and other Pauli matrices.
The deviations in expectation values range from 2 to 4% for
the one-point functions and from 3 to 5% for the two-point
functions, with better agreement at high temperatures. These
numbers are on par with previous results [26]. The distinction
between the two methods is only noticeable at the lowest tem-
peratures (see inset of Fig. 3), and even then the discrepancy is
less than 2%. We can thus conclude that both methods result
in states that capture very well the local properties of NESS.
Moreover, since the two methods agree, we can infer that the
local states are well described by the ansatz in Eq. (C3).

Once we have checked the validity of our solutions, we plot
the local temperature profiles for the driven states in Fig. 4(a).
Away from the edges, the temperature varies uniformly from
left to right. We also show the difference in temperature
�Ti,i+1 when comparing our two methods. This difference is
negligible for all practical purposes, once again confirming
the agreement between the two techniques. The temperature
profiles can be used to extract the thermal conductivities and
heat capacities via an Einstein relation. We discuss this further
in Appendix D.

Finally, we find that the local temperature T in the middle
of the chain scales linearly with the bath temperature Tb, as
can be seen in Fig. 4(b). The local temperature is much larger
than the average driving temperature for both models. This is
consistent with previous studies where only the energy density
was used to infer the temperature [19,20]. Therefore, if we
had used Tb as our nonequilibrium temperature, we would
have obtained a completely different scaling of the diffusion
constant with temperature. This justifies our attempts to assign
a local temperature in a more systematic way.
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(a)

(b)

FIG. 4. Local temperature in NESS of the XZ model at different
bath temperatures Tb. (a) Spatial temperature profiles for a spin chain
of length L = 100 and the same NESS as in Fig. 2(a). The inset
shows the difference in the local temperatures extracted via our two
methods. (b) Local temperature T in the middle of the chain as a
function of bath temperature Tb for the two models. Symbols are
numerical values, and lines represent linear fits.

As we mentioned before, Tb = 1 is the smallest bath tem-
perature for which we were still able to reliably converge to
a NESS solution. This corresponds to a minimum effective
temperature of T = 2.5 for the Ising model and T = 2.1 for
the XZ model. We further discuss the limiting factors for this
temperature in Sec. V.

C. Temperature dependence of diffusion constants

We now combine the results of the previous sections to
obtain the temperature dependence of our diffusion constants,
as shown in Fig. 5. In the high-temperature limit, D(T ) ap-
proaches a constant (temperature-independent) value D∞. We
can find this value by extrapolating to infinite temperature
(see insets of Fig. 5). Once we decrease the temperature, the
diffusion constant becomes larger. For gapped systems at low
temperatures, the energy gap � is the relevant energy scale
for transport. The precise functional form of D(T ) depends
on the different temperature regimes relative to �, which we
now discuss.

At very low temperatures T � � we have a diluted gas of
excitations, whose kinetic properties determine the transport
coefficients [42,43]. The dispersion relation for these particles

(a)

(b)

FIG. 5. Temperature dependence of the energy diffusion con-
stants D for the (a) tilted-field Ising model and (b) XZ model.
Symbols represent numerical values, and solid lines are fits to
Eqs. (11) and (12) with k = 3, respectively. The insets show linear
extrapolations to infinite temperature. All inverse temperatures are
scaled by the corresponding energy gap �.

is given by a low-momentum expansion

εk = � + c2k2

2�
+ O(k4), (9)

where c is a velocity related to the excitation mass �/c2. The
excitations can be treated semiclassically using the Maxwell-
Boltzmann statistics nk = e−βεk . Their concentration is given
by

n = 1

L

∫
dk

2π
nk ∼

√
T e−�/T , (10)

where we set kB = 1 and only kept track of the temperature-
dependent part. The characteristic thermal velocity of these
particles is v = c

√
T/�. In 1D, the energy and momentum

conservation laws make it impossible to have energy changes
as a result of two-body collisions. Therefore three-body col-
lisions must be the primary scattering process for energy
transport. From dimensional analysis, the diffusion constant
scales as D ∼ v2τ ∼ v�, where τ is the average time between
collisions and � is the mean free path. We can assume, for
simplicity, that a three-body collision occurs whenever the
particles are within a distance r of each other. From standard
kinetic theory we know that the mean free path between two-
particle collisions is (nσ )−1, where σ is an effective cross
section. For three-body collisions, we factor in the probability
nr of having a third particle nearby when a two-body collision

115148-6



TEMPERATURE-DEPENDENT ENERGY DIFFUSION IN … PHYSICAL REVIEW B 103, 115148 (2021)

occurs and obtain the scaling � ∼ (n2σ r)−1. Assuming that
σ and r are temperature independent, we finally obtain the
low-temperature (T � �) dependence

D ∼ v

n2
∼ e2�/T

√
T

. (11)

This semiclassical prediction suggests an exponential in-
crease in the diffusion constant at low temperatures. Note that
similar exponential scalings can be derived for transport co-
efficients of other conserved quantities [42,43]. For example,
spin transport only requires two-body collisions, and the cor-
responding diffusion constant scales as Dspin ∼ v/n ∼ e�/T .

Going from low to intermediate (T � �) and high tem-
peratures (T 
 �), the semiclassical description is no longer
applicable. Instead, we perform a power-series expansion
around the high-temperature result:

D = D∞

(
1 +

∑
k�1

ck

T k

)
, (12)

where ck are some constants depending on the microscopic
parameters of the model.

Although we drive the chains for both Hamiltonians to
approximately the same lowest temperature, the tilted-field
Ising model has a much larger energy gap, and hence it actu-
ally reaches a regime where T � �. For these temperatures,
the diffusion constant matches the semiclassical prediction
in Eq. (11) remarkably well, as can be seen in Fig. 5(a).
We emphasize that � is not a fitting parameter, but rather
the exact numerical value specified in Sec. II. We only fit
the overall proportionality factor in Eq. (11). On the other
hand, the XZ model has a small energy gap, and we only
managed to cool the system down to T ≈ 5�. From Fig. 5(b)
we see that D(T ) increases linearly (with inverse tempera-
ture) at high temperatures up until roughly T ≈ 10�, where
higher-order corrections become significant. We find that the
inverse-temperature series expansion in Eq. (12) with k = 3
is sufficient to capture the different regions of our data. If we
could further reduce the temperature below the energy gap,
we would expect to find the same exponential increase in the
diffusion constant as for the tilted-field Ising model.

Notice that the XZ model has a much larger diffusion
constant than the tilted-field Ising model at the same scaled
inverse temperature �/T . This suggests the presence of an ex-
tra scale in the model, which is different from the interaction
strength or the energy gap. One possibility is that the model is
close to an integrable point.

V. DISCUSSION

In this paper, we studied numerically the nonequilibrium
steady states of two nonintegrable 1D models in a boundary-
driven setup for a wide range of temperatures. We showed that
both models feature diffusive energy transport, even at low
temperatures. We also showed that the resulting NESS is well
described by local thermal states and proposed a new method
for computing its local temperature. Based on this method, we
found that the local temperatures in the bulk of the chains are
much higher than the driving bath temperatures.

Subsequently, we extracted the temperature dependence
of the energy diffusion constants. We showed that for the
tilted-field Ising model at low temperature (T � �), the dif-
fusion constant scales exponentially with inverse temperature,
in agreement with the semiclassical predictions for gapped
one-dimensional systems [42,43]. Unfortunately, for the XZ
model with a much smaller gap �, we were unable to reach
temperatures below the energy gap with our current approach.
However, for the available regime of temperatures, we showed
that the diffusion constant increases polynomially with inverse
temperature. A similar functional dependence has also been
observed in other models at high temperatures [75].

We would like to draw a comparison between the two
models studied in this paper. Using the two-site baths, we
were able to cool the chain to temperatures much lower than
the gap � for the Ising model, but not for the XZ model. This
suggests that the energy gap is not the limiting factor when
considering open-system dynamics. The minimum accessible
temperature is determined by the convergence rate to NESS,
which in turn depends on the spectral gap of the Liouvillean
superoperator L [18,50]. Therefore, as long as both models
have their microscopic parameters on the same scale, it is
plausible that both Liouvilleans would have similar spectral
gaps and we would be able to reach comparable minimum
temperatures. This suggests a fundamental limitation on the
efficiency of the two-site driving scheme which is independent
of the model under study. It is very likely that at low tem-
peratures, the energy levels of the bath simply do not couple
well to those in the bulk, resulting in poor driving. In our
previous work [44], we have shown that, at least for noninter-
acting fermions, a much larger bath is required to efficiently
cool the system to very low temperatures. Devising a general
framework for constructing efficient baths capable of driving
more general interacting models to lower temperatures is an
important direction of future research.

One possible extension of our analysis involves transport in
gapless nonintegrable spin systems. A ubiquitous example of
such a system is the XXZ model in a staggered magnetic field.
For certain values of the anisotropy, the perturbation due to the
magnetic field is irrelevant, and the model at low temperatures
can be described by a gapless Luttinger liquid [76]. Transport
for this model is no longer expected to be diffusive [77].
Previous studies based on dynamical typicality and finite-
temperature time-dependent DMRG (t-DMRG) indicate that
electrical and thermal conductivities exhibit power-law depen-
dencies at low temperature, with exponents that are functions
of the Luttinger parameter K [78,79]. It would be interesting
to confirm this scaling using our open-system framework.
However, the regime of temperatures in which this power-law
behavior manifests itself may be too low for our current ap-
proach, and further improvements to the driving scheme may
be required first.

Experimental measurements of the temperature-dependent
diffusion constants could be performed in the near future.
Experiments with ultracold atoms in optical lattices provide a
promising route for investigating out-of-equilibrium quantum
many-body systems. Recently, several groups have reported
charge, spin, and heat diffusion in the two-dimensional Fermi-
Hubbard model using quantum-gas microscopes [30–32].
This 2D system can be further divided into separate 1D
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systems, where various transport phenomena, such as spin-
charge separation, can be observed [33,34]. Additionally, a
simulation of Heisenberg-type models can be achieved in the
strong-coupling limit of the Fermi-Hubbard model or using a
two-component Bose-Hubbard model. The latter was recently
used to study spin transport far from equilibrium after quan-
tum quenches in a 1D Heisenberg XXZ model [35]. Energy
diffusion could be studied in a similar way, although it is
somewhat more challenging because it requires local temper-
ature measurements.

The aforementioned experiments typically implement
closed quantum systems, which is a different setup than the
one considered in this paper. A more related architecture
involves coupling two macroscopic cold atom reservoirs via
a low-dimensional mesoscopic channel [40]. Particle and en-
ergy transport, induced either by a chemical potential or by
a temperature difference, respectively, has been previously
studied [36–39]. One could potentially apply these experi-
mental techniques to observe an exponential increase in the
diffusion constant at low temperatures, as predicted by our
numerical results. It would also be interesting to adapt our
methods to study NESS on quantum devices, perhaps by
physically implementing the boundary driving using an ap-
propriate quantum circuit with ancilla qubits.
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APPENDIX A: TWO-SITE LINDBLAD OPERATORS

In order to induce a NESS at finite temperature, we use the
so-called two-site Lindblad operators [18,20,26,27], which act
on two boundary spins at each end. We want to construct a
superoperator LB from a set of Lindblad operators {Lk} such
that it drives the two sites to a Gibbs state at some temperature
T , i.e., LB(ρB) = 0, where

ρB = e−h/T

Tr(e−h/T )
(A1)

and h is the Hamiltonian for the two spins (h = H1,2 for the
left bath, and h = HL−1,L for the right bath). Therefore we
require that ρB is a unique eigenvector of LB with eigenvalue
0. In addition, we will impose that all the other eigenvalues
are equal to −1, which leads to the fastest convergence to ρB

[18]. Our construction is equivalent to the one described in
Refs. [18,26] but is formulated in a slightly different way.

First, we diagonalize the density matrix ρB = V †dV , where
d = diag(d0, d1, d2, d3) and V is unitary. Then it is easy to
directly check that the following set of 16 operators satisfy
the requirements above:

L̃i j =
√


dmri ⊗ r j, m = ( j mod 2) + 2(i mod 2), (A2)

where i, j = 0, 1, 2, 3, r0,1 = 1
2 (σ x ± iσ y), and r2,3 =

1
2 (σ 0 ± σ z ). Here, 
 quantifies the overall strength of
the bath coupling, and we choose 
 = 1. Notice that there is
a minor difference in indexing compared with Ref. [18].

Now that we have

L̃B(d ) =
3∑

i, j=0

(
L̃i jdL̃†

i j − 1

2
L̃†

i j L̃i jd − 1

2
dL̃†

i j L̃i j

)
= 0,

(A3)
we can multiply it by V † and V on the left and right sides and
use the identity VV † = 1 to deduce that

3∑
i, j=0

(
V †L̃i jdL̃†

i jV − 1

2
V †L̃†

i j L̃i jdV − 1

2
V †dL̃†

i j L̃i jV

)

=
3∑

i, j=0

(
Li jρBL†

i j − 1

2
L†

i jLi jρb − 1

2
ρBL†

i jLi j

)

= LB(ρB) = 0, (A4)

with Li j = V †L̃i jV . Hence we can use these new Lindblad
operators Li j to construct LB. Moreover, since V is unitary, the
eigenvalues of LB will be the same as those of L̃B, as desired.

APPENDIX B: NUMERICAL IMPLEMENTATION DETAILS

As mentioned in the main text, we simulate the time
evolution of the vectorized density matrix using the TEBD al-
gorithm [2–4,56]. During the evolution, we restrict the amount
of built-up entanglement by truncating the matrix products
to a maximum bond dimension χ . The size of the truncation
error is related to the operator space entanglement entropy of
the NESS [80]. For a bipartite splitting of the chain into two
regions, A and B, we can write

|ρ〉 =
∑

k

√
λk

∣∣ξA
k

〉∣∣ξB
k

〉
, (B1)

where |ξA,B
k 〉 are orthogonal vectors and the Schmidt coeffi-

cients
√

λk satisfy
∑

k λk = 1. If we only keep the first χ

nonzero Schmidt coefficients, the truncation error is equal
to

∑
k>χ λk . For boundary-driven dynamics, one typically

observes an asymptotic decay λk ∼ k−p [1]. We confirm this
scaling in our numerical simulations (Fig. 6). Notice that the
exponent p increases slightly at lower temperatures, indicat-
ing a faster decay of the Schmidt coefficients, even though
the proportionality factor is larger. Therefore we expect the
nonequilibrium state to have an efficient representation in
terms of tensor networks even at low temperatures.

In order to optimize our computational resources, we
choose different χ at various stages in our evolution. We
start with a large bond dimension χ = 200 during the early
stages, when we have rapid entanglement growth. Then for
intermediate times, the bond dimension is reduced to χ = 64,
as the state continues to approach the NESS. Finally, at late
times we increase the bond dimension back to χ = 200 in
order to fine-tune our solution. We always check the con-
vergence of NESS observables with the bond dimension and
found χ = 200 to be sufficient. We also check that the NESS
is independent of initial conditions by initializing our system
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FIG. 6. Schmidt spectrum for the NESS of a boundary-driven XZ
chain of size L = 100 with a bond dimension χ = 200 at different
bath temperatures Tb. Dashed lines represent fits to a power-law
decay λk ∼ k−p. Similar results for the Ising model in a tilted field
can be found in Ref. [18].

with different states ρ(0) and confirming that we always get
the same final state ρ∞.

The expectation value of any observable in NESS can be
computed as 〈O〉 = Tr(Oρ∞)/Tr(ρ∞). In particular, we are
interested in on-bond energies Ei,i+1 = 〈Hi,i+1〉 and currents
ji. The nonequilibrium state typically contains boundary ef-
fects due to the bath coupling. Hence we disregard the values
of physical quantities close to the edges and only report our
findings for the bulk values. Moreover, due to the inexact
representation of ρ∞ as a tensor network, there are small
fluctuations in the expectation values even at late times. Hence
we usually average our numerical results over 103 Trotter
steps δt .

Certain tensor network methods, such as the time-
dependent variational principle [14], can converge quickly
with bond dimension, but the resulting dynamics yield un-
physical diffusion coefficients [15,81]. We make sure that
our results for the diffusion constants are correct by cross-
checking them with other recent methods. For the Ising model
in a tilted field, we compare our results to those obtained via
dissipation-assisted operator evolution [17] and find perfect
agreement, at least at high temperatures. Similarly, the dif-
fusion constants reported for the XZ model agree with those
derived using density-matrix truncation (DMT) [16,41] for a
wide range of temperatures. A comparison of the two methods
is shown in Fig. 7, where we plot our data as a function of
energy density to match the results presented in Ref. [41].

APPENDIX C: LOCAL THERMAL STATES

We briefly review the approach to thermometry based on
local thermal states, as described in Ref. [26], and comment
on its relevance for our method in the main text. The key idea
is to approximate the NESS reduced density matrix on two
sites ρ̃i,i+1 with a thermal density matrix ρi,i+1 by minimizing
the trace distance D(ρ̃i,i+1, ρi,i+1) [see Eq. (8)]. Now we have
to determine a suitable ansatz for the density matrix ρi,i+1.
We can start with a high-temperature expansion of a global
thermal state [26,61], for which the two-site reduced density

FIG. 7. Diffusion constant D as a function of average energy den-
sity E = 〈H2〉/(L − 1) estimated using Lindblad dynamics (dashed
line) compared with the results from DMT calculations (dots,
Ref. [41]). Both results are for an XZ chain of size L = 100.

matrix is given by

ρi,i+1 = e−Hi,i+1/Ti,i+1

Tr(e−Hi,i+1/Ti,i+1 )
. (C1)

However, this choice disregards the interactions between the
two spins and the rest of the chain. Next, we can add a
correction term that takes into account the neighboring spins
in a mean-field fashion. A generic two-body interaction at the
boundary can be approximated as

σα
i−1σ

β
i ≈ 〈

σα
i−1

〉〈
σ

β
i

〉 + σα
i−1

〈
σ

β
i

〉 + 〈
σα

i−1

〉
σ

β
i , (C2)

where α, β ∈ {x, y, z}, and similarly for the other end (i +
1, i + 2). If we replace the boundary operators by their
mean-field values, we end up with a site-dependent chemical
potential term for each Pauli operator whose expectation value
is nonzero 〈σα〉 �= 0, and the ansatz state becomes

ρi,i+1 = e−[Hi,i+1+
∑

α=x,y,z (μα
i σα

i +μα
i+1σ

α
i+1 )]/Ti,i+1

Tr(e−[Hi,i+1+
∑

α=x,y,z (μα
i σα

i +μα
i+1σ

α
i+1 )]/Ti,i+1 )

. (C3)

For the Ising model in a tilted field we have 〈σ y
i 〉 = 0, and

hence μ
y
i = 0 for all i. Similarly, the symmetries of the XZ

Hamiltonian impose 〈σ y
i 〉 = 〈σ z

i 〉 = 0, and therefore μ
y
i =

μz
i = 0 for all i. To go beyond the mean-field approximation,

the remaining chemical potentials are taken as fitting param-
eters, together with the temperature Ti,i+1. The optimization
procedure is described in Ref. [26]. Finally, we mention that
the energy currents are not included in this two-site descrip-
tion because they involve three consecutive sites [see Eqs. (4)
and (5)].

A potential drawback of this method is its reliance on
the thermal state ansatz in Eq. (C3), which is not always
applicable. Even in the absence of a temperature gradi-
ent in the system, the predicted local temperature can be
very different from the global temperature, especially in the
low-temperature regime [61]. Moreover, the parameters of
the thermal state are found either by solving the nonlinear
optimization problem directly or through an iterative self-
consistent procedure [26]. These methods can suffer from
multiple local minima and can become inefficient if the pa-
rameter search space is large.
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FIG. 8. Temperature dependence of the heat capacity Cv for
the tilted-field Ising model (blue) and the XZ model (red). The
inset shows a quadratic fit to the heat capacity Cv ∼ T −2 at high
temperatures.

Our method for extracting the local temperature described
in Sec. III C is designed to address these shortcomings. We ex-
pect our solution ρ2(Ti,i+1) to capture the interactions with the
rest of the system much better than a mean-field approxima-
tion, and it has the additional benefit of exactly recovering the
global temperature of an equilibrium system. However, our
solution is hard to interpret in terms of a local Hamiltonian,
which, on the other hand, is possible with Eq. (C3). Therefore
the two methods can be used in tandem, and if they agree,
we can gain additional insight into the local structure of the
reduced-density-matrix solution.

It is worth mentioning that both procedures are improve-
ments over previous methods where the temperature was

calculated by matching specific local observables (e.g., en-
ergy) with their expectation values in a thermal state [19,20].

APPENDIX D: THERMAL CONDUCTIVITY
AND HEAT CAPACITY

In a system without charged excitations (which is the case
for both our models), the energy and heat currents must be
equal, and hence we can define the thermal conductivity κ

through the relation j = −κ∇T . Having access to temper-
ature gradients from our local temperature profiles, we are
now in a position to extract the temperature dependence of
the thermal conductivity. The connection between κ and D
is captured by the Einstein relation κ = CvD, where Cv is
the heat capacity. Depending on the experimental realization
at hand, measuring the heat capacity or thermal conductivity
may be preferred over the diffusion constant. Our methods
provide access to all three of these quantities.

It turns out that the diffusion constant and thermal conduc-
tivity have similar temperature dependencies, and it is more
interesting to examine the heat capacity as their ratio. The
heat capacity as a function of temperature for our two models
is plotted in Fig. 8. At high temperatures, we expect E ∼
−1/T and therefore Cv ∼ T −2. The inset log-log plot clearly
shows the heat capacity approaching zero quadratically at
high temperatures. At low temperatures, on the other hand, the
relevant energy scale is the excitation gap �. At temperatures
below �, we expect the heat capacity to be exponentially
small, Cv ∼ e−�/T , since the number of low-lying excitations
is exponentially suppressed. This is visible for the tilted-field
Ising model, for which we can reach temperatures T � �.
For the XZ model, we do not access low enough temperatures
to witness a decrease in heat capacity.
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