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Intrinsic Hamiltonian of composites in many-fermion systems
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I determine the intrinsic Hamiltonian of the relative motion of the constituent fermions of bosonic composites
in superfluid fermion systems, assuming the effective fermion-fermion potential to be a sum of separable terms.
The derivation is based on an expansion that treats composites, quasiparticles, and their interactions on the
same footing. The intrinsic Hamiltonian of the composites is expressed in terms of the solution of the gap
equation and of the form factors of the potential. It has the Brillouin-Wigner form, namely it is Hermitian
and energy-dependent. In such a context, a solid justification is given for discarding negative energies of the
composites. As a check, I rederive the dispersion law of the Bogoliubov-Anderson mode and the spectrum of
the Bardasis and Schrieffer Hamiltonian. The possible occurrence of gapped modes depending on the form of
the fermion-fermion interaction is discussed. The intrinsic wave functions are derived explicitly in the long wave
limit, while their full determination requires numerical calculations.
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I. INTRODUCTION

Several fermion systems, both relativistic and nonrelativis-
tic, have a spectrum showing bosonic excitations. There have
been several ways to introduce such degrees of freedom in
fermion theories, which essentially amount to projecting the
fermion Hilbert space on the space of bosonic composites.
Irrespective of the way one would expect that the resulting
intrinsic Hamiltonian, namely the Hamiltonian describing the
relative motion of the constituent fermions in the composites,
should be of the Brillouin-Wigner form,

Hprojected(E )|Pψ〉 = E |Pψ〉, (1)

where

Hprojected(E ) = PHP + PHQ (H − E )−1QHP . (2)

In the above equations, H, ψ are the Hamiltonian and wave
function of the constituent fermions, and P,Q are the pro-
jection operators on the subspace of composites and its
complement. The projected Hamiltonian is Hermitian, but it
depends on the energy E of the composites.

An explicit expression of such a Hamiltonian is not needed
to find the energy of the bosonic excitations. Such energies,
however, usually come out in pairs of opposite sign, and the
negative ones are discarded without a solid justification. In
the formalism of the intrinsic Hamiltonian developed here
instead, it is clear that they violate a necessary condition for
unitarity of Bogoliubov transformations. Moreover, such a
formalism is necessary to determine the structure of the com-
posites in terms of the constituent fermions. Indeed, while the
structure of Cooper pairs in the condensates has been studied
extensively, the wave functions of the constituent fermions
in dynamical composites have received less attention. They
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are mostly assumed or come out to be pointlike, while with
attractive interactions they must have a structure extended in
space. I think that pointlike composites can arise only with
repulsive interactions, of which I will report an example at the
end of this work.

A brief survey of the historical key steps in the study
of bosonic excitations in fermion systems is in order to put
the present investigation into perspective. Bogoliubov [1] and
Anderson [2] found in superconducting systems by random
phase approximation (RPA) calculations a gapless mode, and
Bardasis and Schrieffer [3] found in a BCS-type model [4],
whose interaction is expanded in multipoles, a number of exci-
tons whose biggest gap is smaller than twice the quasiparticle
gap. Such excitons are dynamical Cooper pairs with intrinsic
structure extended in space. The spontaneous breaking of
symmetry occurring in the BCS model was further studied
by Nambu [5], while Goldstone [6] constructed a model field
theory that shows such a mechanism, in which one massless
and one massive boson appeared.

Finally, always inspired by the BCS theory, Nambu and
Jona-Lasinio [7] constructed a relativistic model of fermions
with spontaneous breaking of chiral invariance, in which one
massless and several massive bosons appeared.

There exists now an extensive literature about bosonic ex-
citations [8,9] in Fermi systems that use phenomenological
or effective Hamiltonians. Based on the analogy with the
Goldstone model, the gapless and gapped modes were often
called Nambu-Goldstone and Higgs mode, respectively, and
they were accordingly related to the phase and amplitude
oscillations of the order parameter. Excitons with energy gap
smaller than twice the fermionic quasiparticle gap were also
discussed [10].

Several experiments reported signals attributed to the
gapped mode [11]. When its energy gap is equal to twice
the quasiparticle gap, however, it should be strongly damped
[12] and its existence should require appropriate conditions.
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Very recently, pair-breaking excitations were studied, both of
quasiparticle [13] and collective nature [14].

The size of the composites in the condensate is very impor-
tant in several systems. One example is provided by nuclear
physics. After Bohr, Mottelson, and Pines [15] suggested that
deformed atomic nuclei might be superconducting, the prob-
lem arose as to whether Cooper pairs of nucleons would be
small enough to be contained in an atomic nucleus. At the
beginning, this appeared unlikely [16,17]. Afterward, it was
observed [18] that in the pairing of protons and neutrons,
one should take into account the tensor force, which is very
strong. When the tensor force is taken into account, the energy
gap becomes anisotropic, depending on the angle between
the relative momentum of the nucleons and the axis of spin
quantization. Taking the average value of the energy gap over
this angle, the rmsr of the quasideuteron in symmetric nu-
clear matter turned out to be smaller than the radius of large
nuclei.

A more recent example of the importance of the size
of condensed Cooper pairs is provided by the BEC-BCS
crossover, which is governed by the varying size of these
pairs. The features of superfluidity common to ultracold atoms
and nuclear matter are reviewed by Strinati et al. [19].

The size of the pairs in the condensate was also studied
recently [20], and the existence of giant pairs in a two-band
superfluid gas was predicted [21]. A systematic study of the
structure of excited composites as well as of the interactions
between composites and fermionic quasiparticles instead is as
far as I know missing.

In the present work, I will derive an intrinsic Hamiltonian
that has the form (2) using the nilpotency expansion. Such an
expansion is based on the idea that the number of fermion
states in a composite, called the nilpotency index, must be
large because it is a measure of the collectivity of the compos-
ite, so that its inverse is a natural expansion parameter. The
higher the collectivity, the better the approximation.

The nilpotency expansion treats composites, quasiparti-
cles, and their interactions on the same footing, opening the
possibility of further investigations of excitations of energy
higher than twice the gap of both single particle and collective
nature.

The idea of the nilpotency expansion was first proposed for
atomic nuclei [22] as a total projection of the nucleon space
on that of bosonic composites. The projection was performed
respecting fermion number conservation. The expansion was
performed after a subtraction, but the resulting expansion pa-
rameter was related to the inverse of the index of nilpotency
only on average.

The method (with the inverse of the index of nilpotency as
an exact expansion parameter) was then tested [23] on a rel-
ativistic four-fermion interaction model [24] whose spectrum
in the limit of a large number of flavors is exactly reproduced,
and afterward it was extended to include fermionic quasipar-
ticles [25] and applied to quantum gauge theories [26]. There
are now several applications [27], and very recently it was
tested successfully [28] on QCD in two dimensions. More-
over, while in previous papers composites were described as
fluctuations of a background field, in the latter one they were
constructed as bound states of fermionic quasiparticles in the
background field, with the same results to leading order in the

nilpotency index. I also used the nilpotency expansion in a
preliminary study of collective excitations in superconducting
systems [29] in which, however, I made a too drastic approxi-
mation, which I will discuss later.

The paper is organized in the following way. In Sec. II, I
report the partition function of relativistic field theories that
I will use, and I compare it in Appendix A with that of
a nonrelativistic fermion system after Hubbard-Stratonovich
linearization. In Sec. III, I introduce dynamical composites
and quasiparticles by a time-dependent Bogoliubov transfor-
mation on the fermions. In Sec. IV, I perform the nilpotency
expansion in the partition function deriving the Hamilto-
nian of composites and quasiparticles to zero order. Such a
Hamiltonian has quite general features, it is similar to other
Hamiltonians of composites, so that the reader interested only
in the intrinsic Hamiltonian can ignore its derivation and start
from this point. In Sec. V, I perform a Bogoliubov transfor-
mation on the composites, in Sec. VI, I write the eigenvalue
equation for the composites, and finally in Sec. VII, I derive
the intrinsic Hamiltonian. In Sec. VIII, I use the above results
to derive energies and eigenfunctions of the Bogoliubov-
Anderson modes, of the Bardasis-Schrieffer modes, and of
other modes whose existence depends on the form of the
fermion-fermion interaction, assuming that it can be given as
a sum of separable terms. In Sec. IX, I briefly report the results
of Ref. [23] in order to give an analytic example of pointlike
composites. Section X contains a summary.

II. PARTITION FUNCTIONS

I will use for nonrelativistic systems the nilpotency expan-
sion devised for relativistic field theories on a lattice [27]. I
choose such a formulation for future comparison with rela-
tivistic theories. The composites studied in such theories are
fermion-antifermion pairs. To use their results in the simplest
way, I will regard spin-up and spin-down fermions as different
species,

ûk = ĉk↑, v̂k = ĉk↓, (3)

where ĉks are the original fermion operators. In this way, I
restrict myself to composites of zero third component of the
spin.

I will define the fermion Hamiltonian I am studying, and
I will report the expression of the partition function for rela-
tivistic field theories that I will apply. I will show that it takes
the nonrelativistic expression reported in Appendix A in the
nonrelativistic limit so that I can use its results taking this limit
at the end.

I will consider fermion Hamiltonians of the type

HF =
∑

q

ξ (q) (û†
q ûq + v̂†

q v̂q)

+
∑

p1 p2 p3 p4

û†
p1

v̂†
p2

Vp1 p2 p3 p4 v̂p4 ûp3 . (4)

In the above equation (setting h̄ = 1), the first term is the
kinetic energy,

ξq = q2

2m
− μ, (5)
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where m, μ are the mass and the chemical potential of the
fermions. The second term is the interaction, which I assume
to be a sum of separable terms,

V =
∑
Pν

vPν

∑
qq′

fν (Pq) fν (Pq′)

× û†
1
2 P+q

v̂
†
1
2 P−q

v̂ 1
2 P−q′ û 1

2 P+q′ , (6)

whose definitions can be found in Appendix A.
For nonrelativistic theories, the manipulations relating the

partition function to the Hamiltonian usually involve an ex-
pansion in the temporal spacing τ . In relativistic theories, such
an expansion is not permissible in general, because powers
of τ are accompanied by divergent integrals. Renormalizable
field theories in four dimensions, however, are quadratic in the
fermion fields, and for such theories a formulation is possible,
which does not require the expansion in τ . In such cases,
instead of the Hamiltonian one uses the transfer matrix [30]

Tt = exp(τ û†N†
t v̂†) exp(−2û†Mû − 2v̂†Mv̂) exp(τ v̂Nt û),

(7)
where

M = − 1
2 ln(1 − τξ ) (8)

and N†, N are functions of the elementary bosonic fields cou-
pled to the fermions, e.g., gauge fields. The nonrelativistic
form (A8) of the partition function can be obtained, as shown
in the next section, by inserting the identity Î written in terms
of fermionic coherent states according to

Z =
∫

dμ(N†, N )
∏

t

TrFock (Î T̂t ), (9)

where the measure on the fields N†, N depends on the partic-
ular system. So the relativistic formulation yields the partition
function, as reported in Appendix A, of a nonrelativistic sys-
tem after the Hubbard-Stratonovich transformation with the
measure

dμ(N†, N ) = [dN∗dN]. (10)

III. COMPOSITES IN THE PARTITION FUNCTION

Of course one can get the projected Hamiltonian on the
composite subspace by a suitable definition of the projection
operator P and an evaluation of the necessary matrix elements
[22]. Another possibility [25], which I follow here, consists in
introducing composites in the Euclidean partition function. To
this end, I performed an independent Bogoliubov transforma-
tion at each time defined by the matrices F†

t ,Ft ,

α̂t = (1 + F†
t Ft )

− 1
2 (û − F†

t v̂†),

β̂t = (v̂ + û† F†
t )(1 + FtF†

t )−
1
2 . (11)

Because the spins have been eliminated the fermionic vari-
ables are labeled only by the momenta that are also the entries
of the matrices Ft . These matrices will be related to dynamical
composite fields.

I construct coherent fermionic states at each time,

|αtβtFt 〉 = exp(αt α̂
† + βt β̂

†)|Ft 〉, (12)

where αt , βt are Grassmann variables, and |Ft 〉 is the vacuum
of the quasiparticle operators,

|Ft 〉 = exp(u†F†
t v†)|0〉. (13)

Next I define a realization of the identity at each time,

Î(Ft ) =
∫

dα∗
t dαt dβ∗

t dβt |αtβtFt 〉〈αtβtFt |. (14)

Notice that such an operator is defined for given matrices
F†

t ,Ft . Now I rewrite the fermion partition function inserting
the identity operator at each time,

Z ′
F = TrFock

∏
t

(Î(Ft )T̂t ) =
∫

[dN†dN]

× [dα∗dα][dβ∗dβ] exp
∑

t

(L′
B + Lq.p. ), (15)

where

L′
B(F†,F , N†, N ) = −Tr ln(Rt Et,t+1) (16)

is the purely bosonic Lagrangian, and Lq.p. is the Lagrangian
of fermionic quasiparticles interacting with the composite
bosons whose expression is given in Eq. (26) of Ref. [27],
but it will be neglected here. In the above equations,

Rt = (1 + F†
t Ft )

−1,

Et,t+1 = (FNt+1)†e2MFNt + (Ft+1)†e−2MFt ,

FNt = 1 + τN†
t Ft . (17)

The expression (15) of ZF is exact, no matter which are the
matrices F†

t ,Ft . Therefore, I can integrate on them with an
arbitrary measure getting

ZF =
∫

dμ(F†,F ) Z ′
F . (18)

In the present paper, I chose the simple measure

dμ(F∗,F ) = [dF∗dF]. (19)

Integrating over the fields N†, N , I get a new composite La-
grangian that depends only on the fields F†,F ,

LB(F†,F ) = Tr{R[F†∇t F + F†ξ F + F†F ξ ]}
+

∑
ν

vνTr{RF† fν}Tr{ f †
ν F R}. (20)

Such a Lagrangian respects all the symmetries of the fermion
Hamiltonian.

IV. NILPOTENCY EXPANSION

The nilpotency expansion is performed here as an expan-
sion with respect to the fluctuations of the fields around a
background (see, however, [28]) classified according to the
powers of the index of nilpotency.

The background is determined by a saddle point calcula-
tion. Let me consider the composites Lagrangian (20) at fields
constant in time, which I will overline,

LB = Tr{R[F†
ξ F + F†F ξ ]}

+
∑

ν

vν Tr{RF†
fν}Tr{ f †

ν F R}. (21)
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Variation of LB with respect to F gives the standard gap
equation. In its solution and in the following, I adopt the
standard approximation,

∑
k

f (k2, k̂) ≈ ρF
1

4π

∫
dk̂

∫ +ω

−ω

dξ f (2m(μ + ξ ), k̂), (22)

where k̂ is the unit vector in the k-direction, and ρF is the
density of fermion states of each species at the Fermi surface.

Assuming for simplicity

F† = F, [F , ξ ] = 0, (23)

the solution of the gap equation is

F k1k2 = δk1,−k2F k1 , (24)

where

F k = 1

�
[Ek − ξk], (25)

Ek =
√

�2 + ξ 2
k , � = 2ω exp(1/g), g = |v|ρF . (26)

Such a solution exists only if for some quantum number ν,
vν < 0.

Let me then introduce the time-dependent fluctuations,

Ft = F + δFt , (27)

and consider the creation operator of the fermion composite,

F̂† = û† δF†v̂†. (28)

A characteristic feature of such a composite is its index
of nilpotency, which is the maximum number  of such a
composite compatible with the Pauli principle,

(F̂†) 
= 0, (F̂†)+1 = 0, (29)

 = 1
2 rank(δF ). (30)

The index of nilpotency of the composites provides a measure
of their collectivity, and a value of  � 1 is obviously neces-
sary for the composite to be approximated by an elementary
boson. Therefore, its inverse is a natural parameter to control
the bosonization of the system.

Now I assume, and I will verify at the end, that it will turn
out that δFt = O(− 1

2 ). In the estimate of the order of the
terms in the expansion, one must take into account that F =
O(1), and

∑
q gives a factor of order .

It is convenient to perform the change of variables

Bt =
√

R δFt

√
R. (31)

The time-independent part of the bosonic Lagrangian, LB, is
of order . The part of LB of order 

1
2 vanishes because of

the saddle point equations. To write the part of zero order, I
perform the expansion

Rt = R + R(1)
t + R(2)

t (32)

in which the superscript refers to the order in − 1
2 . R is time-

independent, diagonal, and of order zero,

Rk1,k2 = δk1,k2 Rk1 , Rk = Ek + ξk

2Ek
, (33)

while

R(1)
t = −

√
R [F†

Bt + B†
t F]

√
R, (34)

R(2)
t = −

√
R [ B†

t Bt + F†
Bt B

†
t F

+ B†
t FB†

t F + F†
BtF

†
Bt ]

√
R. (35)

With these variables,∑
t

Tr (F†
t ∇tFt ) =

∑
t

Tr (B†
t ∇t Bt ) + O(− 1

2 ), (36)

showing that to zero order, B∗, B are conjugate to each other.
The time derivative terms of order − 1

2 can be relevant when
one considers the coupling with fermionic quasiparticles.

I must now determine the order of the potential terms. First,
I observe that defining the potential form factors fν to be of
order 1, the strength of the potential is proportional to the
inverse of the square root of the volume,

v = O(− 1
2 ). (37)

Next, I find it convenient to perform a change of the entries
of the matrices: from the momenta of the fermions k1, k2 to
the total momentum of the pair P = k1 + k2 and its internal
momentum q = 1

2 (k1 − k2). So I can write the bosonic Hamil-
tonian to zero order, omitting the quantum number ν,

HB(P) =
∑
q1q2

{[2E (Pq1)δq1q2 + v[C1(Pq1)C1(Pq2)

+C2(P, q1)C2(Pq2)]]B∗(Pq1)B(Pq2)

+ v δq1q2C2(P, q1)C2(Pq2)

+ B∗(Pq1)B∗(−Pq2) vC2(P, q1)C1(Pq2)

+ B(−Pq2)B(Pq1) vC1(Pq2)C2(Pq1).}, (38)

where

E (Pq) = 1

2
(Eq+ 1

2 P + Eq− 1
2 P ),

C1(Pq) = f (Pq)

√√√√ [Eq+ 1
2 P − ξq+ 1

2 P][Eq− 1
2 P − ξq− 1

2 P]

2 Eq+ 1
2 PEq− 1

2 P

,

C2(Pq) = f (Pq)

√√√√ [Eq+ 1
2 P − ξq+ 1

2 P][Eq− 1
2 P − ξq− 1

2 P]

2 Eq+ 1
2 PEq− 1

2 P

.

(39)

HB is the Hamiltonian of a bosonic superfluid whose inter-
action is given by the sum of two separable potentials. The
c-number term comes from normal ordering, and the last two
terms are the so-called “dangerous” terms.

A comment is in order here. In quantum gauge theories,
the matrices N†, N are functions of the gauge fields, and at

the saddle point the background fields F† = F†
(N†, N ),F =

F (N†, N ) become functions of the gauge fields and transform
in such a way that local gauge invariance is conserved, but
they do not have in general a particle interpretation [27]. In
the present application to many-body systems, instead, the
background fields are constant, thus breaking fermion number
conservation.

104506-4



INTRINSIC HAMILTONIAN OF COMPOSITES IN … PHYSICAL REVIEW B 103, 104506 (2021)

In the work in which the nilpotency expansion was pro-
posed [22], the background field was defined as

F = bφ, (40)

where b is a dynamical variable related to the occupation
number of composites in the ground state, and φ is their
structure function, under the condition 〈b∗b〉 = 1

2 NF , NF being
the number of fermions. The expansion was performed with
respect to the gauge invariant quantity F†F − r2, which can
be made of order 1/

√
 on the average by chosing the param-

eter r in a given way. So at the cost of such an approximation,
the fermion number was exactly conserved.

V. BOGOLIUBOV TRANSFORMATION ON COMPOSITES

I introduce creation annihilation operators for the compos-
ites satisfying canonical commutation relations

[B̂(Pq), B̂∗(P′q′)] = δP,P′ δq,q′ . (41)

The operators B̂∗, B̂ can be written

B̂(Pq) =
∑

n

ân(P)ψn(Pq), (42)

where the ψn(Pq)’s are a complete set of functions∑
n

[ψn(Pq)]∗ψn(Pq′) = δqq′ , (43)

∑
q

[ψm(Pq)]∗ψn(Pq) = δmn, (44)

and â(P)∗, â(P) are canonical creation annihilation operators

[âm(P)∗, ân(P′)] = δmnδPP′ . (45)

To diagonalize HB, I perform a (bosonic) Bogoliubov trans-
formation

âm(P) =
∑

n

umn
P b̂n(P) − vmn

P b̂†
n(−P), (46)

where the matrices uP, vP satisfy the following relationships:

(ũPuP − ṽPvP )mn = δmn,

(uPũP − vPṽP )mn = δmn,

(ũPvP − ṽPuP )mn = 0,

(uPṽP − vPũP )mn = 0. (47)

I can then write

B̂(Pq) =
∑

n

b̂n(P)φn
+(Pq) − b̂†

n(−P)φn
−(Pq),

B̂†(Pq) =
∑

n

b̂†
n(P)φn

+(Pq) − b̂n(−P)φn
−(Pq), (48)

where

φm
+(Pq) =

∑
n

unm
P ψn(Pq),

φm
−(Pq) =

∑
n

vnm
P ψn(Pq). (49)

It should be clear that φ± are not independent from one an-
other, since both can be expressed in terms of the matrices
u, v and the internal wave functions ψn.

For simplicity, I restrict myself to ψ’s and φ’s that are real
and of positive parity,

φ±(Pq) = φ±(−P,−q). (50)

After the Bogoliubov transformation, the composites Hamil-
tonian (38) becomes

HB =
∑

P

{b̂†
m(P)b̂n(P) Emn(P) + [b̂†

m(P)b̂†
n(−P)

+ b̂n(−P)b̂m(P)]T mn(P)}. (51)

All the above quantities are functions of the composites mo-
mentum,

Emn = Emn
++ + Emn

−− + v
(
χm

+−χn
+− + χm

−+χn
−+

)
,

T mn = 1
2

[
Emn

+− + Enm
+− + v(χm

+−χn
−+ + χn

+−χm
−+)

]
, (52)

where

Emn
στ (P) =

∑
q

2E (Pq) φm
σ (Pq)φn

τ (Pq),

χm
στ (P) =

∑
q

[C2(Pq)φm
σ (Pq) − C1(Pq)φm

τ (Pq)],

σ, τ = ±. (53)

In the classic Bogoliubov model, one can impose the vanish-
ing of the dangerous terms, and such a condition determines
the parameters of the Bogoliubov transformation. In the
present case, the solution of the conditions T mn = 0 is in
general difficult, and moreover the constraint matrix T mn does
not commute with the boson conserving matrix Emn.

VI. EIGENVALUE EQUATION FOR
THE COMPOSITES ENERGY

Diagonalization of HB can be facilitated by [31] incorpo-
rating the dangerous terms in the auxiliary energy functionals

Emn
± = Emn ± T mn, (54)

which are equal to each other and to the energy matrix Emn

when the constraints are satisfied, in which case I can write

HB =
∑

P

Emn
± (P) b̂†

m(P)b̂n(P). (55)

The expressions of Emn, T mn simplify by introducing the aux-
iliary functions [32]

λn
±(Pq) = φn

+(Pq) ± φn
−(Pq). (56)

Commutation relations of all the quantum operators and
completeness of the functions φn

±(Pq) yield the following
relationships: ∑

q

λm
±(Pq)λn

∓(Pq) = δmn, (57)

∑
m

λm
±(Pq)λm

∓(Pq′) = δqq′ . (58)
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In terms of the λn
±’s,

Emn
± (P) =

∑
qq′

λm
±(Pq)H∓(Pqq′)λn

±(Pq′),

T mn(P) = 1

4

∑
q

2E (Pq)[λm
+(Pq)λn

+(Pq)

− λm
−(Pq)λn

−(Pq)] + 1

4
v[X m

+ (P)

× X n
+(P) − X m

− (P)X n
−(P)], (59)

with

H∓(Pq q′) = 2E (Pq) δq q′ + vP C∓(Pq)C∓(Pq′) (60)

and

C∓(Pq) = C2(Pq) ∓ C1(Pq), (61)

X n
±(P) =

∑
q

C∓(Pq)λn
±(Pq). (62)

The composites energies are given by the expectation values∑
qq′

λm
±(Pq)H∓(Pqq′)λn

±(Pq′) = En
P δmn, (63)

which, when the dangerous terms vanish, must take one and
the same value. Notice that a simplification has been achieved
because the kernels H± contain only one separable potential
for each P. The auxiliary functions λn

±(Pq′), however, are
not eigenfunctions of such operators. Indeed, by multiplying
Eq. (63) by λm

∓(P), summing over m, and using Eqs. (58), one
gets ∑

q′
H∓(Pqq′)λn

±(Pq′) = En
Pλn

∓(Pq), (64)

which shows that the operators H∓(P) change λ± into λ∓. It is
easy to check that the above equations guarantee the vanishing
of the “dangerous” tensor T mn and the orthogonality of the λm

±,
namely the validity of Eqs. (57) for m 
= n. The first statement
can be proved by subtracting Eqs. (63) with the ± sign from
one another; the second one can be proved by subtracting from
one another Eqs. (63) written for different energies m, n. The
condition (57) for m = n remains to be imposed.

To evaluate the energy of the composites, I first solve
Eqs. (64),

λ±(Pq) = 2E (Pq)A∓(Pq)X±(P) + EPA±(Pq)X∓(P), (65)

where

A±(Pq) = −vP D(Pq)−1 C±(Pq) (66)

with

D(Pq) = 2E (Pq)2 − E2
P. (67)

Remember, however, that the X± are functionals of the λ±.
Multiplying Eq. (65) with the ± sign by C∓ and summing
over q, I get the homogeneous coupled equations

(A∓ − 1)X± + BX∓ = 0, (68)

where

A±(P) =
∑

q

2E (Pq)A±(Pq)C±(Pq),

A(P) = EP

∑
q

A±(Pq)C∓(Pq). (69)

Their compatibility condition is

(A+ − 1)(A− − 1) − A2 = 0. (70)

This condition determines the energy of the composites,
which is the only unknown quantity appearing in it. It is
essentially the equation that gives the poles in the propagator
in functional formulations. The energy eigenvalues occur in
pairs of opposite values, as a consequence of regarding the φ±
as independent. Condition (57), however, is not satisfied by
the states of negative energy, as I will show below. Notice that
Eqs. (64) can be written in matrix form, with a non-Hermitian
matrix of skew diagonal elements H±, a feature discussed by
several authors who, regarding the φ± as independent, find it
to be a shortcoming.

An important result follows from the condition that
D(Pq) > 0, namely EP < 2�, so that if E0 = 2�, the kinetic
contribution must be negative.

VII. INTRINSIC HAMILTONIAN OF THE COMPOSITES

I determined the eigenvalue equation for the energy of the
composites. Such an equation is essentially the same as the
equations derived by Bardasis and Schrieffer and others. But
its energy solutions are not eigenvalues of H± because, as al-
ready noticed, the λ± are not eigenfunctions of such operators.
So I do not know which are the composite wave functions,
namely the wave functions describing the relative motion of
the constituent fermions. Therefore, I want to determine an
operator reproducing the spectrum of (70), which I will call
the intrinsic Hamiltonian of the composites, and see how its
eigenfunctions are related to λ±. After some manipulations
reported in Appendix B, I found

Hintr(E ) = 1
2 (H+ + H−) − 1

2 (H+ − H−)

× [
1
2 (H+ − H−) + E

]−1 1
2 (H+ − H−), (71)

which has eigenvalues ±E , but one of them, as shown in
Appendix B, must be discarded as a consequence of the nor-
malization Eqs. (57). Notice that violation of such a condition
implies that the Bogoliubov transformation is not unitary.

Notice also that the intrinsic Hamiltonian is expressed in
terms of the form factors of the potential and the solution of
the gap equation. It is Hermitian but energy-dependent and
therefore its eigenfunctions belonging to different eigenvalues
need not be orthogonal to one another.

I come now to the comparison with the Brillouin-Wigner
formulation, Eq. (2). The expression of Hintr derived here (71)
is not based on a total projection on the space of composites.
Indeed, the total Lagrangian appearing in Eq. (15) contains,
in addition to the Lagrangian of the composites, also the
Lagrangian of quasiparticles interacting with the composites.
To get the projected Hamiltonian of Eq. (2), one should inte-
grate over quasiparticles, thus missing the relative part of the
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spectrum, which instead I want to investigate in a future work.
As a consequence, the term

1
2 (H+ − H−) (72)

has nonvanishing diagonal matrix elements and cannot be
identified with the terms

PHQ and QHP (73)

of the projected Hamiltonian. The two Hamiltonians are sim-
ilar to one another, but they differ also by the sign in front of
the energy E in the denominators.

VIII. ENERGY AND WAVE FUNCTIONS OF COMPOSITES

First I rewrite the expressions of the various quantities in
terms of integrals,

A±(P) = 1

8π
g
∫

dq̂
∫

dξ
2E

�
A±C±,

A(P) = 1

8π
g
E
�

∫
dq̂

∫
dξ A±C∓(Pq). (74)

In their evaluation, I will set

ηP = EP

2�
,

gP = ρF |vP| (75)

and

xP = xPγ ,

xP = qF P

2m�
= 1

2
rPipp P, γ = q · P

qP
, (76)

where rPipp is the Pippard coherence length.

A. The case P = 0

At P = 0, A vanishes because its integrand is odd, so that
Eqs. (68) decouple,

(A+ − 1)X− = 0,

(A− − 1)X+ = 0. (77)

Evaluation of A±(0) yields

A+ − 1 ≈ g0
η0√

1 − η2
0

arcsin η0,

A− − 1 ≈ −g0

√
1 − η2

0

η0
arcsin η0, (78)

which have the solutions

η = 0, A+ = 1, A− 
= 1, X+ = 0,

η = 1, A− = 1, A+ 
= 1, X− = 0. (79)

In the first case, the eigenvalue equations (65) become

λ+(0q) = 0,

2Eqλ−(0q) = −v0 C−(0q)X−(0) (80)

so that the normalization condition Eq. (57) is not fulfilled and
such a state does not exist. This can be understood on physical

grounds because according to the first of the above equations,
φ+ = −φ−, and then according to Eqs. (48), B̂(0q) = B̂†(0q),
implying that these are not quantum variables.

In the second case, the eigenvalue equations (65) become

2Eqλ+(0q) − 2�λ−(0q) = −v0 C−(0q)X+(0),

−2�λ+(0q) + 2Eqλ−(0q) = 0. (81)

The integral appearing in the normalization condition (57) is
divergent, so that for P = 0 also such a state does not exist.
In conclusion, the energies E0 = 0, 2� can at most be limit
values of energies of true states. In the following subsections,
I will therefore study the spectrum at E � 0,� 2�.

B. The excitons of Bardasis and Schrieffer

Bardasis and Schrieffer [3] expand the potential in multi-
poles. Because of the present restriction to positive parity and
reality of the form factors, in the comparison with their in-
vestigation I must restrict myself to even multipoles with zero
third component of angular momentum. Restricting further to
states with P = 0, in the present notation the form factors are

fl (k) = Yl0(k̂), (82)

where the quantum number ν = l is the orbital angular mo-
mentum. Since at P = 0, A = 0, I then get from Eqs. (68)

A+ − 1 = gl

⎛
⎝ 1

gl
− 1

g0
+ ηl√

1 − η2
l

arcsin ηl

⎞
⎠ = 0,

A− − 1 = gl

⎛
⎝ 1

gl
− 1

g0
−

√
1 − η2

l

ηl
arcsin ηl

⎞
⎠ = 0, (83)

which are exactly Eqs. 3.15 of Bardasis and Schrieffer [3].

C. The Bogoliubov-Anderson mode

Now I look for solutions to the compatibility equations
(70) in which EP → 0 for P → 0, namely ηP ≈ xP << 1.
Evaluation of the quantities A±, A then yields

A+(P) − 1 ≈ gP

[
1

g0
− 1

gP
+

(
η2

P − 1

3
x2

P

)]
+ O(P3),

A−(P) − 1 ≈ gP

[
1

g0
− 1

gP
+ 1

3

(
η2

P + 15

48
x2

P

)]
+ O(P3),

A(P) = O(P3). (84)

Neglecting terms of order P3, the compatibility equation (70)
then requires A+(P) = 1, namely

EP ≈ ±2�

√
1

gP
− 1

g0
+ 1

3

v2
F P2

4�2
, (85)

where vF = qF /m is the Fermi velocity. Notice that for P 
= 0,
X+ does not vanish, but it is given by Eq. (B5). It remains to
impose the normalization, Eq. (57), which yields∑

q

λ+(Pq)λ−(Pq) ≈ −gPvPEPX 2
−(P) = 1. (86)
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Because vP < 0, the composites energy must be positive and
one must choose the plus sign in Eq. (85). For gP independent
of P one recovers the standard energy of the Bogoliubov-
Anderson mode. If g0 > gP, there is a correction to such
energy. It remains the case that g0 < gP. I notice that such
a condition does not necessarily imply instability: indeed, a
state with Cooper pairs condensed with nonvanishing total
momentum should have density fluctuations, which would
have a kinetic energy cost. Stability of the BCS state then
depends on the balance between kinetic and potential contri-
butions, at variance with condensation of Cooper pairs with
nonvanishing intrinsic angular momentum and vanishing total
momentum [3].

So the BCS ground state might be stable provided gP −
g0 is small enough. If such a condition is verified and the
energy is real, again there is a correction to the standard
Bogoliubov-Anderson dispersion law. If for some values of
P the energy becomes imaginary, the normalization condi-
tion (57) cannot be satisfied, so that the corresponding state
does not exist. I remind the reader that violation of the
orthogonality conditions implies that the Bogoliubov trans-
formation is not unitary, so that the composite Hamiltonian
is not equivalent to any projection of the original fermion
Hamiltonian.

One can see that X−(P) diverges as
√|P|−1

for P → 0.
Then Eq. (B5) gives X+ = O(|P| 5

2 ). Finally from Eqs. (65)
one can see that the intrinsic wave function of the Bogoliubov-
Anderson particles is polarized along the total momentum P,
and for small values of such momentum it approaches the
wave function of the Cooper pairs in the condensate

φ+(Pq) = 1
2 [λ+(Pq) + λ−(Pq)] → [2 E (Pq) − EP]−1 (87)

so that one can conclude that the Bogoliubov-Anderson parti-
cles are Cooper pairs going out of the condensate.

D. Other modes?

Now I investigate whether there are collective energies
E � 2�. In a preliminary study [29] (in which I determined
the saddle point in the presence of the Hubbard-Stratonovich
fields, and I integrated over their fluctuations), I derived ex-
actly the Hamiltonian (51), but in the determination of its
energy eigenvalues I made the too drastic simplification of
retaining only one term in the sum (42), even though such an
approximation violates the completeness condition Eq. (43).
Such an approximation gives indeed the incorrect result for
the energy gap,

E0 = 2
�√

1 + (πg0)2
. (88)

It is perhaps not surprising that by relaxing a condition I got a
lower energy.

I evaluate now the energy with the full expansion in the
sum (42) looking for solutions to the compatibility equations
with E � 2�. Setting

η2
P = 1 − σ 2

P (89)

and assuming σP ∼ ξP for P → 0, evaluation of A±(P), A(P)
then gives

A+(P) − 1 ≈ gP

{
1

g0
− 1

gP
+ π

2

1

σP
f+

(
xP

σP

)}
,

A−(P) − 1 ≈ gP

{
1

g0
− 1

gP
− π

4
σP f−

(
xP

σP

)}
,

A(P) ≈ π

4
gP

P2

4 m�

√
1 − σ 2

P

σP
f+

(
xP

σP

)
, (90)

where

f+(ρ) = 1

ρ
ln

(
ρ +

√
1 + ρ2

)
,

f−(ρ) =
√

1 + ρ2 + f+(ρ). (91)

Notice that f±(1) = O(1). Because f± > 0, there are three
possibilities,

gP < g0, A+ − 1 = 0, A− − 1 
= 0,

gP = g0, A+ − 1 
= 0, A− − 1 
= 0,

gP > g0, A+ − 1 
= 0, A− − 1 = 0. (92)

In the first case, the solution should be

σP = π

2

g0gP

g0 − gP
f+

(
xP

σP

)
, (93)

which is unacceptable because σP diverges for P → 0 (assum-
ing vP is a continuous function).

Also in the second case, a solution to the compatibility
equation does not exist, because (A+ − 1)(A− − 1) ∼ 1 while
A(P)2 ∼ x2

P, contrary to the result of [29] due, as already
explained, to an unacceptable approximation.

In the third case, there is the solution

σP = 4

π

gP − g0

g0gP

1

f−
( xP

σP

) (94)

provided gP − g0 ∼ xP as a consequence of the assumption
that σP ∼ xP in the derivation of the above result (but again
one should discuss the stability of the BCS ground state). If
such a state exists, it should be strongly mixed with states of
two quasiparticles that are almost degenerate.

IX. POINTLIKE COMPOSITES IN A RELATIVISTIC
FOUR-FERMION INTERACTION MODEL

In all the previous examples, the intrinsic wave functions
are extended in space. I think that pointlike composites can
be generated only by repulsive fermion-fermion interactions.
To give an example of pointlike composites with repulsive
fermion-fermion interaction, I report briefly the results of
Ref. [23] in which the properties of the relativistic four-
fermion interaction model [24], namely the value of the mass
of the composite boson and the logarithmic divergences of
the wave functions, are exactly reproduced by the nilpotency
expansion for a large number of flavors. The action of the
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model in continuum Euclidean space reads

S =
∫

d4x

[
ψ (x)

(
m +

4∑
μ=1

γμ∂xμ

)
ψ (x)

+ 1

2

g2

4Nf
[ψ̄ (x)ψ (x)]2

]
, (95)

where m is the mass parameter, γμ are the Dirac matrices, g2

is the coupling constant, and ψ is the fermion field, which
has Nf degenerate flavors. This model has a discrete chiral
symmetry at m = 0:

ψ → −γ5ψ, ψ̄ → ψ̄ γ5. (96)

For large Nf , this symmetry is spontaneously broken [24],
with generation of a boson whose mass is twice that of the
fermion quasiparticles. There is no Goldstone-Nambu boson
because the chiral symmetry is not continuous. The model can
be linearized introducing an auxiliary scalar field σ (x) whose
integration generates the four-fermion coupling:

S′ =
∫

d4x

[
ψ (x)

(
m + σ (x) +

4∑
μ=1

γμ∂xμ

)
ψ (x)

+ 4Nf

2g2
σ 2(x)

]
(97)

so that the partition function can be rewritten

Z =
∫

[dσ ][dψdψ] exp [−S′]. (98)

It can be regularized on a lattice that provides the necessary
cutoff replacing the continuous derivatives by discrete deriva-
tives. I do not discuss here the problems related with such
a replacement for fermions. One can then put the partition
function in the form (A8) if in the transfer matrix (7) one sets

Nt = −2

[
γ0(m + σt ) +

3∑
i=1

(γ0γi∂xi )lattice

]
, M = 0. (99)

Now one can perform time-dependent Bogoliubov transfor-
mations and determine the values of the time-independent
fields B, σ that minimize the action. At this point, one intro-
duces the field fluctuations

B†
t = B

† + δB†
t , Bt = B + δBt , (100)

σ (t, x) = σ + η(t, x). (101)

The η-field is homologous of the fluctuations δN†, δN in the
BCS model in the formulation [23]. But at variance with the
BCS model in which the physical composite is described
by the fluctuations δB†

t , δBt , the physical composite of the
relativistic model is described by the local field η and it is
therefore pointlike. Its action reads

Sη =
∫

dω

2π

∫
d3 p

(2π )3
η(ω, p) η(−ω,−p)

× Z (σ 2)(ω2 + p2 + (2σ )2), (102)

where

Z (σ 2) � − 1

(2π )2
ln σ 2. (103)

The above equations show that the composite boson has mass
2σ , while the fermionic quasiparticles have mass σ . The
cutoff is contained in σ , which is defined in lattice units,
but the factor ln σ 2 that diverges when the lattice cutoff is
removed going to the continuum temporal limit is absorbed
in the wave-function renormalization.

The composite boson of the relativistic model is generated
by a potential of the form [ψ (x)ψ (x)]2 = (nx − 1)2, where nx

is the fermion number at point x. Such a potential induces an
in-site fermion occupation and then a pointlike composite bo-
son, and it is similar to the φ4 potential in the theory of a scalar
with the “wrong” sign of the mass. These features are related
to the fact that while in the BCS model the energy spectrum
depends explicitly on the cutoff, in the relativistic model the
cutoff is eliminated absorbing the logarithmic divergencies in
the renormalization of the wave function.

A further comment concerns the comparison between su-
perconducting systems and the Higgs model. The latter is
constructed in terms of an elementary scalar field, and the
Higgs field is given by the fluctuation of its amplitude. The
elementary fields in a superconducting system are instead
fermions, and therefore such a system is more similar to a
chiral system of quarks in particle physics, and the gapped
mode to the σ -meson. In this case, part of the problem is to
determine the structure of the composite bosons, which are
the pions and the σmeson, in terms of the fermion fields,
which are the quarks fields. The corresponding problem of
determining the structure of the composite bosons as well as
the occurrence of several such modes in superconducting sys-
tems is altogether neglected in several approaches to collective
modes based on effective Lagrangians.

X. SUMMARY AND CONCLUSIONS

I have determined the intrinsic Hamiltonian of composites
in superfluid fermion systems whose interaction is a sum of
separable terms, using the nilpotency expansion, which is an
expansion in the inverse of the nilpotency index of the com-
posites. Such an index counts the number of fermion states in
the composite wave functions, and therefore it is a measure of
their collectivity. Obviously the more collective a state is, the
better its approximation as a particle can be. The formalism
provides also the Hamiltonian of fermion quasiparticles and
their interaction with composites, which are therefore treated
on the same footing. I hope in a future work to complete the
present investigation with the study of excitations of energy
greater than 2�, about which very interesting results already
exist [13,14], in a unified framework.

The intrinsic Hamiltonian of the composites is of
the Brillouin-Wigner-type, namely Hermitian and energy-
dependent. It is expressed in terms of the background field,
namely the solution of the gap equation, and of the form fac-
tors of the fermion interaction. It is not equal to the projected
Hamiltonian (2), because it does not act in a totally projected
space, but in a space in which there exist also fermionic
quasiparticles coupled to the composites.
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The formalism shows that one of the two energy eigenval-
ues of opposite sign usually arising in such a context must be
discarded because it does not satisfy a condition necessary for
the unitarity of the Bogoliubov transformation. Moreover, it
provides a systematic way to determine the wave functions
of the constituent fermions in the composites. Such wave
functions are necessarily extended in space.

As a check, I rederived the dispersion law of the
Bogoliubov-Anderson composite and determined explicitly
its intrinsic wave function in the long wave limit, while its
full determination requires a numerical calculation. In the
same way, I was able to reproduce the results of Bardasis
and Schrieffer [3] and I investigated the possibility of other
modes depending on the specific form of the fermion-fermion
interaction.

By comparison, I reported previous results about the point-
like composite arising in a relativistic four-fermion model
[28]: In this model, indeed, the fermion-fermion interaction
is repulsive, and the formation of the condensate is due to a
mechanism analogous to the breaking of chiral invariance in
the Goldstone model [6], namely a mass with the “wrong”
sign. I think that pointlike composites are possible only with
repulsive fermion-fermion interactions.

Finally, I noticed that in the original formulation [22]
the nilpotency expansion was performed respecting fermion
number conservation, while in the procedure adopted in the
present paper, the fermion number is explicitly broken. Let me
emphasize, however, that such a procedure has been applied to
relativistic theories without breaking the fermion number. The
reason is that while in nonrelativistic models the fluctuations
δB are associated with dynamical Cooper pairs of fermions,
and therefore they carry fermion number 2, in relativistic
theories they are associated with fermion-antifermion pairs,
so that they carry fermion number zero. An exception is the
case of diquarks in QCD [28]. But also in this case, due to the
peculiar solution of the saddle point equations for the Bogoli-
ubov transformations, the fermion number is not violated.

APPENDIX A: PARTITION FUNCTION FOR
NONRELATIVISTIC SYSTEMS

The effective fermion-fermion potential in terms of the
original creation-annihilation operators is

V̂ =
∑

p1s1 p2s2 p3s3 p4s4

1

2
ĉ†

p1s1
ĉ†

p2s2
Vp1s1 p2s2 p3s3 p4s4 ĉp4s4 ĉp3s3 , (A1)

where

Vp1s1 p2s2 p3s3 p4s4 =
∑

S

〈
1

2
s1

1

2
s2|S0

〉〈
1

2
s3

1

2
s4|S0

〉

×V (S)
p1 p2 p3 p4

, (A2)

Vp1 p2 p3 p4 =
∑

S

V (S)
p1 p2 p3 p4

, (A3)

〈 1
2 s1

1
2 s2|S0〉 being Clebsh-Gordan coefficients. Obviously,

V (S)
p1 p2 p3 p4

= (−)SV (S)
p2 p1 p3 p4

= (−)SV (S)
p1 p2 p4 p3

. (A4)

Restricting myself to spin singlet composites and to interac-
tions that are sums of separable terms, I can write

V =
∑
Pν

vPν

∑
qq′

fν (Pq) fν (Pq′)

× û†
1
2 P+q

v̂
†
1
2 P−q

v̂ 1
2 P−q′ û 1

2 P+q′ . (A5)

In the above equation, P, q are the total and relative momenta
of the fermion pairs, ν represents all the additional quantum
numbers, and vPν and fν (Pq) are the corresponding strengths
and form factors, respectively. The quantum number ν will be
mostly omitted.

Regarded as matrices in momentum space, the form factors
must be written

[ fν (P)]k1k2
= δk1+k2,P fν (P, k), k = 1

2 (k1 − k2). (A6)

In the present work, I will assume, with the exception of Sec.
VIII B,

fν (P, k) = 1 for ξ (k) < ω (A7)

and zero otherwise, where ω is an energy cutoff.
After a Hubbard-Stratonovich transformation, the nonrel-

ativistic partition function with discrete (imaginary) time can
be written

Z =
∫

[dN∗dN][du∗du][dv∗dv] exp

(
−τ

∑
t

u∗
t ∇t ut

+ v∗
t ∇tvt + u∗

t ξ ut−1 + v∗
t ξ vt−1 − ut−1N∗

t vt−1

− v∗
t Nt u

∗
t − N†

t V −1Nt

)
(A8)

with the notation

[dadb] =
∏

t

dat dbt . (A9)

τ is the time spacing, V −1 is the inverse of the potential matrix
appearing in Eq. (A5), u∗, u, v∗, v are Grassmann variables,
and

∇t ft = 1

τ
( ft − ft−1). (A10)

In the above equations, the fermion fields are defined on lattice
sites, and I go to momentum space according to

Nx1x2 = Ns
−3

∑
p1 p2

Np1 p2 exp (i(p1x1 + p2x2)),

Dx1x2 = Ns
−3

∑
p

Dp exp (i[p (x1 − x2)]), (A11)

where Ns
3 is the number of spatial sites of the lattice. The

second definition applies to matrices diagonal in momentum
space.
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APPENDIX B: DERIVATION OF THE
INTRINSIC HAMILTONIAN

To find the expression of the intrinsic Hamiltonian, I first
rewrite Eqs. (64) in terms of the φ±’s,∑

q′
H∓(Pqq′)[φ+(Pq′) ± φ−(Pq′)]

= EP[φ+(Pq) ∓ φ−(Pq)]. (B1)

Summing and subtracting, I get

[H+ ± H−]φ+ − [H+ ∓ H−]φ− = 2Eφ± (B2)

from which I find

φ±(Pq) =
∑
q′q′′

[(H+ + H− ∓ 2EP )−1](qq′)

× [H+(Pq′q′′) − H−(Pq′q′′)]φ∓(Pq′′). (B3)

Putting Eqs. (B3) into Eqs. (B2), I get

Hintr(±E )φ± = ± Eφ±, (B4)

where Hintr is given by Eq. (71).
Next, using Eqs. (68),

X± = − A

A∓ − 1
X∓, (B5)

I can write both λ± in terms of X+,

λ+ =
(
A− − E

2E
A+

A

A+ − 1

)
X+,

λ− =
( E

2E
A− − A+

A

A+ − 1

)
X+, (B6)

or in terms of X−,

λ+ =
( E

2E
A+ − A−

A

A− − 1

)
X−,

λ− =
(
A+ − E

2E
A−

A

A− − 1

)
X−. (B7)

Because A± and X 2
± are even functions of E , Eq. (57) selects

one sign of the energy, which, in the cases I considered, turned
out to be positive.

When the λ’s satisfy Eqs. (64), I can write

Emn = Emn
+ = Emn

− = φm
+Hintr(E )φn

+ = Enδmn, (B8)

which shows that Hintr(E ) has the energy spectrum of the
composites.

From the above equations, one gets the expressions of the
φ±’s in terms of X+ or X−,

φ± = 1

2

[(
1 ± E

2E

)
A+ −

( E
2E

± 1

)
A+

A

A± − 1

]
X+,

φ± = 1

2

[( E
2E

± 1

)
A+ −

(
1 ± E

2E

)
A−

A

A± − 1

]
X+.

(B9)

Their normalization is determined by the values of the X±,
which in turn are fixed by the normalization condition (57).
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