
PHYSICAL REVIEW B 103, 104205 (2021)

Lévy-Rosenzweig-Porter random matrix ensemble

G. Biroli1 and M. Tarzia 2,3

1Laboratoire de Physique de l’Ecole Normale Supérieure, ENS, Université PSL, CNRS, Sorbonne Université, Université de Paris,
F-75005 Paris, France

2LPTMC, CNRS-UMR 7600, Sorbonne Université, 4 Pl. Jussieu, F-75005 Paris, France
3Institut Universitaire de France, 1 Rue Descartes, 75231 Paris Cedex 05, France

(Received 17 January 2021; revised 18 March 2021; accepted 19 March 2021; published 25 March 2021)

In this paper, we consider an extension of the Rosenzweig-Porter model, the Lévy-RP (L-RP) model, in which
the off-diagonal matrix elements are broadly distributed, providing a more realistic benchmark to develop an
effective description of nonergodic extended (NEE) states in interacting many-body disordered systems. We
put forward a simple, general, and intuitive argument that allows one to unveil the multifractal structure of the
minibands in the local spectrum when hybridization is due to anomalously large transition amplitudes in the tails
of the distribution. The idea is that the energy spreading of the minibands can be determined self-consistently by
requiring that the maximal hybridization rate Hi j between a site i and the other ND1 sites of the support set is of
the same order of the Thouless energy itself ND1−1. This argument yields the fractal dimensions that characterize
the statistics of the multifractal wave functions in the NEE phase, as well as the whole phase diagram of the
L-RP ensemble. Its predictions are confirmed both analytically, by a thorough investigation of the self-consistent
equation for the local density of states obtained using the cavity approach, and numerically, via extensive exact
diagonalizations.
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I. INTRODUCTION

The appearance of nonergodic extended (NEE) eigenstates
which are neither localized nor fully ergodic and occupy
a subextensive part of the whole accessible Hilbert space
has emerged as a fundamental property of many physical
problems, including Anderson and many-body localization
(MBL), random matrix theory, quantum information, and even
quantum gravity. Multifractal one-particle wave functions
have been proven to appear exactly at the transition point of
the Anderson localization (AL) problem [1,2]. In the presence
of interactions, although the existence of the MBL transition
[3] is now well established, at least for one-dimensional sys-
tems (see also Ref. [4] and Refs. [5–9] for recent reviews), the
investigation of NEE phases is far from being completed. On
the one hand, recent numerical results [10–13] and perturba-
tive calculations [14–16] strongly indicate that the many-body
eigenstates are multifractal in the whole insulating regime.
On the other hand, a subdiffusive behavior has often been
found in the delocalized phase of such systems preceding the
MBL transition [17,18], raising the possibility of the existence
of a NEE regime also in the delocalized side of the phase
diagram [19], as originally suggested in the seminal work
of Ref. [20]. Strong indications in favor of such a phase,
often nicknamed bad metal, have been recently reported in
the out-of-equilibrium phase diagram of the quantum version
of Derrida’s random energy model [21–25], which can be
thought of as the simplest mean-field quantum spin glass,
and have been intensively discussed in the context of AL
on hierarchical graphs [26–38]. The hierarchical, multifrac-
tal structure of eigenstates and hence of the local spectrum

(fractal minibands) in interacting qubit systems is also rel-
evant in the context of quantum computation, since it is
believed to play a key role in search algorithms based on
efficient population transfer [39]. Finally, fractal eigenfunc-
tions were recently observed and intensively investigated in
the context of Josephson junction chains [40] and even in the
Sachdev-Ye-Kitaev model of quantum gravity [41].

Although the existence of multifractal eigenstates is of
principle importance in physical systems as it implies the
breakdown of conventional Boltzmann statistics, the proper-
ties of the NEE phases, their analytic description, and the
understanding of the physical mechanisms that produce them
are still far from being well established.

Inspired by the success of random matrix theory, whose
predictions are relevant in such seemingly different fields of
physics [42,43], Kravtsov et al. proposed a solvable random
matrix model [44], the generalized Rosenzweig-Porter (RP)
model [45], in which fractal wave functions appear in an
intermediate region of the phase diagram, sandwiched be-
tween the fully ergodic and the fully localized phases. The
RP model has been intensively investigated over the past
few years [46–56], as it provides a playground to explore
the nature and the properties of NEE states. Nonetheless, the
RP model is largely oversimplified: Differently from realistic
many-body systems, the minibands in the local spectrum are
fractal and not multifractal, the spectrum of fractal dimen-
sion is degenerate, and anomalously strong resonances are
absent. In fact, in the RP model every site of the reference
space, represented by a matrix index, is connected to every
other site with the transition amplitude distributed according
to the Gaussian law. In more realistic interacting models,
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delocalization of the wave functions is due to a long series of
quantum transitions and the effective transition rates between
distant states in the Hilbert space are in general correlated and
broadly distributed [13,16,57] due to the appearance of strong
far-away resonances.

To overcome, at least partially, these issues and to formu-
late a more realistic effective description of the NEE phase,
very recently an extension of the RP model, called the LN-RP
ensemble, in which the off-diagonal matrix elements have a
wide log-normal distribution, has been introduced and studied
[58,59] (see Appendix C). In this paper, we consider another
very natural generalization of the RP model with power-
law distributed off-diagonal matrix elements, introduced in
Ref. [53], which we dub the Lévy-Rosenzweig-Porter (L-RP)
ensemble. Differently from the Gaussian RP case, hybridiza-
tion of the energy levels in the L-RP ensemble can be
produced by anomalously large transition amplitudes in the
tails of the distribution which cannot be described by pertur-
bation theory (see Appendix E).

We present two complementary strategies which circum-
vent this difficulty. These strategies are able to take into
account the effect of the broadly distributed off-diagonal
matrix elements in a self-consistent way and to unveil the
multifractal statistics of the eigenstates.

The first strategy consists of a very simple and physically
intuitive extreme value statistics argument: The idea is that
the size of the support set of the minibands in the local spec-
trum, ND1 , can be determined self-consistently by requiring
that the largest hopping amplitudes between a site i and the
other ND1 sites belonging to the same support set are of the
same order of the energy spreading of the miniband itself,
ETh ∝ ND1−1. The second strategy is based on the cavity equa-
tions for the resolvent, which become asymptotically exact
in the thermodynamic limit, providing a way to resume the
whole perturbative series in a self-consistent way. Within this
framework, the multifractal statistics can be directly accessed
by computing analytically the asymptotic scaling behavior of
the typical value of the local density of states (LDoS) in the
NEE regime. These two approaches give exactly the same
predictions for the phase diagram of the L-RP ensemble as a
function of the parameters μ (which characterize the exponent
of the tails of the distribution of the transition amplitudes) and
γ (which characterize the scaling of their typical value with
the system size N), as well as for the anomalous dimensions
of the eigenstates in the NEE phase.

We complement these results by extensive exact diago-
nalizations which confirm the theoretical analysis and allows
one to investigate in great detail the properties of the phase
transitions between the ergodic, NEE, and AL phases. Our
results for the Thouless energy (and thus for the boundaries of
the NEE phase) coincide with the ones obtained in Ref. [53]
within the Wigner-Weisskopf approximation for 1 < μ < 2.
In the present paper, we complete the study of the model
by providing detailed results on several observables related
to the level statistics, the statistics of the wave functions’s
amplitudes, and the statistics of the LDoS in all the regions
of the phase diagram.

The rest of the paper is organized as follows: In the next
section, we define the model. In Sec. III, we put forward a
physically transparent argument that allows one to determine

the multifractal structure of the minibands and the anomalous
dimensions of the eigenstates in the NEE phase, as well as the
phase diagram of the L-RP ensemble. In Sec. IV, we discuss
simple rule of thumb criteria for localization and ergodicity
of a dense random matrix with uncorrelated entries recently
formulated in Refs. [48,58–60]. In Sec. V, we investigate
the statistics of the local resolvent by means of the cavity
approach which fully supports the results presented in the
previous sections. In Sec. VI, we compare the analytical pre-
dictions for the fractal exponents with extensive numerical
simulations. In Secs. VII and VIII, we investigate numerically
the behavior of the level statistics and of the spectral corre-
lation functions, showing that they are in full agreement with
the theoretical analysis. Finally, in Sec. IX, we present some
concluding remarks and perspectives for future investigations.
In the Appendixes, we present some supplementary informa-
tion that complements the results discussed in the main text,
as well as some technical aspects.

II. THE MODEL

We consider a natural modification of the RP ensemble
[53] where the independent and identically distributed (i.i.d.)
off-diagonal elements are taken from a Lévy distribution with
power-law tails [61–70]. The Hamiltonian of the L-RP model
is a sum of two independent N × N matrices,

H = A + κLμ,γ , (1)

where Ai j = εiδi j is a diagonal matrix with i.i.d. random
entries taken from a given distribution of width W (our re-
sults are independent of its specific form [71]), and Lμ,γ is
a Lévy matrix with i.i.d broadly distributed elements with a
power-law tail of exponent 1 + μ and typical value of the
order N−γ /μ. κ is a constant of O(1). For concreteness, one
can take a Student distribution which reads

Pμ,γ (Li j ) = μ

2NγL1+μ
i j

θ (|Li j | > N−γ /μ) . (2)

The largest elements of each row or column of Lμ,γ are of
order N (1−γ )/μ. Hence, they are much smaller than W for any
γ > 1 (while the largest element of the whole N × N matrix
is of order N (2−γ )/μ, which is much smaller than W only for
γ > 2). The average DoS of H is thus given by the DoS of A,
ρ(E ) � p(E ), for γ > 1 in the thermodynamic limit (except a
vanishing fraction of eigenvalues of energy of order N (2−γ )/μ

in the Lifshitz tails of the spectrum). For γ < 1, it is instead
given by the DoS of Lévy matrices (which can be computed
exactly [63]) but with eigenvalues proportional to N (1−γ )/μ.
The standard RP model is recovered for μ = 2+ [44,47], when
the variance of the Li j’s is finite and the off-diagonal matrix
belongs to the Gaussian Orthogonal Ensamble (GOE), with
the typical value scaling as [Li j]typ ∼ N−γ /2. For μ > 2, the
average DoS is thus given by p(E ) for γ > μ/2 and by the
semicircle law for γ < μ/2, with all eigenvalues rescaled by
N (μ−2γ )/(2μ). In summary, in the bulk of the spectrum, the
mean level spacing � is

� �

⎧⎪⎪⎨
⎪⎪⎩

W N−1 forμ < 2 and γ > 1
κN (1−γ−μ)/μ for μ < 2 and γ < 1
W N−1 for μ > 2 and γ > μ/2
κN−(2γ+μ)/(2μ) for μ > 2 and γ < μ/2 .

(3)

104205-2



LÉVY-ROSENZWEIG-PORTER RANDOM MATRIX … PHYSICAL REVIEW B 103, 104205 (2021)

Since Lévy matrices play a central role in the L-RP model,
let us recall the main results. Lévy matrices (corresponding
to W = 0, μ < 2, and γ = 1) have been intensively investi-
gated in the last few years both from the mathematical and
the physical sides [61–70,72,73], since they represent a very
broad universality class, with different and somehow unex-
pected properties compared to the Gaussian case. Their phase
diagram turns out to be quite rich [61,62,65]: For μ > 1, all
eigenvalues in the bulk are fully delocalized and the level
statistics is described by the GOE ensemble on the scale
of the mean level spacing. There is, however, a small sub-
extensive fraction of localized eigenvectors corresponding to
the N3/(2+μ) largest eigenvalues in the tails of the spectrum
[66]. For μ < 1, instead, a mobility edge appears at finite en-
ergy, separating extended eigenstates of energy E < Eloc(μ)
from localized eigenstates of energy E > Eloc(μ). The statis-
tics of neighboring levels is described by the GOE ensemble
for E < Eloc(μ) and by Poisson statistics for E > Eloc(μ).
The localization transition taking place at Eloc shares all the
properties of AL in the tight-binding Anderson model on
the Bethe lattice [37,38,74,75]. As shown in Ref. [62], the
mobility edge can be computed analytically. Eloc(μ) does
not depend on N in the thermodynamic limit for the natural
scaling of the off-diagonal elements γ = 1 and tend to 0 for
μ → 0 and diverges for μ → 1−. With the scaling of Eq. (1),
the mobility edge found for 0 < μ < 1 thus moves to energies
of the order N (1−γ )/μ.

III. PHASE DIAGRAM OF THE L-RP ENSEMBLE

As first shown in Ref. [44] and later further discussed in
Refs. [46–50], the RP random matrix model with diagonal
disorder of width W and off-diagonal i.i.d. Gaussian elements
of variance N−γ has three phases: fully ergodic for γ < 1,
NEE for 1 < γ < 2, and fully localized for γ > 2, and two
transitions between them at γergo = 1 and γAL = 2. The same
kind of phases and transitions between them are expected for
the L-RP model [53].

To proceed further, let us first recall that the smoking
gun evidence [44,47,48] of the NEE phase is the presence
of the minibands in the local spectrum: Eigenstates occupy
a subextensive fraction of the total volume and spread over
ND1 consecutive energy levels which are hybridized by the
off-diagonal perturbation, while wave functions belonging
to different support sets do not overlap in the thermody-
namic limit. In the Gaussian RP model, the width of the
minibands, called the Thouless energy, is given by ETh ∝
	av = 2πρN〈|Hi j |2〉, which is, according to Fermi’s golden
rule (FGR), the average escape rate of a particle at a given site
i (ρ is the average DoS of H, see Sec. IV for more details). In
the NEE phase (1 < γ < 2), one has that ETh ∼ N1−γ , with
� � ETh � W . On the other hand, the Thouless energy must
also be equal to the number of sites of a support set occupied
by an eigenstate, ND1 , times the average distance between
consecutive levels, � ∼ N−1, implying that D1 = 2 − γ . As
anticipated in the Introduction, the minibands in the Gaussian
RP model are fractal (and not multifractal) and the anomalous
dimensions are not degenerate (Dq = D ∀q > 1/2).

Below we illustrate a very simple, general, and phys-
ically transparent argument that yields ETh and D1 when

FIG. 1. Pictorial representation of the fractal structure of the
minibands and of a wave function belonging to it for 1 < μ < 2 and
1 < γ < μ. Consecutive levels are in resonance due to typical off-
diagonal matrix elements. However, the minibands extend to a much
larger energy scale due to rare resonances produced by anomalously
large matrix elements. The energy spreading ETh of the minibands is
determined self-consistently by asking that the maximum hybridiza-
tion gap Li j of ETh/N−1 adjacent levels has the same scaling of the
width of the minibands itself, Eq. (4), and is much smaller than the
average effective bandwidth 	av found from standard perturbation
theory.

hybridization occurs on an energy scale much larger than
	typ due to anomalously large matrix elements in the tail of
the distribution (see Fig. 1 for a pictorial illustration of this
argument). Besides the structure of the minibands in the NEE
phase and the anomalous dimensions which characterize the
statistics of the amplitudes of the multifractal wave functions,
this argument also yields the phase diagram of the L-RP
ensemble. These predictions will then be confirmed in the next
sections both analytically, by a thorough analysis of the cav-
ity equations, and numerically, by means of extensive exact
diagonalizations.

Let us focus on the case μ < 2 and γ > 1 and let us assume
that in the NEE phase the minibands contain ND1 energy levels
and thus extend up to an energy scale of ETh = ND1 × N−1.
Let us consider a site i belonging to a given miniband. Hy-
bridization of i with the ND1 levels j of the support set is only
possible if the maximum of the off-diagonal matrix elements
Hi j among those levels, which scales as ND1/μ−γ /μ, is of the
same order of the width of the miniband itself:

ETh ∼ ND1−1 ∼ max j=1,...,ND1 {Hi j} ∼ ND1/μ−γ /μ . (4)

Hence, in the NEE phase, one must have D1 = (μ − γ )/(μ −
1) and ETh ∼ N (1−γ )/(μ−1). (The expression found for ETh is
in fact in agreement with the one of Ref. [53], although it is
has been obtained with a different approach. Conversely the
approximations of Ref. [53] do not lead to the correct result
for the fractal dimensions, which were predicted to be equal
to zero for all q > μ/2.)

AL occurs when the minibands’ width formally becomes
smaller than the mean-level spacing. At this point, which
corresponds to ETh ∼ N−1, i.e., γAL = μ for μ > 1 [53], the
levels of A are almost unaffected by the Levy perturbation.
Conversely, ergodicity is restored when the Thouless energy
becomes of the order of the total spectral bandwidth, ETh ∼
W , i.e., γergo = 1 [53].
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FIG. 2. Phase diagram of the L-RP ensemble. The transition lines
to the AL phase γAL and to the ergodic phase γergo are given in Eq. (5).
For μ > 2, the NEE phase becomes fractal (and not multifractal). As
shown in Ref. [62], for μ < 1 and γ < 1, a mobility edge separates
a delocalized phase for E < Eloc from an Anderson localized phase
for E > Eloc with Eloc ∼ N (1−γ )/μ with the scaling of Eq. (2). The
green dashed line separates a weakly ergodic regime, (μ < 1, E <

Eloc ) and (1 < μ < 2, γ > μ − 1), similar to the metallic phase of
the Anderson model (see Sec. IV and Ref. [59] for its definition),
from a fully ergodic one (1 < μ < 2, γ < μ − 1) and (μ > 2, γ <

μ/2), where the orthogonal symmetry fully establishes.

For μ → 2, one recovers the RP result, ETh ∼ N1−γ , and
the Thouless energy becomes equal to the typical effec-
tive bandwidth. For μ > 2, one thus has that ETh ∼ 	typ ∼
N1−2γ /μ and D1 = 2 − 2γ /μ. At the AL transition ETh ∼ �

[given in Eq. (3)], i.e., γAL = μ, while ergodicity is fully
restored when ETh ∼ W , i.e., γergo = μ/2. The resulting phase
diagram of the L-RP ensemble is reported in Fig. 2, and the
transition lines between the different phases are

γergo =
{

1 for μ � 2
μ/2 for μ > 2 ,

γAL =
{

1 for μ � 1
μ for μ > 1 .

(5)
This analysis predicts the existence of a tricritical point (simi-
larly to the LN-RP ensemble [58,59]) for μ = 1 (i.e., Cauchy
distributed off-diagonal elements [70]) and γ = 1. We will
come back to the peculiar properties of such a tricritical point
in the next sections.

In the larger N limit, the spectral dimension D1 is thus
given by

D1(γ ) =

⎧⎪⎪⎨
⎪⎪⎩

1 for γ � γergo
μ−γ

μ−1 for μ < 2 and γergo < γ � γAL

2 − 2γ

μ
for μ > 2 and γergo < γ � γAL

0 for γ > γAL ,

(6)

implying that D1 is continuous for μ > 1 both at the transition
to the NEE phase (D1 → 1 for γ → γ +

ergo) and at the Ander-
son transition (D1 → 0 for γ → γ −

AL). For μ � 1, instead D1

is expected to display a discontinuous jump from D1 = 1 for
γ = 1 to D1 = 0 for γ = 1+ [76].

The argument illustrated above also suggests that higher
order moments of the wave functions’ amplitudes exhibit a
different scaling with N , and hence that the fractal dimensions

are not degenerate. In particular, the anomalous dimension
D∞, associated with the scaling of the number of sites where
the amplitudes take the largest values, should be dominated by
the compact part of the support set of the eigenstates. In fact,
most of the sites where the wave functions’ amplitudes are
large falls within the typical bandwidth and only a few of them
(i.e., a subextensive fraction of the ND1 sites of the support
set) are outside it (see Fig. 1). On most of the sites of the
miniband at energy separation larger than 	typ, the amplitudes
are typically smaller since these sites are only hybridized at
higher orders in perturbation theory. One thus has

D∞(γ ) =
⎧⎨
⎩

1 for γ � γergo

2 − 2γ

μ
for γergo < γ � γAL

0 for γ > γAL .

(7)

This implies that D∞ should display a finite jump at the
ergodic transition for μ < 2. The amplitude of the jump is
1 − 2/μ and goes to one for μ → 1 and to zero in the RP
limit, μ → 2. The difference between D1 and D∞ confirms
that the L-RP ensemble displays multifractal behavior, con-
trary to the Gaussian RP model. In the latter, one has that
〈|Hi j |2〉 = [Hi j]2

typ, implying that the average effective spec-
tral bandwidth coincides with the typical one. This is, of
course, not the case for the L-RP ensemble, since the matrix
elements are broadly distributed and 	av �= 	typ for μ < 2.

Note that since neighboring energy levels are always hy-
bridized by the off-diagonal terms, the level statistics on the
scale of the mean-level spacings is expected to be described by
the GOE ensemble in the whole NEE phase, as for the Gaus-
sian RP model. In Secs. V–VIII, we will present a thorough
analytical and numerical investigation of the L-RP model that
fully confirms the predictions of Eqs. (5)–(7), while in the next
section we show that the phase diagram of Fig. 2 is in agree-
ment with the simple rule of thumb criteria for localization
and ergodicity of dense random matrices with uncorrelated
entries recently formulated in Refs. [48,58–60]. In Appendix
E, we show that in the AL phase, where perturbation theory
converges absolutely, one can determine the whole spectrum
of fractal dimensions exactly, Eq. (E3).

Note, however, that the argument presented above does not
take into account the spectral properties of the off-diagonal
Lévy perturbation. In fact, as explained in Sec. II, for μ < 1 a
mobility edge appears in the spectrum of Lévy matrices, sepa-
rating fully extended eigenstates of energy E < Eloc(μ) from
AL eigenstates of energy E > Eloc(μ) [62,65]. For γ = 1, the
mobility edge Eloc(μ) is finite and does not depend on N in
the thermodynamic limit (Eloc(μ) tends to 0 for μ → 0 and
diverges for μ → 1− [62]). With the scaling of Eq. (1), the
mobility edge thus moves to energies of the order N (1−γ )/μ.
Since the rare large off-diagonal elements which are respon-
sible for the hybridization of the energy levels are in fact
associated to strongly localized eigenfunctions, one expects
that for μ < 1 and γ < 1 the system is delocalized at low
energy and localized at high energy, with a mobility edge
scaling as N (1−γ )/μ. We will study this region of the phase
diagram in Appendix A.

The other aspect that the argument might not take into
account is that, as recently shown in Ref. [59], the multifractal
states might be fragile against hybridization and the NEE
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phase could be in fact be squeezed due to this effect. We will
investigate this possibility in Appendix B, showing that for the
L-RP ensemble such instability does not take place.

We would like to stress the fact that the argument presented
in this section is very general and physically transparent and
can in principle be extended to analyze the multifractal states
in other systems. The same kinds of ideas and reasoning
might be reformulated and adapted to situations in which
the matrix elements are correlated [60] and/or depend on
the matrix indices and on the energy separation, as in more
realistic interacting models [13,16,23]. As an illustration, in
Appendix C we show that applying these ideas to the LN-RP
ensemble of Refs. [58,59] allows one to obtain the phase
diagram and the anomalous dimensions of the model in a few
lines of calculation.

IV. SIMPLE RULE OF THUMB CRITERIA FOR
LOCALIZATION AND ERGODICITY

In this section, we apply the rule of thumb criteria for
localization and ergodicity of a dense random matrix with
uncorrelated entries recently formulated in Refs. [48,58–60],
showing that they yield an estimation of the phase diagram
of the L-RP ensemble and of the transition lines between the
different phases which are in full agreement with Fig. 2 and
Eq. (5).

The first criterion [48,58–60] states that AL occurs when
the sum

lim
N→∞

N∑
j=1

〈|Hi j |〉 < ∞ . (8)

The physical interpretation of this condition is that if the
number of sites j in resonance with a given site i is finite in
the thermodynamic limit, then the system is localized.

The second criterion [48,58–60] is a sufficient condition of
ergodicity. It states that if the sum

lim
N→∞

N∑
j=1

〈|Hi j |2〉 → ∞, (9)

the system is ergodic. Its physical interpretation is obtained by
recalling that, according to Fermi’s golden rule, the spreading
amplitude

	i ≈ 2πρ
∑

j

|Hi j |2 (10)

quantifies the escape rate of a particle created at a given site i,
where ρ is the average DoS of H. For μ < 2 and γ > 1, one
can neglect the contribution of off-diagonal matrix elements to
the density of states and ρ(E ) � p(E ), and the total spectral
bandwidth is limited by W . The condition Eq. (9) thus states
that when the average spreading width 	av is much larger than
the spread of energy levels W ∼ O(1) due to disorder, then
the system is in the ergodic phase since starting from a given
site the wave packet spreads to any other given site in times
of order one. In other words, the fulfillment of this condition
implies that there are no minibands in the local spectrum. [For
γ < 1 and μ < 2 or γ < μ/2 and μ > 2 instead, 	av 
 W

and the total spectral bandwidth B = N� is given by the off-
diagonal matrix elements [62], see Eq. (3).]

The NEE phase is thus realized if

lim
N→∞

N∑
j=1

〈|Hi j |〉 → ∞ and lim
N→∞

N∑
j=1

〈|Hi j |2〉 → 0 .

For Lévy distributed off-diagonal elements, the second mo-
ment of |Hi j | diverges for any μ < 2 and the first moment
diverges for any μ < 1. However, the averages appearing in
Eqs. (8) and (9) should be done with the distribution truncated
at the total spectral bandwdth B = N� [where � is given in
Eq. (3)].

The reason for that is that rare large matrix elements
|Hi j | 
 B split the resonance pair of levels so much that they
are pushed at the Lifshitz tail of the spectrum and do not affect
statistics of states in its bulk [58,59]. We thus have that

〈|Hi j |q〉B ∼

⎧⎪⎨
⎪⎩

μκq

μ−q N−γ q/μ for q < μ

γκqN−γ ln N for q = μ
μκqBq−μ

q−μ
N−γ for q > μ .

Applying the criteria Eqs. (8) and (9), one thus immedi-
ately recovers the phase diagram of Fig. 2 and the transition
lines given in Eq. (5). Note that at the tricritical point (μ = 1,
γ = 1), one has that N〈|Hi j |〉W ∼ ln N → ∞ and N〈H2

i j〉W ∼
W . Hence the tricritical point is in the delocalized phase and
should be characterized by a very weak ergodicity (wave
functions occupy a finite fraction of the total Hilbert space).
On the line of critical points at γ = 1 for 0 < μ < 1, both
N〈|Hi j |〉W and N〈H2

i j〉W are finite and μ dependent with the
ratio 〈|Hi j |〉W /〈H2

i j〉W → ∞ for μ → 1. Similarly, on the
line of critical points separating the ergodic regime from the
NEE one at γ = 1 and 1 < μ < 2, one has that N〈|Hi j |〉W ∼
N1−1/μ → ∞ while N〈H2

i j〉W ∼ W 2−μ/(2 − μ). Hence such
a critical line is in the ergodic phase and should be character-
ized by Dq = 1.

Although the criteria Eqs. (8) and (9) are originally based
on first- and second-order perturbation theory for the eigen-
vectors and the eigenvalues, they give the correct results for
the transition lines of the L-RP ensemble. Nevertheless, as dis-
cussed above, differently from the Gaussian RP counterpart,
N〈H2

i j〉B does not necessarily coincide with N〈|Hi j |〉2
B due to

the heavy tails of the distribution of the transition amplitudes.
This property has several important consequences:

(1) The first implication is that the energy band 	av ob-
tained from the FGR, which corresponds to the average
spreading of the energy levels due to the off-diagonal per-
turbation, can be much larger than the mean level spacing in
the AL phase. In fact, for μ < 2 and γAL < γ < 2, one has
that 	av 
 N−1. In particular, on the transition line γ = μ

for 1 < μ < 2, one finds that N〈H2
i j〉W ∼ N1−μ, while on the

transition line γ = 1 for 0 < μ < 1 one finds that N〈H2
i j〉W ∼

O(1). This is a clear manifestation of the failure of the pertur-
bative expansion (see Appendix E for more details): Although
the energy levels are scrambled by the matrix Lμ,γ by a huge
amount compared to �, the system is nevertheless localized
due to the fact that different eigenstates do not overlap and
cross each other without interacting.
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(2) A second consequence, already anticipated above and
further discussed in Secs. V and VI, is the fact that the typical
escape rate 	typ ≈ 2πρN[Hi j]2

typ ∼ N1−2γ /μ does not coin-
cide with the average one 	av ∼ N1−γ for μ < 2. This means
that the typical energy band hybridized by the off-diagonal
perturbation is much smaller than the average spreading
width, which is a clear signature of the multifractality of the
minibands in the NEE phase (see Fig. 1).

(3) Finally, the fact that 	typ �= 	av also has some implica-
tions on the properties of the ergodic phases led the authors
of Ref. [59] to put forward an extra sufficient criterion for full
ergodicity, which states that it is realized if

lim
N→∞

(
N[Hi j]2

typ

)2

N〈|Hi j |2〉B
→ ∞ . (11)

If this condition is not fulfilled, the eigenfunction statistics
is not invariant under basis rotation and the Wigner-Dyson
statistics only establishes up to a finite energy scale, cor-
responding to a weakly ergodic phase in which the typical
DoS is smaller than the average DoS. This is, for instance,
what happens in the ergodic phase of Lévy matrices [62]
or in the metallic phases of the Anderson model in three
dimensions [77,78] and on the Bethe lattice [37,38], in which
the Thouless energy is finite but strictly smaller than the total
spectral bandwidth and the GOE statistics only establishes up
to an energy scale of O(1). Conversely, if Eq. (11) is verified,
i.e., μ > 2 and γ < μ/2 or 1 < μ < 2 and γ < μ − 1, the
rotation invariance of the GOE ensemble fully establishes in
the ergodic phase.

V. CAVITY EQUATIONS AND LOCAL
RESOLVENT STATISTICS

Using the cavity method (or, equivalently, the block ma-
trix inversion formula), it is possible to derive the equations
relating the probability distribution of the diagonal elements
of the resolvent of matrices of size N + 1 to those of size N
[47,48,61,62,65]. In the large N limit, these equations become
asymptotically exact and read:

[
G (N+1)

ii

]−1 = εi − E − iη −
N∑

j=1

L2
i jG

(N )
j j . (12)

In Ref. [47], it was shown that the existence of the NEE
phase of the standard RP model can be revealed studying a
nonstandard scaling limit in which the small additional imag-
inary regulator η vanishes as N−δ . At the Thouless energy
ETh—which is proportional to the typical level spacing, N−1,
times the number of sites, ND1 , over which the eigenvectors
are delocalized—the spectral statistics displays a crossover
from a behavior characteristic of standard localized phases to
a behavior similar to the one of standard delocalized phases.
Thus, inspecting the local resolvent statistics one has a direct
access to the nonergodic properties of the delocalized phase.

In the following, we carry out a similar analysis for the
L-RP ensemble, focusing on the region μ < 2 of the phase
diagram (the case μ > 2 is analogous to the one discussed in
Refs. [47,48]). We focus on the imaginary part of the Green’s
function and drop the N dependence in Eq. (12) since one

can assume that in the thermodynamic limit the distribution
of G (N+1) is the same as the distribution of G (N ).

The matrix elements Li j and the elements of the resolvent
are by construction uncorrelated. In the Gaussian RP case
[47,48] from the central limit theorem, one has that the imag-
inary part of the self-energy,

Si(z) =
N∑

j=1

L2
i j ImG j j (z),

(with z = E − iη) is a Gaussian variable whose expectation
value is given by πρ(E )N1−γ , where ρ(E ) � p(E ) is the
average DoS. The scaling of the self-energy thus sets the scale
of the Thouless energy, ETh ∝ N1−γ , on which the crossover
from localizedlike behavior (for η 
 N1−γ ) to delocalizedlike
behavior (for η � N1−γ ) takes place [47].

The situation is, however, more involved in the L-RP case,
where the L2

i j’s are broadly distributed. Using the generalized
central limit theorem one finds that Si(z) is a Lévy distributed
random variable with power-law tails with an exponent 1 +
μ/2 and typical value given by

typ = N
2(1−γ )

μ [〈|ImG(z)| μ

2 〉] 2
μ . (13)

Hence, the typical value of the self-energy is related to
the (μ/2)th moment of the Green’s function and must be
determined self-consistently, as explained in the following.
Neglecting the real part of the resolvent (by using the same
arguments as the ones given below one can, in fact, show that
the real parts only give a subleading contribution) we get

ImGii(z) � η + Si(z)

[E − εi]2 + [η + Si(z)]2
. (14)

Let us imagine a situation in which η 
 Si:

ImGii �
{ η

(E−εi )2 if |E − εi| 
 η
1
η

if |E − εi| � η .

For N large and η small and fixed (but much larger than the
Si’s), one then recovers the standard localized behavior,

P(ImG) ∝ p(E )
√

η

(ImG)3/2
, (15)

with a cutoff at ImG = 1/η. For μ > 1, we then have

〈|ImG| μ

2 〉 ∝ η1− μ

2

μ − 1
. (16)

In fact, the μ/2th moment of ImG is dominated by the
upper cutoff of the distribution for μ > 1 and is given by
(1/η)μ/2 times the probability to find a resonance such that
|E − εi| < η, which is proportional to η. For μ < 1, instead,
〈|ImG| μ

2 〉 ∝ ημ/2, and Si is always negligible with respect to η

in the denominator of Eq. (14) as soon as γ > 1. The system
is then in the AL phase for μ < 1 and γ > 1, in agreement
with the results given in the previous section and illustrated in
the phase diagram of Fig. 2. Hence, in the following we will
focus on the range 1 < μ < 2 only.

Let us consider now the sites where Si 
 η, where

ImGii �
{ Si

(E−εi )2 if |E − εi| 
 Si
1
Si

if |E − εi| � Si .
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FIG. 3. ImGtyp as a function of the imaginary regulator η for
several system sizes N = 2n (with n from 10 to 17) within the NEE
phase (μ = 1.75 and γ = 1.6), obtained by solving numerically
the cavity Eq. (12). Both axis are rescaled by the Thouless energy
N (1−γ )/(μ−1). We also show the results of exact diagonalizations up
to n = 14 (empty symbols) which are in good agreement with the
cavity calculation except in the regime η � 1/N , as expected, due
to the fact that the spectral statistics of finite-size matrices always
appears as localized if η is smaller than the mean-level spacing. The
grey lines corresponds to the localized behavior ImGtyp ∝ η found
for η � N−1 and for η 
 ETh. Similar results are found within the
whole NEE phase 1 < μ < 2 and 1 < γ < μ.

If η is smaller than the typical value of Si, then ImG becomes
independent of η on all sites and its probability distribution is
given by Eq. (15) with η replaced by Si. The μ/2th moment of
ImG must then be determined self-consistently from Eqs. (13)
and (16), yielding

〈|ImG| μ

2 〉 ∝ N− γ−1
μ−1 (1− μ

2 ) ,

[S(z)]typ ∝ N− γ−1
μ−1 .

If instead η is larger than [S(z)]typ, on most of the sites the
regulator dominates over Si. We thus have that

ImGtyp ∝
{

N (1−γ )/(μ−1) for η � N (1−γ )/(μ−1)

η for η 
 N (1−γ )/(μ−1) .
(17)

This behavior is confirmed by Fig. 3, where we plot the typical
value of the imaginary part of the Green’s function obtained
by solving numerically Eq. (12) for several values of the regu-
lator η and for several system sizes N = 2n (with n from 10 to
17 and averaging the data over 223−n independent realizations)
within the intermediate phase (μ = 1.75 and γ = 1.6). The
figure shows that for N large the curves corresponding to
different size approach a limiting curve when the η and the
ImGtyp axis are rescaled by the Thouless energy N (1−γ )/(μ−1),
as predicted by Eq. (17). In particular, the plateau establish-
ing for η � ETh is clearly visible, although some finite-size
effects are still at play even for the largest system size N =
217. We also show the results of exact diagonalizations up
to N = 214 (averaged over 220−n realizations) which are in
very good agreement with the cavity solution, except in the
regime η � 1/N . In fact, when the regulator becomes much
smaller than the mean-level spacing, finite-size L-RP matrices

again exhibit the localized behavior, ImGtyp ∝ ND1η [79], as
expected.

This analysis reveals the existence of a crossover energy
scale ETh � [S(z)]typ ∝ N (1−γ )/(μ−1) over which ImGtyp has
a delocalizedlike behavior and is independent of η, in full
agreement with the results given in Sec. III. The origin of
such a crossover scale is due to the fact that wave functions
close in energy are hybridized by the off-diagonal perturba-
tion and form minibands. Within the cavity approach, the
effective width of the minibands is self-consistently deter-
mined by finding the width of the energy interval such that
|E − εi| � Si.

Equation (17) also yields a prediction for the spectral frac-
tal exponent D1. In fact, by definition one has that

ρtyp = e〈ln ImG〉

〈ImG〉 ∝ ND1−1 .

Since 〈ImG〉 ∼ π p(E ) is of order 1 in the whole intermediate
NEE phase (as well as in the AL phase), from the asymptotic
behavior of the Green’s functions one immediately finds that
in the large N limit, D1 is given by Eq. (6).

There are several important differences with respect to the
Gaussian RP model [47,48] due to the fact that the self-energy
Si is broadly distributed (which seems to be common to MBL
systems [16,57]):

In the Gaussian RP ensemble, the width of the minibands
is simply given by the average effective spectral bandwidth
	av = 〈Si(z)〉 that a particle created in i can reach, Eq. (10):
ETh ∼ N〈H2

i j〉 ∼ N1−γ . As discussed above and illustrated in
Fig. 1, for its L-RP counterpart one can in principle define
a typical and an average bandwidth which exhibit a different
scaling with N for μ < 2:

	typ ≈ 2πρN[H2
i j]typ ∼ N1−2γ /μ ,

	av ≈ 2πρN〈H2
i j〉W ∼ N1−γ .

These energy scales are both different from the Thouless
energy, 	typ � ETh = N (1−γ )/(μ−1) � 	av, which is instead
determined self-consistently as the typical value of the self-
energy which sets the scale at which the spectral statistics
exhibits a crossover.

Note that the scaling of 	typ, 	av, and ETh all coincide
and become equal to the ones of the Gaussian RP ensemble
N1−γ for μ → 2. Therefore, for μ � 2, the minibands in
the local spectrum become fractal (and not multifractal) and
the anomalous dimensions become degenerate, Dq = D for
q > 1/2 [44].

VI. NUMERICAL STUDY OF THE FRACTAL DIMENSIONS

The analytical predictions Eqs. (6) and (7) can be directly
checked by the analysis of the finite-size scaling behavior of
the flowing fractal dimension D1(N, γ ) and D∞(N, γ ), which
can be measured either from the full numerical solution of
the cavity Eqs. (12) or from exact diagonalizations. Solving
Eqs. (12) for N × N matrices of the L-RP ensemble and aver-
aging the results over many (223−n) independent realizations
of the disorder, one can estimate D1(N, γ ) from the derivative
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are essentially indistinguishable within the numerical accuracy for all values of N , μ, and γ considered.

of the logarithm of ρtyp(N, γ ) with respect to ln N :

D1(N, γ ) = 1 + ∂ ln ρtyp(N, γ )

∂ ln N
. (18)

(Hereafter the logarithmic derivatives are computed as dis-
crete derivatives involving the three available values of the
system size closest to N .) Similarly, D1(N, γ ) can be also
computed via exact diagonalizations from the scaling behav-
ior of the first moment of the wave-function amplitudes with
the system size:

ϒ1(n) = −
N∑

i=1

|ψn(i)|2 ln(|ψn(i)|2) ,

D1(N, γ ) = ∂ ln〈ϒ1(N, γ )〉
∂ ln N

.

(19)

(〈ϒ1(N, γ )〉 is averaged over 220−n samples and over eigen-
vectors within a given energy band around the middle of
the spectrum, En ∈ [−W/4,W/4].) The numerical results ob-
tained using these two procedures are shown in Fig. 4 as a
function of γ for three values of μ and for several values of
the system size. The figure illustrates that the estimations for
D1(N, γ ) obtained from the cavity approach and from exact
diagonalizations are essentially indistinguishable within the
numerical incertitudes (see also Fig. 11), which is not sur-
prising since the cavity equations are asymptotically exact for
the L-RP ensemble at large N . The quasiplateau of D1(N, γ )
observed close to the ergodic transition, γ � 1, is a mani-
festation of the fact that the line of critical points separating
the delocalized regime from the NEE one is in the ergodic
phase.

From exact diagonalizations, one can also measure higher
moments of the wave-function amplitudes:

ϒq(n) = ln

(
N∑

i=1

|ψn(i)|2q

)
,

(q − 1)Dq(N, γ ) = −∂ ln〈ϒq(N, γ )〉
∂ ln N

.

(20)

The flowing fractal exponent D2(N, γ ), associated with the
scaling with N of the inverse participation ratio (IPR) is plot-
ted in Fig. 13 of Appendix D, showing that D2(N, γ ) has
the same qualitative behavior of (and is slightly smaller than)
D1(N, γ ). In the left panel of Fig. 5, we plot Dq(N, γ ) for
q = 1 (red), q = 6 (green), and q → ∞ (blue) for μ = 1.75
within the NEE phase, showing that D∞ < D6 < D1.

To check that the D1(N, γ ) and D∞(N, γ ) asymptotically
approach the theoretical predictions in the large N limit, we
have performed a finite-size scaling analysis of the distance
between the flowing fractal exponents from their theoretical
asymptotic value, Eqs. (6) and (7). To have that the data at dif-
ferent values of N and γ vary on the same scale (i.e., between
0 and 1), we have considered the ratio of D1(N, γ ) − D1(γ )
[respectively, D∞(N, γ ) − D∞(γ )] divided by the amplitude
of the same quantity at small N , D1(N, γ = 1) − D1(γ ) [resp.
D∞(N, γ = 1) − D∞(γ )] [11,36]. The middle and right pan-
els of Fig. 5 clearly show that a very good collapse is obtained
for all values of μ when the data for q = 1 and q = ∞ are
plotted in terms of the scaling variable (γ − γergo)(ln N )1/νergo ,
with γergo = 1. The best collapse is found for νergo = 1 inde-
pendently of μ (see Fig. 7), as for the RP model [50]. This
finite-size scaling analysis confirms that the fractal dimen-
sions are not degenerate for μ < 2, as anticipated above as
a direct consequence of the multifractality of the minibands.

As shown in Figs. 14 and 15 of Appendix D, an indepen-
dent estimation of νergo can also be obtained by performing
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a finite-size scaling analysis of the moments of the wave-
function amplitudes with the system size similar to the one
proposed in Refs. [11] (and inspired by the analysis of
Ref. [36]) on the insulating side of the MBL transition. This
analysis confirms that νergo = 1 at the ergodic transition inde-
pendently of μ.

VII. LEVEL STATISTICS

In this section, we show finite-size scaling analysis of the
level statistics obtained from exact diagonalizations of L-RP
random matrices of size N = 2n with n ranging from 8 to 15.
Averages are performed over 220−n different realizations of the
disorder and over eigenstates within an energy window around
the middle of the spectrum, En ∈ [−W/4,W/4].

We start by focusing on the level statistics of neighboring
eigenvalues and measure the ratio of adjacent gaps:

rn = min

{
En+2 − En+1

En+1 − En
,

En+1 − En

En+2 − En+1

}
,

whose probability distribution displays a universal form de-
pending on the level statistics, with 〈r〉 equal to 0.53 in the
GOE ensemble and to 0.39 for Poisson statistics [80].

The transition from GOE to Poisson statistics can also be
captured by correlations between adjacent eigenstates such
as the mutual overlap between two subsequent eigenvectors,
defined as

qn =
N∑

i=1

|ψn(i)||ψn+1(i)| ,

In the GOE phase, 〈q〉 converges to 2/π (as expected for ran-
dom vector on a N-dimensional sphere), while in the localized
phase two successive eigenvector are typically peaked around
different sites and do not overlap and 〈q〉 → 0.

In the left and middle panels of Fig. 6, we plot 〈r〉 (top)
and 〈q〉 (bottom) as a function of γ for μ = 1.25 and μ = 1.5,
showing that both observables take their GOE universal values
for γ � μ and seem to approach the Poisson universal val-
ues for γ > μ in the thermodynamic limit. The right panels
demonstrate that a very good collapse is obtained for both
observables and for all values of μ ∈ (1, 2) when the data are
plotted in terms of the scaling variable (γ − γAL)(ln N )1/νAL

(with γAL = μ), confirming that the level statistics of neigh-
boring gaps exhibit a transition from GOE to Poisson at
the AL transition. Hence, similarly to the Gaussian RP and
LN-RP models, the level statistics is locally Wigner-Dyson
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in the whole NEE phase since the eigenvectors within the
same miniband strongly overlap. As anticipated in Sec. IV,
the critical point is in the GOE phase for all values of μ, as
indicated by the fact that 〈r〉 and 〈q〉 take their GOE universal
values for γAL = μ. The exponent νAL that produces the best
collapse is found to decrease continuously as μ is increased
and approaches the RP value ν−1

AL = 1 for μ = 2 [50] (see
Fig. 7).

For μ = 1, a reasonably good data collapse of the ob-
servables 〈r〉 and 〈q〉 related to the statistics of neighboring
gaps cannot be achieved by using (γ − 1)(ln N )1/νAL as a
scaling variable for any value of νAL, and we have therefore
attempted a different finite-size scaling analysis, as illus-
trated in Fig. 8. More specifically, we plot the distance of
〈r〉(γ , N ) and 〈q〉(γ , N ) from their values at the critical point
(〈r〉c ≈ 0.53 and 〈qc〉 = 2/π for γ = 1) as a function of the
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(bottom) as a function of the scaling variable N/�(γ ). A good data
collapse for both observables is obtained for �(γ ) ∼ exp[A(γ −
1)−νAL ], with νAL ≈ 1.2. The horizontal dashed grey lines represent
the difference between the GOE and Poisson asymptotic values.

scaling variable N/�(γ ), where �(γ ) is a correlation vol-
ume that depends on the distance from the critical point.
A very good data collapse of both 〈r〉 and 〈q〉 is obtained
for � ∼ exp[A(γ − 1)−νAL ] with νAL ≈ 1.2. Such volumic
scaling is similar to the critical scaling observed on the de-
localized side of the Anderson model on the Bethe lattice
[36] and reflects the fact that at the tricritical point (μ = 1,
γ = 1) the fractal dimension exhibits a discontinuous jump
from D1 = 1 for γ = 1 to D1 → 0 for γ → 1+. However,
in the present case the situation is somehow reversed com-
pared to the Anderson model on the Bethe lattice, in the
sense that here the critical point is in the delocalized phase
(i.e., D1 = 1 for μ = 1 and the level statistics is GOE) and
the scaling in terms of an exponentially large correlation
volume is found on the localized side of the transition, while
for the Anderson model on the Bethe lattice the critical point
is in the localized phase (i.e., D = 0 at Wc and the statistics is
Poisson) and the volumic scaling is found on the delocalized
side of the transition [36,38,75].

VIII. OVERLAP CORRELATION FUNCTION

It is also worthwhile to study the behavior of the spectral
correlation function K2(ω) between eigenstates at different
energies, which provides a very useful probe of the level
statistics and on the statistics of wave-functions’ amplitudes,
and allows one to distinguish between ergodic, localized, and
multifractal states [81–84]:

K2(ω) =
〈∑

i

|ψn(i)ψm(i)|2δ(En − Em − ω)

〉

� lim
η→0+

〈
N

∑
i ImGii(ω/2) ImGii(−ω/2)∑

i ImGii(ω/2)
∑

i ImGii(−ω/2)

〉
.

(21)

Furthermore, K2(ω) is the Fourier transform of the return
probability and can be thought of as proxy for the correla-
tion function of local operators, e.g., the spin-spin correlation
function, in the problem of MBL [19,85–87].

For GOE matrices, K2(ω) = 1 identically, independently
on ω on the entire spectral bandwidth. In the standard (er-
godic) metallic phase (i.e., the weakly ergodic phase using
the terminology of Ref. [59]), K2(ω) has a plateau at small
energies, for ω < ETh, followed by a fast decay which is
described by a power law, with a system-dependent exponent
[82]. The height of the plateau is larger than one, which
implies an enhancement of correlations compared to the case
of independently fluctuating Gaussian wave functions. The
Thouless energy which separates the plateau from the power-
law decay stays finite in the thermodynamic limit and extends
to larger energies as one goes deeply into the metallic phase,
and corresponds to the energy band over which GOE-like
correlations establish [81].

The behavior of the overlap correlation function for mul-
tifractal wave functions is instead drastically different: In the
NEE phase of the Gaussian RP ensemble, for instance, the
plateau is present only in a narrow energy interval, as ETh

shrinks to zero in the thermodynamic limit (still staying much
larger than the mean level spacing), while its height grows as
N1−D2 . Beyond ETh, eigenfunctions poorly overlap with each
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FIG. 9. Top left: Logarithm of the overlap correlation function versus ln ω in the NEE phase, μ = 1.75 and γ = 1.6, for several system
sizes N = 2n, with n = 8, . . . , 16 (different colors correspond to different values of n). The results obtained from exact diagonalizations (for
8 � n � 15) are represented with points, while the results obtained using the cavity approach (for 10 � n � 16) are represented with full lines.
The energy axis is rescaled by the Thouless energy ETh = N (1−γ )/(μ−1), while the vertical axis is rescaled by N1−D2 (with D2 ≈ 0.19 � D1 =
0.2), i.e., the value of K2(ω) for ω → 0. Bottom left: Logarithm of the overlap correlation function as a function of ln ω in the AL phase,
μ = 1.5 and γ = 1.9, for several system sizes. The energy axis is rescaled by N−γ /μ, while the vertical axis is rescaled by N . The plateau at
small energy is followed in both phases by a power-law decay K2(ω) ∝ 1/ωμ (orange lines). Right: Derivative ∂ ln K2(ω)/∂ ln ω as a function
of ln(ω/ETh ) for μ = 1.75, γ = 1.6, and for several system sizes N = 2n, which gives a running with ω and N exponent θ of a local power-law
describing the decay of K2(ω). θ = 0 for ω < ETh (as in the Gaussian RP and in LN-RP models), while for ω 
 ETh the exponent θ tends
to μ at large N , corresponding to a nontrivial fractal structure of the set of minibands. Data for 8 � n � 14 have been obtained from exact
diagonalizations while data for n = 15, 16 have been obtained using the cavity approach.

other and the statistics is no longer GOE and K2(ω) decay to
zero as a power law, K2(ω) ∼ (ω/ETh)−2 [44].

Our numerical results are presented in Fig. 9. The overlap
correlation function is computed using both exact diagonaliza-
tions (averages are performed over 220−n different realizations
of the disorder and over eigenstates within an energy window
around the middle of the spectrum, En ∈ [−W/4,W/4]) and
its spectral representation in terms of the Green’s functions
obtained via the cavity method [88] (averaging over 223−n

samples), finding a very good agreement between the two
approaches. In the top panel, we plot K2(ω) for several system
sizes in the NEE phase, μ = 1.75 and γ = 1.6, and we show
that in the large N limit the data corresponding to different
sizes approach a limiting curve when the energy is rescaled by
the Thouless energy ETh = N (1−γ )/(μ−1) and the vertical axis
is rescaled by N1−D2 , where D2 � D1. (A similar behavior is
observed for other values of μ and γ within the multifractal
phase.) The fact that K2(ω) is constant for N−1 < ω < ETh

reflects the fact that the minibands are locally compact, as in
the Gaussian RP model (i.e., the fractal dimension of the local
spectrum inside a mini-band is equal to 1). At larger energy
separation, ω 
 ETh, the exponent θ = −∂ ln K2(ω)/∂ ln ω

reflects instead the fractal structure of the set of mini-bands
[59]. For the Gaussian RP θ = 2 [44,47,49], while, as shown
in the right panel of Fig. 9, θ tends to μ at large N in the NEE
regime, μ ∈ (1, 2) and γ ∈ (1, μ), irrespectively of the value
of γ . This suggests that the minibands in the local spectrum
of the L-RP ensemble are constituted by a compact set of
subsequent levels (�typ ∼ 〈�〉 ∼ N−1, as in the Gaussian RP
case) whose envelope follows the power-law decay of the
LDoS profile.

In the bottom panel of Fig. 9, we show the results in the
AL phase, μ = 1.5 and γ = 1.9. In this case, K2(ω) displays
the usual localized behavior, despite the fact that for γ < 2
the average effective bandwidth 	av ∼ N〈H2

i j〉W ∼ N1−γ is
still much larger than the mean-level spacing N−1. A good
collapse of the data at different N is obtained when the ver-
tical axis is rescaled by N (D2 = 0) and the energy axis is
rescaled by N−γ /μ. The plateau that extends up to an energy
scale N−γ /μ < N−1 corresponds to rare resonances when ω <

|Hi j |typ. Also in the AL regime, the plateau at small energy is
followed by a fast decrease K2(ω) ∝ 1/ωμ (orange line).

IX. CONCLUSIONS

In this paper, we have studied a generalization of the RP
ensemble when the off-diagonal perturbation belongs to the
Lévy universality class [53], with i.i.d. matrix elements with
power-law tails of exponent 1 + μ and typical value scaling
as N−γ /μ. We believe that the L-RP ensemble provides a
more realistic benchmark to develop an effective description
of delocalization of the wave functions in interacting many-
body disordered systems, in which the effective transition
rates between distant states in the Hilbert space correspond to
a long series of quantum transitions and are in general broadly
distributed [13,16,23,57].

The most important feature of the model is that, due to the
fat tails of the off-diagonal matrix elements, sites at energy
separation much larger than the typical bandwidth N[H2

i j]typ

can be hybridized by anomalously large rare matrix elements,
producing a NEE phase with multifractal minibands. In this
sense, the L-RP ensemble is much richer than its Gaussian
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RP counterpart, since the minibands in the local spectrum
are multifractal and the spectrum of fractal dimension is not
degenerate.

One of the most important outcomes of our analysis is the
formulation of a simple, intuitive, and physically transparent
argument that allows one to characterize the multifractal struc-
ture of the minibands and determine the fractal dimensions
of the eigenstates in the NEE phase, as well as the phase
diagram of the system. The basic idea is that the Thouless
energy can be determined self-consistently by imposing that
hybridization occurs provided that the largest matrix elements
between a site i and the other ND1 sites j within a given
miniband are of the same order of the energy spreading of
the miniband itself. This argument is very general and can in
principle be extended and adapted to analyze the multifractal
states also in more complex situations in which, for instance,
the effective transition rates are correlated [60] and/or de-
pend on the positions i and j in the reference space and on
the energy separation |εi − ε j |, as in many-body problems
[13,16,23,57]. Extending our analysis to these situations is
certainly a promising direction for future investigations.

The predictions of such simple arguments are fully con-
firmed both analytically, by a thorough analysis of the
self-consistent equations for the diagonal elements of the
resolvent matrix obtained using the cavity approach, and nu-
merically, by means of extensive exact diagonalizations, and
are also in full agreement with the rule of thumb criteria for lo-
calization and ergodicity recently put forward in Refs. [48,58–
60].

Another interesting feature of the model is the existence of
a tricritical point [58,59] for μ = 1 (i.e., Cauchy distributed
off-diagonal elements [70]) and γ = 1, where the fractal
dimensions exhibit a discontinuous jump from D1 = 1 for
γ = 1 to D1 → 0 for γ → 1+. This is somehow a specular
behavior compared to the Anderson model on the Bethe lat-
tice: Here the tricritical point is in the delocalized phase (i.e.,
D1 = 1 for μ = 1 and the level statistics is GOE) and the
scaling in terms of an exponentially large correlation volume
is found on the localized side of the transition, while for the
Anderson model on the Bethe lattice the critical point is in the
localized phase (i.e., D = 0 at Wc and the statistics is Poisson)
and the volume scaling is found on the delocalized side of the
transition [36,38,75].
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APPENDIX A: μ ∈ (0, 1)

As discussed in Sec. III, for μ < 1 the Lévy-RP ensemble
exhibits a single discontinuous transition at γ = 1 between
a phase for γ > 1 in which the off-diagonal Lévy matrix
elements are a small regular perturbation and H is close to
A (and eigenvectors are fully localized) to a phase for γ < 1
in which the off-diagonal matrix elements dominate and H is
close to L. This is confirmed by the numerical results (not
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FIG. 10. 〈r〉 as a function of the energy (rescaled by N (γ−1)/μ

to have an N-independent spectrum in the thermodynamic limit)
for μ = 0.5, for several system sizes N = 2n with n from 8 to 14
(different values of n correspond to different symbols as indicated
in the legend) and for γ = 0 (top, red), γ = 0.4 (middle, blue),
and γ = 0.8 (bottom, green). The data indicated the presence of a
transition from GOE statistics to Poisson statistics when the energy
is increased above Eloc, as already studied in Ref. [62]. There is
no notable difference between the curves at different values of γ

within the numerical accuracy, implying that the AL transition is not
affected by the scaling of the diagonal energies. The vertical grey
lines show the position of the mobility edge Eloc ≈ 3.85 computed
analytically in Ref. [62] for W = 0, while the horizontal dashed grey
lines correspond to the GOE and Poisson asymptotic values.

shown) that indeed clearly indicate that the level statistics
tends to Poisson for γ > 1. However, from the analysis of
Ref. [62], one knows that Lévy matrices have a mobility edge
which separates an extended phase at low energy from a AL
phase at high energy. For the natural scaling γ = 1, when the
typical value of Li j is of order N−1/μ (and the eigenvalues
of L are of order 1), the mobility edge is found at a finite
energy Eloc(μ) (which can be computed analytically [62]).
Eloc(μ) goes to 0 for μ → 0 and to +∞ for μ → 1−. In other
words, the fraction of extended and localized eigenstates of
the spectrum are both extensive for μ ∈ (0, 1); the fraction
of extended states vanishes for μ → 0 while the fraction of
localized states vanishes for μ → 1−. When γ < 1, the eigen-
values of L are all rescaled by N (1−γ )/μ and the mobility edge
is thus found at energy Eloc(μ)N (1−γ )/μ. We then expect that
the phase transition taking place at γ = 1 is in fact split in two:
At low energy, E < Eloc(μ)N (1−γ )/μ, one has a discontinuous
phase transition from the extended phase of Lévy matrices for
γ < 1 to a AL phase dominated by the diagonal disorder for
γ > 1; At high energy, E > Eloc(μ)N (1−γ )/μ, instead, one has
a discontinuous transition from two different localized phases,
namely, a phase for γ < 1 where eigenstates are close to the
AL eigenstates of the off-diagonal Lévy matrix, to a phase
for γ > 1 in which the eigenstates are localized due to the
diagonal disorder.

This scenario is fully confirmed by the numerical results of
Fig. 10, where we plot 〈r〉 as a function of the energy (rescaled
by N (γ−1)/μ in order to have energies of order 1) for μ = 0.5,
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for several system sizes, and for three values of γ (the data
are averaged over 220−n independent realizations). The curves
indicate the presence of a transition from GOE statistics to
Poisson statistics when the energy is increased above Eloc, as
already studied in Ref. [62]. In the rescaled variables, such
transition does not show any notable dependence on γ .

APPENDIX B: STABILITY OF NON-ERGODIC STATES
AGAINST HYBRIDIZATION

In this Appendix, we discuss the stability criterion of non-
ergodic states against hybridization put forward in Ref. [59]
for the LN-RP ensemble. Let us consider two states ψn and
ψm on different fractal support sets. Let us assume that both
states are multifractal and occupy ND1 sites of a support set
where |ψ (i)|2 ∼ N−D1 .

We now apply the usual Mott’s argument for hybridization
of states when the disorder realization changes from Li j to L′

i j .
The new idea of Ref. [59] is to compute the hopping matrix
element Vnm between the states and not between the sites as is
customary,

Vnm =
∑
i, j

δLi jψn(i)ψm( j) ,

where ψn(i) is the eigenfunction of the nth state of H. δLi j =
Li j − L′

i j , where L′
i j is drawn from the same Lévy distribution

as Li j and are Lévy distributed random variables with power-
law tails of exponent 1 + μ and typical value 21/μN−γ /μ. For
μ < 2, we can thus use the generalized central limit theorem
for the sum of heavy-tailed distributed random variables from
which we get that Vnm are also Lévy distributed with power-
law tails with exponent 1 + μ and typical value:

[Vnm]typ =
[

2

Nγ

∑
i, j

|ψn(i)|μ|ψm( j)|μ
]1/μ

.

The moments of the wave functions’ amplitudes give by
definition N〈|ψn(i)|μ〉 ∼ N−Dμ/2(μ/2−1). Assuming that wave
functions belonging to different minibands are not correlated,
we have that

[Vnm]typ ∼ N− γ

μ
+Dμ/2( 2

μ
−1) .

The condition of stability of the multifractal phase against
hybridization is derived similar to the Anderson criteria of
stability, Eq. (8), of the localized states. The difference is
that now we have to replace the matrix element between the
resonant sites Li j by the matrix element Vnm between the
resonant nonergodic states and take into account that on each
of NS = N1−D1 different support sets there are ND1 wave func-
tions which belong to the same miniband and thus are already
in resonance with each other. Therefore, the total number
of independent-state candidates NH for hybridization with a
given state should be smaller than the total number of states
NSND1 = N and larger than the number of support sets NS =
N1−D1 . In full generality, we posit below that NH ∝ N1−ζD1 ,
with 0 < ζ < 1. In Ref. [59], the authors chose to use the
geometric mean NH ∝ √

NNS = N1−D1/2, i.e., ζ = 1/2. For
1 < μ < 2, the Mott’s criterion of stability of the multifractal
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FIG. 11. Flowing N-dependent fractal dimensions D1(N, γ )
(top) and D2(N, γ ) (bottom) as a function of log2 N computed ei-
ther from the numerical solution of the cavity equations and using
Eq. (18) (continuous curves and filled symbols, for 10 � n � 17),
or via Eqs. (19) and (20) from the scaling of the first and second
moments of the wave-function amplitudes measured from exact di-
agonalizations (dashed curves and empty symbols, for 8 � n � 15).
The value of μ = 1.25 is chosen in the middle of the region in which
the bound Eq. (B1) with ζ = 1/2 would predict that the NEE phase
is unstable against hybridization, while the numerical data clearly
shows that the anomalous dimensions are smaller than 1 in the large
N limit.

phase in the limit N → ∞ reads

N1−ζD1

∫ W

0
VP(V ) dV ∼ N1−ζD1− γ

μ
+Dμ/2( 2

μ
−1) < ∞ .

For the RP model, the fractal dimensions are degenerate for
q > 1/2 [44].

This is not the case for the L-RP ensemble, due to the fact
that the minibands are multifractal, as clearly illustrated by
Fig. 5. Yet, since Dq is a decreasing function of q, for 1 < μ <

2 one can assume that Dμ/2 is well approximated by D1. This
results in an upper bound for the stability of the multifractal
phase of the form

D1

(
ζ + 1 − 2

μ

)
� 1 − γ

μ
. (B1)

Of course, this condition cannot be fulfilled if ζ < 2/μ − 1
since the left-hand side becomes negative. This implies that
if one chooses ζ = 1/2 as in Ref. [59], one would conclude
that the NEE phase is unstable against hybridization in the
interval μ ∈ (1, 4/3) at least. In fact, plugging the expression
Eq. (6) for D1 into Eq. (B1) one finds that for ζ = 1/2 the
stability criterion is never satisfied except at the RP limit
μ = 2. Yet this is in strong disagreement with the numeri-
cal results on the flowing fractal exponents discussed in the
previous section (see Figs. 4 and 5), as further illustrated in
Fig. 11 for μ = 1.25, deep in the region where the instability
should supposedly take place. This plot shows that D1(N, γ )
and D2(N, γ ) have a nonmonotonic behavior as a function of
N on a characteristic scale that increases as γ is decreased, in-
dicating that in the N → ∞ limit D1 and D2 approach a value
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FIG. 12. Left: Phase diagram of the L-RP ensemble of Fig. 2 in the coordinates γeff = 2γ /μ and peff = 1/μ [89], showing the transitions
to the AL phase and to the NEE phase, Eqs. (C2). Right: Phase diagram of the LN-RP ensemble studied in Refs. [58,59], showing the transition
lines given in Eqs. (C4) and (C5).

strictly smaller than 1, as expected for a genuine multifractal
phase.

A possible way out from this issue is obtained by posit-
ing that ζ depends on μ in such a way that the instability
is avoided. In fact, assuming that ζ > 2/μ − 1 and using
Eq. (6), one obtains that the stability criterion Eq. (B1) can
be fulfilled in the whole NEE phase provided that ζ > 1/μ.
Moreover, for ζ = 1/μ the bound Eq. (B1) is saturated, as
suggested in Ref. [59].

APPENDIX C: COMPARISON WITH
THE LN-RP ENSEMBLE

The model considered in this paper is tightly related
to the LN-RP model recently introduced and studied in
Refs. [58,59]. In both cases, the off-diagonal matrix elements
are broadly distributed, although the specific form of the dis-
tribution is slightly different: In particular, the LN-RP model
is a modification of the RP random matrix ensemble [44]
in which the i.i.d. off-diagonal elements are taken from a
log-normal law:

P(|Hi j |) =
exp

[ − ln2 (Nγ /2|Hi j |)
pγ ln N

]
√

π pγ ln N |Hi j |
. (C1)

The standard RP ensemble is recovered for p → 0. Note
that the effective parameter controlling the scaling of the
typical off-diagonal matrix element is introduced similarly
to the Gaussian case, Htyp ∼ N−γ /2, while in the L-RP en-
semble studied above the typical value is of order N−γ /μ.
Furthermore, from Eq. (C1) one has that the moments 〈|Hi j |q〉
diverge with N for q > 2/p, while in the Lévy case they
diverge as soon as q � μ.

To establish a tighter connection with the results of
Refs. [58,59], one can then change the coordinates to γeff =
γ /μ and peff = 1/μ [89]. In terms of these parameters, the

AL and ergodic transitions of Eqs. (5) become

γ
ergo
eff =

{
1 for peff � 1/2
2peff for peff > 1/2 ,

γ AL
eff =

{
2 for peff � 1
2peff for peff > 1 ,

(C2)

and the phase diagram of Fig. 2 transforms into the one shown
in the left panel of Fig. 12. [In the coordinates (peff , γeff )
the transition from the weakly ergodic phase to the fully
rotational invariant GOE one occurs at γeff = 2 − 2peff for
1/2 < peff < 1.] This phase diagram is indeed qualitatively
similar to its LN-RP counterpart [58,59], plotted in the right
panel of Fig. 12 as a function of the parameters p and γ

appearing in Eq. (C1). The main differences are the presence
of a mobility edge for peff > 1 and γeff < 2peff (i.e., μ < 1
and γ < 1) separating low-energy extended states from high-
energy localized states in the Lévy case [62] and possibly the
fact that the weakly ergodic regime occupies a wider portion
of the phase diagram of the LN-RP ensemble: In the L-RP
model, the localized phase extends with increasing the tails of
the distribution of the hybridization rates (i.e., decreasing μ),
while in the LN-RP model the weakly ergodic phase extends
upon increasing p. This comparison, together with the dis-
cussion of Appendix B, suggests that the phase boundaries of
the weakly ergodic phase are in fact very sensitive to the spe-
cific form of the tails of the distributions of the off-diagonal
elements.

Below we illustrate how the simple argument put forward
in Sec. VI to determine the effective width of the minibands
(i.e., the Thouless energy) and and the fractal exponent D1 al-
lows one to recover the phase diagram of the LN-RP ensemble
shown in in the right panel of Fig 12.

Let us assume that in the NEE phase the minibands ex-
tend over ND1 adjacent energy levels. A site i within a given
miniband can hybridize with the other sites j of the same
miniband provided that the maximum of the ND1 hybridiza-
tion rates Hi j is of the order of the width of the miniband itself,
ND1−1. We introduce the exponent α to parametrize the scaling
of the maximum of ND1 i.i.d. elements extracted from the
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log-normal distribution Eq. (C1):

max j=1,...,ND1 {Hi j} ∼ N−α

(here we only consider the leading term and neglect cor-
rections of order ln N). A simple extreme value statistics
calculation yields

(γ /2 − α)2

pγ
= D1 , 0 � α � γ /2 .

In fact, this expression is correct only if the maximum is
larger than the typical value of the matrix element, α < γ /2.
Moreover, to be in the NEE phase, in which the effective total
bandwidth is dominated by the diagonal disorder and is of
order W , we need to require that α > 0.

Imposing the self-consistent condition N−α ∼ ND1−1

yields a self-consistent equation for α whose solution is

α(γ , p) = (1 − p)γ −
√

(1 − p)2γ 2 − γ 2 + 4pγ

2
. (C3)

(The relevant solution is the one with the minus sign since,
as explained above, one has to require that α < γ /2). The
transition to the ergodic phase corresponds to the points where
D1 = 1 (i.e., α = 0), γergo = 4p, while the AL transition oc-
curs when the solution of Eq. (C3) with α � 0 ceases to exist:

γAL =
{

4/(2 − p) for p � 1
4p for p > 1 .

(C4)

Hence, p > 1 γergo and γAL merge, the NEE disappears, and
one has a discontinuous transition between the ergodic and the
AL phases.

However, the expression found above for γergo = 4p does
not give the correct result γergo → 1 in the Gaussian RP limit
p → 0. In fact, as we have already seen in the case of the
Lévy-RP ensemble (see Sec. III), the extreme value statistics
argument used to determine ETh as the maximum hybridiza-
tion gap only applies if the tails of the off-diagonal elements
are fat enough, i.e., μ < 2 for the L-RP case. If μ > 2, in-
stead, Eq. (4) underestimates the Thouless energy, which is
alternatively given by Fermi’s golden rule, ETh ∼ N〈|Hi j |2〉W .
Similarly, in the LN-RP case for p < 1/2, the width of the
minibands is much larger than N−α and is given by ETh =
	av ∼ N1−γ (1−p). Requiring that the ergodic transition occurs
when the Thouless energy becomes of the order of the total
spectral bandwidth, one finally gets

γergo =
{

1/(1 − p) for p � 1/2
4p for p > 1/2 .

(C5)

Equations (C5) and (C4) are in perfect agreement with the
results of Refs. [58,59], although they have been obtained
with a different approach. However, the estimation of the
Thouless energy given by Fermi’s golden rule for p < 1/2
is not expected to hold for γ > 2. In fact, for γ > 2 the
typical bandwidth N[Hi j]2

typ ∼ N1−γ becomes smaller than
the mean-level spacing. In other words, the typical value of the
matrix elements N−γ /2 is much smaller than the gap between
neighboring levels and the system is essentially alike a sparse
graph, where most of the matrix elements are effectively equal
to 0 in the thermodynamic limit. Fermi’s golden rule is not

expected to provide the correct estimation of the effective
bandwidth in this regime [Eqs. (8) and (9) only work for dense
matrices] [90] and one should thus switch back to ETh ∼ N−α ,
with α given by Eq. (C3). (Note that the L-RP ensemble
studied in the main text does not have this feature, since in
this case the typical bandwidth is larger than the mean-level
spacing in the whole NEE regime and becomes equal to �

only at the AL transition.)
Hence, imposing that ETh ∼ ND1−1 one obtains an estima-

tion of the fractal dimension D1 for the LN-RP ensemble:

D1 =
{

2 − γ (1 − p) for γ � 2 and p � 1/2
1 − α(γ , p) for γ > 2 or p > 1/2 .

(C6)

The equation above predicts that the fractal dimension D1 is
equal to one at the ergodic transition and exhibits a discontinu-
ous jump at the AL transition, which is also in agreement with
the findings of Refs. [58,59]. We find, however, a different
value of the jump,

D1(γ = γAL) = p

2 − p
,

which goes to zero in the RP limit p → 0 and to 1 at the
triciritical point p → 1, but is strictly smaller than the value
predicted in Ref. [59].

The fact that, different from the Lévy case, in the LN-RP
ensemble the typical bandwidth is smaller than the mean-level
spacing for γ > 2, results in a different fractal structure of
the minibands between the two models, which is reflected in
the slightly different form of the overlap correlation function
K2(ω) (see Fig. 9 and Ref. [59]).

APPENDIX D: FRACTAL DIMENSION D2 AND THE
FINITE-SIZE SCALING ANALYSIS OF THE MOMENTS OF

WAVE-FUNCTION AMPLITUDES

In this Appendix, we show a few more numerical results on
the fractal dimensions and on their finite-size scaling behavior.

In Fig. 13, we plot the flowing fractal exponent D2(N, γ )
as a function of γ for three values of μ ∈ (1, 2) and several
system sizes. D2(N, γ ) is estimated using Eqs. (20) from the
scaling with N of the IPR, and its behavior is qualitatively
similar to the one of D1(N, γ ), shown in Fig. 4.

Next we present an independent estimation of the value of
the critical exponent νergo which describes the critical scaling
of the anomalous dimensions close to the transition point with
the ergodic phase, γergo = 1. This analysis is inspired by the
one proposed in Ref. [11] (see also Ref. [36]) on the insulating
side of the MBL transition, where the fractal dimensions are
decreasing functions of the disorder. More precisely, we posit
that in the NEE phase, 1 < γ < μ, the moments 〈ϒq〉 behave
as

〈ϒ1(N, γ )〉 − 〈ϒ1(N, γ = 1)〉 = −D1,c
ln N

ξ (γ )
,

〈ϒq(N, γ )〉 − 〈ϒq(N, γ = 1)〉 = (q − 1)Dq,c
ln N

ξ (γ )
,

(D1)

with Dq,c being the fractal dimensions at the transition point.
The length scale ξ depends on the distance to the critical

point γergo = 1 and lies in the range (1,+∞), which guar-
antees the fractal dimensions to remain positive. The scaling
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FIG. 13. Flowing N-dependent fractal dimensions D2(N, γ ) for μ = 1.25 (left), μ = 1.5 (middle), μ = 1.75 (right), and N = 2n with
n = 8, . . . , 15, computed via Eqs. (20) from the scaling of the second moment of the wave functions’ amplitudes measured from exact
diagonalizations.

ansatz above implies that in the limit ln N 
 ξ , the lead-
ing terms follow 〈ϒ1〉 ∼ D1,c(1 − 1/ξ (γ )) ln N and 〈ϒq〉 ∼
−(q − 1)Dq,c(1 − 1/ξ (γ )) ln N , while in the opposite limit,
ln N � ξ , one retrieves the critical scaling. For Eqs. (6) and
(7) to be satisfied, one then should have that in the NEE phase

ξ = μ − 1

γ − 1
. (D2)

Note that ξ (γ = μ) = 1, in such a way that Dq → 0 for
N → ∞ at the AL. As shown in Fig. 14, a very good data
collapse is obtained in the intermediate phase γ ∈ (1, μ) and
for all values of μ when the first and second moments of
the wave-function amplitudes are plotted as a function of the
scaling variable ln N/ξ , where ξ (γ ) is chosen as in Eq. (D2),
confirming that the critical exponent νergo is equal to one at the
ergodic transition independently of μ. Notice that there is no
adjustable parameter in this procedure.

Note that the finite-size scaling of Fig. 14 with ξ given by
Eq. (D2) automatically implies that for the L-RP model in the
thermodynamic limit, ln N 
 ξ , the ratio Dq/D1 is equal to
Dq,c/D1,c independently of γ . Hence, from Eq. (6) one thus
has that for 1 < μ < 2 and 1 < γ < μ the fractal dimensions
Dq are also straight lines vanishing at γ = μ with q-dependent
slopes: Dq(γ ) = Dq,c(μ − γ )/(μ − 1). This is fully consis-

tent with our prediction Eq. (7), with D∞,c = 2(μ − 1)/μ. If
ln N � ξ , however, one does not observe that the ratio Dq/D1

is constant due to the fact that the scaling functions for differ-
ent values of q are different, producing different q-dependent
finite-size effects (see Fig. 5).

This is confirmed by Fig. 15, where we plot the same
finite-size scaling analysis for different moments of the wave
functions’ amplitudes and for μ = 1.75, showing that a very
good collapse is found for all values of q in terms of the
scaling variable ln N/ξ . The scaling functions depend on q
and the fact that the scaling function for q → ∞ approaches
a straight line for ln N/ξ 
 1 with a smaller slope compared
to the scaling function for q = 1 indicates that D∞,c < D1,c,
in agreement with the fact that D∞ has a discontinuous jump
at the ergodic transition.

APPENDIX E: PERTURBATION THEORY AND THE
SPECTRUM OF FRACTAL DIMENSIONS IN THE AL

PHASE

In thisAppendix, we discuss the standard perturbation the-
ory for the amplitudes wi j = |ψi( j)|2, focusing in particular
on its domain of convergence. This calculation allows one to
obtain the full spectrum of fractal dimensions in the AL phase
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(blue). For q = 1, we have changed the signs of ϒ1 to have all the
data on the positive side of the y axis.

where the preturbative expansion converges absolutely. We
focus on the region μ < 2, since the case μ > 2 is equivalent
to the RP ensemble treated in Ref. [44].

The first-order perturbation theory gives

|ψi〉 = |i〉 +
∑
j( �=i)

Li j

εi − ε j
| j〉 .

The amplitude on the sites j �= i is therefore given by

wi j = L2
i j

(εi − ε j )2
≡ R2

i j , (E1)

where Ri j = Li j/δi j are the hybridization ratios between the
levels i and j (with δi j ≡ εi − ε j). The typical value of Ri j is

Rtyp
i j = Ltyp

i j

δ
typ
i j

∼ N−γ /μ

W
→ 0 .

However, large hybridization ratios can be obtained from the
biggest off-diagonal coupling:

Rmax
i j = Lmax

i j

δ
typ
i j

∼ N (1−γ )/μ

W
,

which vanish in the thermodynamic limit for γ > 1.
Finally, large hybridization ratios can be obtained from

small energy differences (i.e., consecutive levels),

Rnext
i j = Ltyp

i j

δmin
i j

∼ N−γ /μ

W N−1
∼ N1−γ /μ ,

which vanish in the thermodynamic limit for γ > μ. As a
result, the perturbative series converges absolutely for μ > 1
and γ > μ, and for μ < 1 and γ > 1, as indicated in Fig. 2,
since the average off-diagonal matrix elements times the coor-
dination number N is much smaller than the typical difference
of the diagonal matrix elements [recovering the Mott’s crite-
rion Eq. (8)]. For μ > 1 and γ < μ, the convergence of the

series might still occur because of the random and indepen-
dently fluctuating signs of Li j and δi j , as in the RP model with
Gaussian elements. To analyze this possibility, we perform the
calculation at second order, which gives

wi j ≈ δi j + 1

εi − ε j

[
Li j +

∑
k �=i

L jkLki

εi − εk
+ . . .

]
.

Since L jkLki is the product of two uncorrelated Lévy-
distributed random variables, we can apply the generalized
central limit theorem to characterize the probability distribu-
tion of the sum in the square brackets, which is again a Lévy
distributed random variable with exponent 1 + μ and typical
value of order N1−2γ /μ.

For μ > 1, the typical value dominates the average, in
agreement with the arguments given in Sec. IV. (For μ < 1
instead this term is of order N〈Li j〉2

W ∼ N1−2γ .) This term is
much bigger than the typical value of the first term, N−γ /μ, if
γ < μ. By applying the same kind of reasoning, it is straight-
forward to generalize this calculation to the higher order terms
of the perturbative expansion, showing that the terms of order
n in the square brackets above are Lévy-distributed random
variables with exponent 1 + μ and typical value scaling as
Nn−1(〈Li j〉W )n ∼ Nn(1−γ /μ)−1 for μ > 1. (For μ < 1 instead,
this term scales as Nn(1−γ )−1.) Note that in the RP limit,
μ > 2, the higher order terms are instead negligible in the
thermodynamic limit thanks to the random signs of the matrix
elements which ensure that 〈L jkLki〉 = 0, implying that the
first-order computation gives the correct results at large N in
the Gaussian case.

It is also instructive to analyze the perturbative expansions
for the eigenvalues, which read

λi ≈ εi +
∑
j �=i

L2
i j

εi − ε j
+

∑
j �=i

∑
k �=i

Li jL jkLki

(εi − ε j )(εi − εk )
. . . .

The second term of the right hand side of the expression above
is a Lévy-distributed random variable with power-law expo-
nent 1 + μ/2 and typical value of order N1−2γ /μ. By applying
the arguments of Sec. IV, one obtains that, due to the power-
law tails of the distribution, the average amount of energy that
the levels move at second order is N〈L2

i j〉W = N1−γ (where
the average is cut at the spectral bandwidth). Note that, differ-
ently from the RP model, N〈L2

i j〉W �= N〈Li j〉2
W , implying that

the typical and the average bandwidth do not coincide. The
amplitude of higher order terms can be evaluated as above. At
order n, one has Nn−1(〈Li j〉W )n ∼ Nn(1−γ /μ)−1 for μ > 1.

1. The NEE phase

Hence, due to the fat-tails distribution of the off-diagonal
matrix elements, differently from its Gaussian RP counter-
part, in the L-RP ensemble the higher order terms of the
perturbative series cannot be neglected in the NEE regime
1 < μ < 2 and γ < μ. In the following, we show that, in fact,
keeping only the first-order term leads to a wrong result for the
probability distribution of the wave functions’ amplitudes and
the anomalous dimensions.

At first order, Eq. (E1), the wi j’s are given by the product
of two power-law distributed random variables: xi j = L2

i j have
a power-law tail with an exponent 1 + μ/2 and typical value
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N−2γ /μ,

P(xi j ) = μ

2Nγ x1+μ/2
i j

θ (xi j > N−2γ /μ) ,

and yi j = δ−2
i j have typical value of O(W ) and power-law tails

with an exponent 3/2:

P(yi j ) = e−1/(4W 2yi j )

√
4πW 2

y−3/2
i j .

For μ > 1, the amplitudes wi j are power-law distributed
with an exponent 3/2 and typical value w

typ
i j = xtyp

i j ytyp
i j =

N−2γ /μ. Without loss of generality, the distribution can be
written as

P(wi j ) = 1

w
typ
i j

Preg

(
wi j

w
typ
i j

)
+ c

θ (wi j > w
typ
i j )

Nγ /μ w
3/2
i j

.

The normalization of wave functions imposes that 〈wi j〉 =
N−1, which implies an upper cutoff wmax

i j to the singular part
of the distribution above,

N〈wi j〉 ∼ N1−2γ /μ + c

Nγ /μ−1

∫ wmax
i j

N−2γ /μ

w
−1/2
i j dwi j = 1 ,

which yields

wmax
i j ∼ N2(γ /μ−1) .

A caution, however, should be taken, since the amplitudes wi j

on any lattice site cannot exceed 1. Hence, the above estima-
tion of wmax

i j is only correct if 2(γ /μ − 1) < 0, i.e., γ < μ,
while for γ > μ we have that wmax

i j = 1. To compensate for
the deficiency of normalization of 〈w〉 in the latter case, one
has to assume a singular part of the distribution:

P̂(wi j ) = P(wi j ) + Aδ(wi j − 1) .

One can see that for γ > μ the average 〈w〉 is dominated
by the singular term and A = N−1. This corresponds to the
strongly localized wave functions ψi( j) on site i.

At this point, one can easily compute the spectrum of
fractal dimensions f (α), describing the number of amplitudes
scaling as N−α . For γ < μ, we have

N f (α) = c

Nγ /μ−1

∫ N2(γ /μ−1)

N−α

w
−3/2
i j dwi j ∼ Nα/2−γ /μ+1 ,

for 2(1 − γ /μ) = αmin < α < αmax = 2γ /μ, which gives

f (α) = α

2
− γ

μ
+ 1 (αmin < α < αmax) .

In the localized region γ > μ, αmin = 0. At the AL transition
point, the function f (α) = α/2 has the same triangular shape

as the Anderson model on the Bethe lattice at the localization
transition. In the region of the extended nonergodic states, 1 <

γ < μ, αmin > 0.
Alternatively, one can compute directly the moments

N〈|ψi( j)|2q〉 ∼ N−τq :

〈wq〉 ∼ N−2qγ /μ + c

Nγ /μ

∫ N2(γ /μ−1)

N−2γ /μ

w
q−3/2
i j dwi j .

For q < 1/2, the moments 〈wq〉 are dominated by the typical
values and τq = 2qγ /μ − 1, while for q > 1/2 the moments
are dominated by the upper cutoff and τq = 2(q − 1)(1 −
γ /μ). One can thus compute the fractal dimensions Dq =
τq/(q − 1):

Dq =
{

2(1 − γ /μ) for q > 1/2
1−2qγ /μ

1−q for q < 1/2 .
(E2)

Thus the first-order expression does not coincide with the
one found in the main text, Eq. (6), and corresponds to NEE
states for 1 < γ < μ that occupy a fraction N1−2γ /μ of sites
only. This is due to the fact that the first-order computation
neglects the effect of anomalously large matrix elements that
can hybridize sites at an energy distance much larger than
N[H2

i j]typ. The main difference is that the first-order calcu-
lation predicts that Dq approaches a value smaller than one,
Dc = 2(1 − 1/μ), at the ergodic transition γergo = 1 for all
q > 1/2, where Dc = 2(1 − 1/μ), with a discontinuous jump
at the transition. This also predicts that, as for the RP model,
the fractal dimensions are degenerate.

2. The localized phase

In the localized phase, γ > μ, the perturbative expansion
does converge. Repeating the calculation above, one obtains
the spectrum of fractal dimensions as [53]

Dq =
{

0 for q > μ/(2γ )
1−2qγ /μ

1−q for q < μ/(2γ ) .
(E3)

A similar behavior is also found for the Anderson model on
the Bethe lattice.

For μ < 1 and γ > 1, going back to Eq. (E1) one has that
at first order in perturbation theory, the amplitudes wi j are
power-law distributed with an exponent 1 + μ/2 and typical
value w

typ
i j = xtyp

i j ytyp
i j = N−2γ /μ:

P(wi j ) = 1

w
typ
i j

Preg

(
wi j

w
typ
i j

)
+ c

θ (wi j > w
typ
i j )

Nγ w
1+μ/2
i j

.

The computation for the moments of the wave functions’s
amplitudes thus yields that the spectrum of fractal dimensions
is the one given by Eq. (E3).
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