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The predictability of molecular dynamics simulations on the plasticity and fracture behaviors of metals is
critically dependent on the accuracy of the employed interatomic potential. Here we present an approach to
fitting modified embedded-atom method (MEAM) interatomic potentials to several key properties obtained
from first-principles calculations and literature data that govern the continuous mechanistic processes in pure
unary fcc Ni, Al, and Cu metals. Along with the commonly used lattice and elastic properties, our MEAM
potentials are fitted to the cohesive energy curve, the decohesive energy curve, and the generalized stacking
fault energy curve, which are the key properties governing the lattice response to volumetric, fracture, and shear
deformations. We further demonstrate that these potentials are able to accurately predict the experimental values
for a range of other mechanically relevant properties. Importantly, the potentials presented here outperform all
existing EAM/MEAM interatomic potentials readily available from the literature and thus enable more accurate
simulations of plasticity and fracture behavior of unary fcc metals.
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I. INTRODUCTION

Molecular dynamics (MD) simulation is an important
tool for exploring the mechanical response of metals at
the nanoscale [1–3]. Semiempirical potentials are advanta-
geous for their ability to simulate large groups of atoms at
longer timescales with a reasonable computational demand
compared to first-principles simulations. A range of target
properties, mainly including lattice, thermodynamic, and elas-
tic properties, can be used to fit an interatomic potential. To
model metallic systems, potentials built upon the embedded-
atom method (EAM) [4,5] have been shown to be the most
popular. Among the variants of EAM models, the modified
embedded-atom method (MEAM) has proven to be the most
flexible in representing metallic systems [6,7]. The MEAM
differs from the original EAM in its inclusion of directionality
when calculating the background electron density and explic-
itly accounting for screening between groups of atoms. The
MEAM has been successful at modeling several unary fcc [8]
and bcc [7] metallic systems as well as many alloy systems
[9–11].

To fit an interatomic potential, common properties used
as fitting targets include the lattice parameter and cohesive
energy, lattice surface energies, vacancy formation energies,
elastic constants, the bulk modulus, the pressure derivative
of the bulk modulus, and the stable stacking fault energy.
These are often calculated for a single reference lattice. The
first difficulty for fitting involves choosing the set of target
properties that best captures the intended applications of the
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potential. While there are many potentials that do well in
capturing the elastic behavior of metals, how appropriate a
conventional set of fitting target properties is for reproducing
accurate plastic and fracture behaviors is questionable due to
their complexity.

The second difficulty arises when attempting to employ a
single data point to represent the fitting targets for applica-
tions that involve continuous processes. In general, the full
reaction pathway of a continuous process cannot be accurately
captured by a single data point. For example, the stacking
fault energy from density functional theory (DFT) or the ex-
perimental value is often used to accurately fit the potential,
which may be largely inaccurate to predict the full generalized
stacking fault energy (GSFE) curve. To create a stacking fault,
the system must pass through an energy barrier at the unstable
stacking fault energy [Fig. 1(c)], and the slope of the stacking
fault energy curve represents the force that the dislocation
must overcome for nucleation or propagation. Therefore, it is
the shape of the generalized stacking fault energy curve and
not just the stacking fault energy that governs the dislocation
nucleation and propagation behavior. The importance of the
unstable stacking fault energy was noted in nanocrystalline
simulations where the ratio of the unstable to stable stack-
ing fault energies was shown to determine the nucleation of
leading partial vs full dislocations [12]. A DFT-validated Mg
MEAM potential that captured the full GSFE curves was used
to explain the atomistic origin of high hardening and low
ductility in Mg [2].

The inadequacy of fitting to a single data point has also
been noted in simulations of planar fracture in Mg [13].
Interatomic potential parameters can easily be chosen to cap-
ture the surface energy of the fracture plane, which could
be related to the fracture through the Griffith criteria [14].
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FIG. 1. Energy curves used as fitting targets for MEAM po-
tentials. (a) shows the cohesive energy curve as a function of
scaled lattice parameter and corresponds to volumetric deformation.
(b) shows the decohesion energy curve as a function of separation
distance and corresponds to fracture of atomic planes. (c) shows the
generalized stacking fault energy curve as a function of scaled shear
displacement and corresponds to shear deformation of atomic planes.

This approach ignores the continuous process of separat-
ing two atomic planes from their equilibrium separation to
create two free surfaces, which often passes through the cut-
off distance of the interatomic potential. If there is not a
smooth decay of interaction before the cutoff radius, then
approaching atoms can encounter anomalous forces that may
either push the planes apart or act as a nonphysical restoring
force [13].

These examples demonstrate that fitting interatomic po-
tentials to single-valued properties can result in inaccurate or
nonphysical behavior when considering continuous processes
that are relevant for plastic deformation. It must then be im-
portant to fit to a wider range of properties and to the full
energy curves that represent the atomic displacements present
in continuous plastic processes. In this study, we present unary
Ni, Al, and Cu MEAM potentials that can capture both con-
ventional target material and mechanical properties as well
as continuous-energy curves relevant for plastic deformation
and fracture processes. Along with conventional fitting target
properties, we include the cohesive energy curve, the de-
cohesive energy curve, and the GSFE curve as targets. We
demonstrate that our MEAM potentials outperform existing
MEAM potentials from the literature in both the target fitting
properties and predicted mechanical properties not included
in the target property set.

II. METHODS

The targets for fitting include the equilibrium lattice pa-
rameter and cohesive energy; the {100}, {110}, and {111}
surface energies; the cohesive energy curve; the decohesive
energy curve; the generalized stacking fault energy curve; and
the elastic constants. Target properties were calculated using
first-principles methods in order to generate the target values
and using MD during the fitting procedure. First-principles
and MD simulations followed conventional methodologies
previously described in the literature [15–23], and we encour-
age the reader to refer to the Supplemental Material [24] for

details of the first-principles and MD simulation methodolo-
gies used to calculate these target properties.

For atomistic energy values, we choose to use the target
values calculated from DFT. For bulk elastic constants, we
find better agreement by using the reported experimental data.
We find that this hybrid target approach provides better fits to
both atomistic energies and bulk properties.

We omit a description of the MEAM formulation as it
has been extensively covered elsewhere [6–9]; it suffices
to say that our implementation employs the second-nearest
neighbor formulation and provides for 15 adjustable param-
eters. To optimize this overdetermined system, we employ
particle swarm optimization (PSO). Upper and lower limits
for each adjustable parameter are assigned at the beginning
of optimization, and particles are initialized by distribution
throughout this bounded 15-dimensional parameter space.
For each iteration of optimization, each particle performs
MD simulations for each property using the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS)
[25]. The error is calculated using the target data, and the
objective function value is defined as a weighted squared
sum error of all properties. PSO particle velocities and po-
sitions are updated based on the local and global minima,
and optimization proceeds until no significant change in the
objective function is observed. This typically corresponded
to a decrease in the squared sum error of less than 5% but
varied depending upon normalization conditions of the objec-
tive function. We have made several observations from these
fittings that helped speed up the exploration of parameter
space. Each parameter set is independent, which makes the
PSO highly amenable to parallelization. The lattice parameter
and cohesive energy were fundamental to all subsequent prop-
erties. After the equilibrium lattice parameter and cohesive
energy for a given set of parameters were calculated, the
error of these values was screened before we moved on to the
remaining set of properties. If any calculated properties were
above a threshold value, the PSO particle was assigned an ar-
bitrarily large objective value, and the optimization algorithm
moved on to the next particle. Some properties were observed
to be coupled, and accurate fitting of one led to accurate
fitting of others. For example, a strong weight of the relaxed
{111} surface energy helped to fit the plateau value of the
decohesion energy curve. As a result, error screening was also
done on the relaxed surface energies. Parallelization and error
screening of these properties significantly cut down on time
required for fitting. Initial guesses for the Rose parameters
used in calculating the pair potential term could easily be
obtained prior to fitting by linear regression to the cohesive
energy curve using the Rose energy function [26]. We also
observed that including the gradient of the cohesive energy,
decohesive energy, and GSFE curves in the calculations of
errors could help in matching the correct shapes of these
curves.

In order to compare our potentials against the literature, we
performed the same set of computations for several readily
available MEAM potentials. Most literature MEAM poten-
tials were fit to standard thermodynamic and mechanical
properties. For the Ni system, we chose the potentials in Refs.
[27–30]. For the Al system, we chose [30–33]. For the Cu
system, we chose [27,29,32,34].
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TABLE I. MEAM parameters for our Ni, Al, and Cu potentials.

Element Ec re α β0 β1 β2 β3 t1 t2 t3 A Cmin Cmax drepuls dattrac rc �r

Ni 4.850 2.478 4.823 2.000 1.267 2.321 3.122 1.159 −1.622 6.901 0.624 0.821 2.440 0.144 0.165 5.539 3.507
Al 3.427 2.8585 4.658 3.173 2.342 2.013 2.471 3.285 −0.057 5.194 1.024 0.350 2.539 0.043 0.063 6.500 2.586
Cu 3.533 2.561 5.150 3.984 3.000 6.347 1.948 4.039 2.866 1.000 0.860 0.390 2.771 0.080 0.030 6.406 3.316

III. FITTING RESULTS

The MEAM fitting parameters for our Ni, Al, and Cu
potentials are given in Table I, and fitting targets for the
cohesive energy, lattice parameter, surface energies, and elas-
tic constants are summarized in Table II. We also provide
the MEAM potential files formatted for LAMMPS in the
Supplemental Material.

A. Ni target results

A summary of the fit error of target properties for our
Ni MEAM potential are shown in Fig. 2 along with errors
from the literature Ni MEAM potentials for comparison. Nu-
merical values of these properties are given in Table S1.
Our Ni MEAM potential captures the target surface energies
well with absolute errors of −1.7%, 10.9%, and −4.6% for
the {100}, {110}, and {111} surfaces, respectively. Our Ni
MEAM potential also shows good reproduction of the elastic
constants with absolute errors of 1.2%, −0.8%, and −4.6%
for C11, C12, and C44, respectively.

Figure 3 summarizes the target Ni cohesive energy, deco-
hesive energy, and GSFE curves (target DFT data indicated
by the solid curve) along with curves produced by our Ni
MEAM potential (solid data points) and a comparison with
the literature Ni MEAM potentials (open data points). As seen
in Fig. 3(a), our Ni MEAM captures the target DFT cohesive
energy curve and is fully continuous across the extent of the
energy curve, avoiding discontinuities.

Figure 3(b) shows the target decohesive energy curve for
Ni along with our fit Ni MEAM potential. Our Ni MEAM po-
tential shows a good fit to the DFT target curve and is entirely
smooth up to and including the plateau value where there is no
interaction between the separated {111} planes. The plateau
value, which represents the unrelaxed {111} surface energy
of 1.86 J m−2, is consistent with the computed relaxed {111}
surface energy of 1.85 J m−2.

As shown in Fig. 3(c), our Ni MEAM potential pro-
vides good agreement with the target DFT GSFE curve. The

TABLE II. Target properties for our Ni, Al, and Cu potentials.

Ni targets Al targets Cu targets

Lattice constant (Å) 3.505 4.042 3.622
Cohesive energy (eV) −4.48 −3.427 −3.533
E{100} (J m−2) 2.37 0.94 1.49
E{110} (J m−2) 2.30 1.02 1.55
E{111} (J m−2) 1.94 0.81 1.32
C11 (GPa) 261.2 114.3 176.2
C12 (GPa) 150.8 61.9 124.9
C44 (GPa) 131.7 31.6 81.8

unstable and stable stacking fault energies produced by our
Ni MEAM potential are 0.321 and 0.153 J m−2, respectively,
and these values compare well with the same values calculated
from DFT of 0.333 and 0.193 J m−2. Although typically not
encountered in a physical simulation, our Ni MEAM potential
is also able to capture the correct shape and magnitude of the
second peak at b

b0
≈ 2

3 .

B. Al target results

A summary of the fit error of target properties for our Al
MEAM potential is shown in Fig. 4 along with errors from
the literature Al MEAM potentials for comparison. Numer-
ical values of these properties are given in Table S2. Our
Al MEAM potential captures the target surface energies well
with absolute errors of 10.6%, 4.9%, and 0.0% for the {100},
{110}, and {111} surfaces, respectively. Our Al MEAM po-
tential also shows good agreement with the elastic constants
with absolute errors of 0.4%, 1.6%, and 0.0% for C11, C12, and
C44 respectively.

Figure 5 summarizes the target Al cohesive energy, de-
cohesive energy, and GSFE curves (target DFT data are
indicated by the solid curve) along with curves produced by
our MEAM potential (solid data points) and comparison with

FIG. 2. Fitting error for the lattice constant, cohesive energy,
surface energies, and elastic constants for our Ni MEAM potential
and comparison Ni MEAM potentials from the literature. Circles are
separated by 10% fitting error, where the thick inner circle indicates
0% error. Points closer to the center than the target indicate a negative
error, whereas points farther from the center than the target indicate
a positive error.
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FIG. 3. Summary of target energy curves for Ni (solid curves)
with our Ni MEAM potential (solid data points) and MEAM poten-
tials from the literature (open data points). (a) shows the cohesive
energy curve, (b) shows the decohesive energy curve, and (c) shows
the GSFE curve.

the literature MEAM potentials (open data points). As seen
in Fig. 5(a), our Al MEAM captures the target DFT cohesive
energy curve and is fully continuous across the extent of the
energy curve, avoiding discontinuities.

Our Al MEAM potential also shows good fit to the DFT
target decohesive energy curve in Fig. 5(b). The curve gener-
ated by our MEAM potential is smooth up to and including
the plateau value where there is no interaction between the
separated {111} planes. The plateau value, which repre-
sents the unrelaxed {111} surface energy of 0.81 J m−2, is

FIG. 4. Fitting error for the lattice constant, cohesive energy,
surface energies, and elastic constants for our Al MEAM potential
and comparison Al MEAM potentials from the literature. Circles are
separated by 10% fitting error, where the thick inner circle indicates
0% error. Points closer to the center than the target indicate a negative
error, whereas points farther from the center than the target indicate
a positive error.

consistent with the computed relaxed {111} surface energy of
0.81 J m−2.

As shown in Fig. 5(c), our Al MEAM potential provides
decent agreement with the target DFT GSFE curve. The un-
stable and stable stacking fault energies produced by our Al
MEAM potential are 0.175 and 0.085 J m−2, respectively,
and compare well with the target DFT values of 0.154 and
0.106 J m−2. Our Al MEAM potential is also able to capture
the correct shape and magnitude of the second peak at b

b0
≈ 2

3 ,
avoiding instabilities or local minima.

C. Cu target results

A summary of the fit error of target properties for our
Cu MEAM potential are shown in Fig. 6 along with errors
from the literature Cu MEAM potentials for comparison.
Numerical values of these properties are given in Table S3.
Our Cu MEAM potential captures the target surface energies
well with absolute errors of 20.1%, 16.1%, and 16.7% for
the {100}, {110}, and {111} surfaces, respectively. Our Cu
MEAM potential also shows good reproduction of the elastic
constants with absolute errors of −0.7%, −1.3%, and −0.1%
for C11, C12, and C44, respectively.

Figure 7 summarizes the target Cu cohesive energy, de-
cohesive energy, and GSFE curves (target DFT data are
indicated by the solid curve) along with curves produced by
our MEAM potential (solid data points) and comparison with
the literature MEAM potentials (open data points). As seen
in Fig. 7(a), our Cu MEAM captures the target DFT cohesive
energy curve and is fully continuous across the extent of the
energy curve, avoiding discontinuities.
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FIG. 5. Summary of target energy curves for Al (solid curves)
with our Al MEAM potential (solid data points) and MEAM poten-
tials from the literature (open data points). (a) shows the cohesive
energy curve, (b) shows the decohesive energy curve, and (c) shows
the GSFE curve.

Figure 7(b) shows the target decohesive energy curve for
Cu along with our Cu MEAM potential. Our Cu MEAM
potential shows good fit to the DFT target curve and is entirely
smooth up to and including the plateau value, where there
is no interaction between the separated {111} planes. The
plateau value, which represents the unrelaxed {111} surface
energy of 1.55 J m−2, is consistent with the computed relaxed
{111} surface energy of 1.54 J m−2.

As shown in Fig. 7(c), our Cu MEAM potential provides
good agreement with the target DFT GSFE curve. The un-
stable and stable stacking fault energies produced by our Cu

FIG. 6. Fitting error for the lattice constant, cohesive energy,
surface energies, and elastic constants for our Cu MEAM potential
and comparison Cu MEAM potentials from the literature. Circles are
separated by 10% fitting error, where the thick inner circle indicates
0% error. Points closer to the center than the target indicate a negative
error, whereas points farther from the center than the target indicate
a positive error.

MEAM potential are 0.170 and 0.022 J m−2, respectively.
These values compare well with the same values calculated
from DFT of 0.143 J m−2 and 0.026 J m−2. Our Cu MEAM
potential is also able to capture the correct shape and mag-
nitude of the second peak at b

b0
≈ 2

3 , avoiding instabilities or
local minima.

IV. TEMPERATURE DEPENDENCE OF
ELASTIC CONSTANTS

In order to explore the transferability of our fcc MEAM
potentials, we used them to calculate the temperature depen-
dence of the elastic constants which were not included as
fitting targets. Figure 8 provides the elastic constants as a
function of temperature from 0 to 800 K with experimen-
tal data for comparison. Figure 8 demonstrates that across a
wide range of temperatures, our MEAM potential predictions
match well with experimental elastic constants of Ni [35], Al
[36,37], and Cu [38,39].

V. DISCUSSION

Our MEAM potentials and several MEAM potentials
from the literature provide reasonable agreement with
experimental/ab initio values of relaxed surface energies and
elastic constants. Inspection of the cohesive, decohesive, and
GSFE energy curves in Figs. 3, 5, and 7 reveals that by
including only single data point equilibrium cohesive energy,
surface energies, and stable stacking fault energy as target
properties, continuous curves generated using the literature
potentials often display erroneous behavior.
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FIG. 7. Summary of target energy curves for Cu (solid curves)
with our Cu MEAM potential (solid data points) and MEAM poten-
tials from the literature (open data points). (a) shows the cohesive
energy curve, (b) shows the decohesive energy curve, and (c) shows
the GSFE curve.

Cohesive energy curves for our three fcc MEAM potentials
and the literature potentials show good agreement near the
equilibrium lattice position [Figs. 3(a), 5(a), and 7(a)]. For
lattice parameter values at and above 1.5a0, potentials tend
to deviate from the first-principles cohesive energy curve.
Cohesive energy curves generated by the literature potentials
show a discontinuity between 1.6a0 and 1.8a0 that is caused
by the expansion beyond the cutoff radius. Such a discon-
tinuity, which is avoided in our fcc MEAM potentials, can
generate a strong, anomalous restoring force under volumetric
deformations.

FIG. 8. Summary of predicted elastic constants as a function of
temperature for (a) Ni, (b) Al, and (c) Cu. Experimental data are
shown as solid curves.

Decohesive energy curves vary significantly between our
MEAM potentials and the literature potentials. There are
several common features among the literature potentials that
differ from our MEAM potentials. Some decohesive curves,
notably in Al [32,33], show significant increases in en-
ergy even at small separation distances. Such large increases
are expected to generate an erroneous pressure that resists

094116-6



MODIFIED EMBEDDED-ATOM METHOD POTENTIALS FOR … PHYSICAL REVIEW B 103, 094116 (2021)

FIG. 9. Summary of the unstable (maximum of column) and
stable (minimum of column) stacking fault energies for DFT targets
(diagonal pattern), our FCC MEAM potentials (dark color), and
MEAM potentials from the literature (light color).

fracturelike deformations. Potentials from the literature also
often show discontinuities (a drop or jump in planar energy) as
atoms on either surface approach the cutoff radius, which will
generate anomalous forces near the cutoff distance. Such a
discontinuity would manifest as a stress that actually promotes
(or impedes) separation of the two planes near the cutoff
radius. These discontinuities are noticeable for Ni MEAM
potentials between 1.6 and 2.8 Å (79%–138% of the planar
spacing of the {111} Ni planes), for Al MEAM potentials
at 2.4 Å (approximately the planar spacing of the {111}
Al planes), and for Cu MEAM potentials between 1.7 and
2.8 Å (81%–133% the planar spacing of the {111} Cu planes).
Decohesive energy curves from the literature can also show er-
ror in the plateau surface energy in the unrelaxed free surface
limit which typically corresponds to any error in the relaxed
{111} surface energies.

GSFE curves also show significant differences between our
MEAM potentials and the literature potentials. Differences
are chiefly between the unstable and stable stacking fault
energies and the secondary peak. The unstable stacking fault
energy is important in contributing to the nucleation barrier
of partial dislocations. The relative difference between the
unstable and stable stacking fault energies has been shown
to be important for the prevalence of extended partial versus
full dislocations [12]. Figure 9 summarizes these features of
the GSFE curves for target DFT data, our MEAM potentials,
and the literature potentials. The maximum point of each
column corresponds to the unstable stacking fault energy, and
the minimum point of each column corresponds to the stable
stacking fault energy. Figure 9 [and Figs. 3(c), 5(c), and 7(c)]
shows that the literature potentials tend to overestimate the
unstable stacking fault energy. It is also seen that the litera-
ture potentials for Al and Cu tend to overestimate the stable
stacking fault energy, while the literature potentials for Ni all
underestimate the stable stacking fault energy. Overestimation
of unstable stacking fault energy in the literature potentials
would lead to an error in the nucleation energy required for
leading partial dislocation nucleation. Figure 9 also demon-
strates that our fcc MEAM potentials provide an improved fit

to the average energy level between the unstable and stable
stacking fault positions. Notably, all Al MEAM potentials
from the literature predict stable stacking fault energies that
are similar to the unstable stacking fault energy from DFT.
This demonstrates an overall increase in the GSFE landscape
of these Al MEAM literature potentials which can lead to
erroneously high shearing strengths in these potentials. Our
Al MEAM potential shows a relative difference between the
unstable and stable stacking fault energies similar to that of
the literature potentials but is more accurately centered at the
DFT values. Although the region between b

b0
= 0.4 and 0.8

in Figs. 3(c), 5(c), and 7(c) is not typically encountered in
simulation, the shape of this second peak calculated using the
literature potentials is often nonphysical, even displaying a
local minimum in some of the potentials.

Figure 8 shows the predicted elastic constants C11, C12,
and C44 as a function of temperature for our Ni, Al, and Cu
MEAM potentials (solid data points) and also potentials from
the literature (open data points). Experimental data are also in-
cluded for comparison (solid curve). Our potentials match the
experimental data well for Ni [35], Al [36,37], and Cu [38,39].
Notably, our potentials show a significant improvement in the
prediction of the temperature dependence of C11 compared to
most other literature potentials.

In order to investigate the ability of our MEAM potentials
to predict relevant material properties not included in the
training data set, we have also calculated the thermal expan-
sion coefficient at 300 K [40–42], the equilibrium dislocation
dissociation distance [43–46], and the vacancy formation en-
ergy [47–58]. The results of these calculations as well as
a comparison to first-principles and experimental reference
from the literature are provided for Ni (Table S4), Al (Table
S5), and Cu (Table S6) in the Supplemental Material. We find
that overall, the thermal expansion coefficient predicted by
our MEAM potentials match well with experimental values
for Ni, Al, and Cu. The equilibrium dislocation dissociation
distance for both edge and screw-type dislocations of all
elements appears to correlate with the stable stacking fault
energies predicted by our potentials. Prediction of a stable
stacking fault energy that is greater than other literature po-
tentials tends to correspond to a dissociation distance that is
shorter than that of the literature potentials, and an underpre-
diction of the stable stacking fault energy tends to correspond
to a larger dissociation distance compared to that of the lit-
erature potentials. Predictions of vacancy formation energy
for Ni, Al, and Cu appear to overpredict the literature values.
Compared to the average vacancy formation energy predicted
from literature potentials, our MEAM potentials show a dif-
ference of 65% for Ni, 19.6% for Al, and 24.1% for Cu. We
believe that these increases arise chiefly from the increased
cutoff radius used in our MEAM potentials. Compared to the
average cutoff radius used in the literature potentials cited
here, our potentials have cutoff radii that differ by 24.5% for
Ni, 25.0% for Al, and 50.7% for Cu, indicating an overall
significant increase in cutoff radius for our potentials. This
increased cutoff radius could lead to a significant increase
in atomic interactions among atoms surrounding the vacancy,
leading to higher formation energy values. In previous poten-
tials, the lower cutoff radius was chosen for computational
efficiency. We have shown here that for many properties
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relevant for mechanical behavior such as fracture and plastic-
ity, an increased cutoff radius results in a more accurate fitting,
suggesting that is most appropriate for our application.

We have demonstrated how our fitting approach can yield
improved accuracy compared to existing empirical potentials.
It should be noted that all potentials (including MEAM po-
tentials) contain trade-offs in accuracy, transferability, and
computational cost. Classical empirical potentials are typi-
cally formulated by assuming specific underlying physics of
the atomic interactions. Where these formulations are not
sufficient, new classes of potentials have the possibility to
provide improvements. Along with empirical potentials such
as EAM and MEAM, machine learning (ML) potentials have
also shown success in modeling metallic fcc [59] and bcc
systems across a broad composition range [60] and have
demonstrated success in modeling semiconductor materials
[59–63]. Compared to more classical potentials, ML poten-
tials are often significantly more computationally expensive,
but they often exhibit improved accuracy comparable to first-
principles calculations [61].

ML potentials can be categorized through their choice of
local atomic environment descriptor and ML model. Differ-
ent combinations of these components have given rise to the
neural network potential [64], the Gaussian approximation
potential [65,66], the spectral neighbor analysis potential [67],
and the moment tensor potential [68,69]. Such potentials are
trained on a large data set that is typically generated from DFT
simulation. Considering transferability, empirical potentials
are typically formulated based on underlying physics, which
can act to constrain their applicability to specific chemistries.
Although it should be noted that any interatomic potential
is biased towards its training data set, ML potentials may
have the flexibility to cover a broader range of chemistries
and phases [61]. Efforts have also been put towards mod-
ularizing ML potentials, which allows the construction of
alloy-type potentials without requiring retraining [63]. As a
more recent class of interatomic potentials, ML potentials are

currently less widely used, although the accessibility of ML
potentials has continued to increase with several open-source
training platforms available in the literature [62,63]. With
broader adoption, systems and simulations that benefit the
most from ML potentials will surely become more apparent.
We may even imagine a hybrid-type approach that includes
components of empirical potentials and ML potentials. This
would ideally combine the efficiency and motivating physics
of empirical potentials with the accuracy of the ML methods.

VI. CONCLUSION

Here we have presented Ni, Al, and Cu MEAM potentials
that are able to capture properties relevant to plastic defor-
mation and fracture processes in these metals. In doing so,
beyond using a single data point to represent the fitting target,
we have incorporated the cohesive energy curve, decohesive
energy curve, and full generalized stacking fault energy curve
that govern key continuous mechanistic processes in fracture
and plasticity as the fitting targets. We have demonstrated, in-
deed, that such a strategy leads to the overall improvement in
capturing the cohesive energy curve, decohesive energy curve,
and GSFE curve, leading to an improvement in describing the
plasticity and fracture behaviors. We have also demonstrated
that overall, our MEAM potentials outperform all existing
MEAM potentials readily available from the literature. Due
to the overall much improved predictability, it is expected that
these MEAM potentials will be widely used to simulate the
plastic deformation and fracture processes in unary fcc metals.
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