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Extraordinary negative thermal expansion of two-dimensional nitrides: A comparative ab initio
study of quasiharmonic approximation and molecular dynamics simulations
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Thermal expansion behavior of two-dimensional (2D) nitrides and graphene were studied by ab initio
molecular dynamics (MD) simulations as well as quasiharmonic approximation (QHA). Anharmonicity of the
acoustic phonon modes are related to the unusual negative thermal expansion (NTE) behavior of the nitrides.
Our results also hint that direct ab initio MD simulations are a more elaborate method to investigate thermal
expansion behavior of 2D materials than the QHA. Nevertheless, giant NTE coefficients are found for h-GaN
and h-AlN within the covered temperature range 100–600 K regardless of the chosen computational method.
This unusual NTE of 2D nitrides is reasoned with the out-of-plane oscillations related to the rippling behavior
of the monolayers.
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I. INTRODUCTION

After the discovery of graphene [1] and such two-
dimensional (2D) nanomaterials with extraordinary properties
[2,3] that will help to miniaturize further technological de-
vices with even higher efficiency than their predecessors, a
route (forming heterostructures) emerged to mix and match
the members of this materials family to further improve and
adjust their properties [3,4]. In that sense, thermal properties
of these nanomaterials are becoming even more critical for the
performance, reliability, longevity, and safety of future device
technology. Thermal expansion properties are particularly im-
portant because, at working temperatures, the accumulated
thermal strain and stress may influence or even destroy the
device performance.

Particularly, materials with negative thermal expansion
(NTE) properties among the emerging 2D materials family
are important, as compromising thermal expansion by NTE
materials is a convenient way to eliminate the thermal expan-
sion problems [5,6]. Very recently, it has been also shown that
strain engineering via thermal expansion mismatch is an elab-
orate growth method for 2D materials [7], and it is shown that
strain-engineered heterostructures exhibit superior ion battery
performances [8]. To promote a wide range of device applica-
tions, it has been long desired to develop materials with larger
NTE over a wide temperature range. On the other hand, even
for bulk materials, only a limited number of NTE materials
can serve as thermal expansion compensators in practice, due
to the relatively narrow NTE operation-temperature window,
low NTE coefficient, thermal expansion anisotropy, as well
as low mechanical and/or electrical insulating properties [9].
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However, because of a recent experiment, NTE behavior for
monolayer to trilayer h-BN at 300 to 400 K temperatures is
presented [10].

As the pioneer of 2D materials, the thermal expansion
property of graphene has been studied more predominantly
than other materials. Although NTE behavior is observed in
general for lower temperatures, both experimental [11–18]
and theoretical [19–33] results are very diverse and, in
some cases, contradictory. For example, the experimental
room temperature (RT) thermal expansion coefficients range
from −21.4 × 10−6 K−1 [11] to −5.5 × 10−6 K−1 [12]. While
some studies report a sharp increase [13,14] and a sign change
to positive at around 350 K [13–15], others state more hor-
izontal behavior and no sign change up to 1000 K [12,16].
In theoretical studies, on the other hand, thermal expansion
values range from −10 × 10−6 K−1 [19] to positive values
[20] at RT, while they show different behaviors with respect
to temperature due to the selected approach and the level of
theory. This diversity is related to the importance of anhar-
monicities and rippling [34]. Moreover, even for the same
method calculations within the conventional quasiharmonic
approach, the RT values vary between −3.5 × 10−6 K−1 [21]
to −1 × 10−6 K−1 [22], which is most probably due to the
selected volume range and the existence of negative frequency
phonons for the compressed models [23].

In general, direct experimental measurement of the thermal
expansion coefficient of 2D materials is a rough task and
usually dependent on simulations due to (I) the unwanted
substrate effects, which usually dominate the thermal ex-
pansion behavior, and (II) the transparency of 2D materials,
which makes conventional optical approaches difficult [35].
Therefore, accurate theoretical procedures for the determi-
nation of the thermal expansion coefficients of 2D materials
are indispensable. As the NTE behavior typically originates
from the presence of low-energy anharmonic vibrations of
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atoms [36], the quasiharmonic approach is likely to miss the
full extent of the phenomenon. On the other hand, molecular
dynamics (MD) is an elaborate method which incorporates
full anharmonic interactions. However, its required large sim-
ulation system sizes to simulate thermal expansion behavior is
usually a limiting factor for more accurate quantum level cal-
culations, and therefore, it is studied more predominantly by
various classical interaction potentials to date [20,31–33]. In
this respect, we investigate thermal expansion coefficients of
graphene h-BN, h-GaN, and h-AlN monolayers directly by ab
initio MD simulations as well as the quasiharmonic approxi-
mation (QHA) and Grüneisen framework. To our knowledge,
there is a lack of thermal expansion studies on monolayer
GaN and AlN, apart from one QHA paper on h-GaN [37]
showing NTE behavior only below RT with a maximum value
of −8 × 10−6 K−1 at 70 K.

II. METHODS

All simulations were performed by using density func-
tional theory (DFT) within the Vienna ab initio Simulation
Package (VASP) [38,39]. Local density approximation [40]
and projector augmented wave [41,42] methods were used
together with 500 eV plane-wave basis cutoff energy. For
the vibrational frequency calculations, the plane-wave basis
cutoff was increased to 700 eV. The vibrational frequencies
were acquired by using the PHONOPY code [43], which can
directly use the force constants obtained by density functional
perturbation theory [44] provided by the VASP code. Here,
7 × 7 × 1 conventional supercell structures and 5 × 5
× 1 � centered k-points grids were considered for all sys-
tems. Isothermal-isobaric, NPT [45,46] ensemble have been
selected for ab initio MD [47,48] simulations. We only ap-
plied the constant pressure algorithm to the two lattice vectors
parallel to the 2D plane, leaving the third vector unchanged
during the simulation. MD simulations were carried for a set
of constant temperatures ranging from 50 to 600 K. At each
temperature, all ab initio MD simulations lasted at least 8 ps
with a time step of 1 fs. The friction coefficients of atomic and
lattice degrees of freedom were set to 5 ps−1, and the external
pressure was kept at 0 Pa.

III. RESULTS

To estimate the thermal expansion coefficient from QHA,
all phonon frequencies of relaxed systems were calculated to-
gether with compressed and strained systems. Figure 1 shows
phonon dispersion relations of graphene as an example. Al-
though no negative frequencies exist for relaxed and strained
configurations, imaginary frequencies exist for the first mode
close to the � point in all the compressed configurations
starting from 0.25% compression. As imaginary frequencies
are not valid in QHA, we fitted vibrational frequencies of the
compressed systems according to the linear relation obtained
from the strained phonons. The fitted phonon frequencies
correct the negative frequencies of the first mode, while the
rest of the vibrational modes match very accurately with the
existing ones. The same procedure was also applied to h-BN,
h-AlN, and h-GaN systems, and similar results were obtained.

FIG. 1. Phonon dispersion relations of relaxed, 1% strained, and
1% compressed graphene monolayers. Dashed line shows the cor-
rected phonon curves of the compressed case.

When noncorrected phonons, which have negative phonon
frequencies, are used in QHA, thermal expansion values
underestimate significantly. For h-GaN, the position of the
minimum and the general shape matches well with the pre-
vious QHA paper [37]. For graphene and h-BN, thermal
expansion values become positive at around 350 and 400 K,
respectively, while for h-AlN and h-GaN, they become posi-
tive just before RT. On the other hand, with corrected phonons,
thermal expansion values are negative for all systems in the
covered temperature range 100–600 K. The NTE behavior
is found to be giant for h-GaN and h-AlN, with similar
values around −20 × 10−6 K−1 at RT. For h-BN, it is esti-
mated around −10 × 10−6 K−1 at RT, while for graphene, it
is around −6 × 10−6 K−1.

Thermal expansion (α) can be also obtained by the
Grüneisen framework approach by calculating mode-
dependent Grüneisen parameters (γq, j )

γq, j = − a0

ωq, j

∂ωq, j

∂a
, (1)

and the mean Grüneisen parameter (γmean)

γmean ≡
∑

q, j γq, jcq, j
∑

q, j cq, j
, (2)

as

α = γmeanCV

BT V0

∣
∣
∣
a,T

, (3)

where a0 is the unit cell constant, ωq, j is the vibrational fre-
quency corresponding to wave vector q and mode j, cq, j is the
mode specific heat, CV is the heat capacity, and BT is the bulk
modulus. We calculated the thermal expansion coefficient by
considering 0.25% strained systems as the phonon behavior
deviates from linearity with the increasing strain. Figure 2
shows that the thermal expansion behavior from the Grüneisen
framework and from corrected QHA are the same, while the
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FIG. 2. Calculated thermal expansion coefficients of graphene
and two-dimensional (2D) nitrides by molecular dynamics (MD)
simulations, quasiharmonic approximation (QHA), and the
Grüneisen framework.

absolute values of the Grüneisen framework are slightly larger
than QHA in magnitude.

Strong anharmonicity of lattice vibrations are expected
generally for 2D materials, and it is argued that anharmonicity
is fundamental for their stability. In the case of graphene,
for example, the anharmonic coupling between bending and
stretching modes, which are decoupled in the harmonic ap-
proximation, can stabilize the flat phases by suppressing the
long-wavelength fluctuations [27,34,49]. As given in Eq. (1),
mode Grüneisen parameters are basically the strain depen-
dence of phonon frequencies, and they are often used as a
heuristic method to quantify anharmonicity. Mode Grüneisen
parameters calculated over full mesh are given in Fig. 3 for

FIG. 3. Calculated (a) mode Grüneisen parameters, (b) energy
vs strain curves, and (c) heat capacity vs temperature curves for
graphene and two-dimensional (2D) nitrides.

all considered 2D systems. The ZA branch (the out-of-plane
vibration) is the main negative contributor in all four systems,
while the optic branches are condensed around 0. For h-AlN
and especially for h-GaN, the other acoustic branches also
start to contribute negative means, which indicate stronger
anharmonicity for these materials, and it is also reflected in
their stronger NTE behavior.

The potential energy change due to the strain can also hint
at phonon anharmonicity from another point of view. Here,
the strain is defined by the change of the lattice constant di-
vided by its relaxed value, [(a − a0)/a0]. The potential energy
wells (given in Fig. 3) obtained from strained and compressed
systems with respect to the positive and negative atomic dis-
placements were found strongly asymmetric and thus deviate
from harmonic behavior. The cubic terms of the polynomial
fitting quantify the order of the anharmonicity as −421, −357,
−332, and −317 meV Å−3 for h-GaN, graphene, h-AlN, and
h-BN, respectively. The values for h-GaN and graphene are
in good agreement with the results of a previous paper [50].
This anharmonicity consideration is also in line with the MD
simulations, where the bond length distribution around the
equilibrium shows an asymmetry from harmonic behavior,
and more states were found for larger distances than the
smaller ones [see Fig. 4(a) in the next part as an example for
h-GaN].

Another indication of the strong anharmonicity is the in-
crease of specific heat beyond the Dulong-Petit limit (see
Fig. 3 inset). The heat capacity values obtained from QHA
exceed the Dulong-Petit limit, even before 200 K for h-GaN
and h-AlN, and increase with the increasing temperature. The
order is found as h-GaN > h-AlN > h-BN > graphene. The
heat capacity values obtained from ab initio MD simulations,
on the other hand, show a constant behavior within the temper-
ature range (100–600 K), as in the case of a previous Monte
Carlo paper on graphene [27], but sits above Dulong-Petit
limit with similar values around 25.2 Jmol−1 K−1 for all four
systems. All in all, the perceived anharmonicity order matches
well with the order in thermal expansion coefficients in gen-
eral, as the anharmonicity is the main driving force for the
NTE behavior in 2D materials [36].

To include the full anharmonic effects into the consid-
eration of the thermal expansion behavior, ab initio MD
simulations were conducted directly at DFT level. As the
rippling effects are important in the NTE behavior of 2D
materials, the size of the system under the periodic bound-
ary conditions becomes significant and should be treated
carefully. Thus, also considering the limits of the DFT-type
quantum mechanical calculations, we constructed four differ-
ent system sizes containing 112, 240, 336, and 448 atoms
inside rectangular unit cells in the xy plane. The most drastic
difference was found for the graphene system; for the small-
est system size, the area of the cell almost does not change
with increasing temperature and therefore underestimates the
thermal expansion significantly (see Fig. 5). For 2D nitrides,
differences are smaller, and the results seem to converge as
the system size increases up to 448 atoms (see Fig. 5). The
normalized area values decrease for each material with the
increasing temperature, as expected, and the decreased order
in magnitude follows the same anharmonicity order between
the four considered materials: h-GaN > h-AlN > h-BN >
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FIG. 4. (a) Statistical structural analysis of 448-atom h-GaN ob-
tained from molecular dynamics (MD) simulations. The bond length
distribution is given in the horizontal axis, while the position distri-
bution on the z axis is given in the vertical axis. Insets show the top
and side views of a MD timeframe. (b) Normalized bond lengths vs
temperature and rippling width vs temperature graphs of graphene
and two-dimensional (2D) nitrides obtained from MD simulations.

graphene. However, the radial distribution function analyses
show that the bond lengths increase linearly with the increas-
ing temperature for each system, and they seem independent
from the system size. On the other hand, variation of the atom
positions on the z axis is affected by the system size, as the
smaller unit cells do not allow the full extent of the rippling
behavior (do not excite long wavelength out-of-plane vibra-
tions, particularly in the ZA mode). Therefore, the calculated
thermal expansion coefficients were always found lower in
magnitude for smaller system sizes. Figure 4 shows explicitly
how the bond lengths and the rippling behaviors change with
respect to temperature in the 448-atom h-GaN system, and
the information for the other system sizes and other materials
are given in terms of rippling width (width in the z axis) and
normalized bond lengths ( dT

d0
). These results clearly depict that

the observed decrease in the area is solely due to the rippling
effects, which are the result of out-of-plane vibrations (ZA
mode).

The rippling behavior was found largest for h-GaN and
h-AlN, which causes the giant NTE behavior for these 2D
materials. In general, the order of the rippling behavior also
follows the order of the thermal expansion behavior: h-GaN
> h-AlN > h-BN > graphene. Previous papers have also

FIG. 5. Normalized area vs simulation temperature for molecular
dynamics (MD) calculations. (a) The data values of each MD frame
are shown in the top graph, while (b) the standard deviation is given
in the bottom graphs for each size.

reported that the NTE behavior in graphene is mainly from
rippling, and this paper confirms that this behavior is general
for 2D nitrides. Thermal expansion values around RT are
found as −31 × 10−6, −27 × 10−6, −7 × 10−6, and −2.5 ×
10−6 K−1 for h-GaN, h-AlN, h-BN, and graphene, respec-
tively, from the ab initio MD simulations by taking the base
as the largest 448-atom systems. The RT thermal expansion
value of −7 × 10−6 K−1 for h-BN is also in good agreement
with the results of the path integral of Monte Carlo and
self-consistent phonon method calculations, which consider
nuclear quantum effects, by Calvo et al. [51]. One should note
that the NTE values of h-GaN and h-AlN are gigantic, which
deserves scientific interest, as giant NTE materials are rare
and could be taken advantage of from a technological point
of view. Thus, experimental confirmation of the giant NTE
behavior of h-GaN and h-AlN should take precedence in 2D
materials research.

When we compare the thermal expansion values obtained
from the MD simulations with those from QHA, it can be
seen that the NTE behavior is overestimated by QHA in the
cases for graphene and h-BN and underestimated for h-AlN
and h-GaN. Thus, the absolute differences between QHA
and MD methods hint at a reverse trend for the thermal
expansion behavior with respect to the anharmonicity order.
This trend is also in line with the expected trend of stronger
NTE behavior for 2D materials with increasing anharmonic-
ity, which hints that the MD method captures the phenomenon
more completely than QHA in terms of anharmonicity. When
we compare our thermal expansion values for h-BN with
another theoretical paper [51] involving nuclear quantum ef-
fects, we can conclude that MD results are in quite good
agreement.
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IV. CONCLUSIONS

To sum up, in this paper, we investigated the NTE behav-
ior of graphene and 2D nitrides by ab initio MD and QHA
methods. Our results clearly demonstrate that, regardless of
the calculation method, h-GaN and h-AlN have giant NTE
coefficients, while the h-BN system has also much larger
NTE behavior than graphene. The anharmonicity considera-
tions were found consistent with the NTE behavior, and the
main contribution was found from the low-energy acoustic
phonons. Statistical analysis from the ab initio MD simula-
tions reveal that the bond length increases by the temperature

for all the temperature ranges considered, and thus, the NTE
behavior for 2D nitrides is solely from the rippling behavior
structurally.
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