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Role of phonon softening induced by anisotropic fluctuations in the
enhanced mobility at free glassy surfaces
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The surface of a glassy material exhibits enhanced mobility compared to the bulk counterpart, however the
underlying mechanism for this remains elusive. Herein, we present studies of the dynamical properties of a
prototypical glass-forming metallic liquid Zr50Cu50 as a function of the distance from both the free surface and
pinned surface using molecular dynamics simulations. We found that the surface mobility increases gradually on
approaching the free surface, with a concomitant increase of the non-Gaussianity. The phonon density of states
at the free surface exhibits lower characteristic frequencies than in the bulk and pinned surface. These results
suggest phonon softening caused by anisotropic fluctuations at free surfaces as an alternative physical mechanism
leading to the enhanced dynamics at free glassy surfaces from the perspective of collective excitations.
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I. INTRODUCTION

The dynamical properties at the free surface of glassy ma-
terials can be significantly different from those in the bulk.
For example, the surface mobility of glasses can be several
orders of magnitude higher, and shows a much weaker tem-
perature dependence than the bulk [1–10]. As a consequence,
the onset of crystallization is typically from the free surface,
with a distinct mechanism contrasting with what occurs in
the bulk [11–13]. From a fundamental point of view, study-
ing the near-surface mobility of glasses has the potential to
provide new insights about the structural relaxation and glass
transition [14,15], and from an application perspective the
presence of a more mobile surface has practical implications
for thin-film coatings related to lubrication, wear, and fric-
tion. The presence of the free surfaces leads to a substantial
decrease of the glass transition temperature (Tg) of glass thin
films [16], but on the other hand the enhanced surface mobility
accelerates the sampling of lower energy configurations of
the system during physical vapor deposition, creating glasses
that are kinetically and thermodynamically ultrastable with
increased Tg, higher density, and improved mechanical prop-
erties [17–21].

In the last few years, enhanced mobility at free surfaces
has been observed in diverse glass-forming systems including
metallic glasses [5,22], molecular glasses [2], polymers [3],
and silicon [9]. However, a thorough understanding of the
underlying mechanism is still lacking. Theorists are seeking
an appropriate explanation by applying existing theories of
glass transition [14] or proposing new theories that specifi-
cally address the surface phenomena [23,24]. For example,
the random first order transition (RFOT) theory attributes the
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enhanced surface mobility to the shorter dynamical cor-
relation length therein, while Lonard et al. consider the
vapor-glass interface as a macroscopic dynamic heterogeneity
that has an analogous enhancement found at the microscopic
level in the mobile regions generated by thermal fluctua-
tions [25]. Recent experimental studies found that the fast
surface diffusion is decoupled from the film’s relaxation dy-
namics, opening new questions on the nature of glassy surface
mobility [26,27]. While it is difficult to directly investigate
the microscopic dynamics of a glass surface with experiments,
atomistic simulations can be an appropriate and effective tool.

In this work, we studied the surface dynamics of a model
metallic glass former, Zr50Cu50, at both free surfaces and
pinned surfaces using molecular dynamics (MD) simulations.
The results show that, for both elements, the lateral mobility
at the free surface is evidently enhanced, accompanied by a
counterintuitive increase of the non-Gaussian parameter α2(t ).
Furthermore, by computing the vibrational density of states,
we found that the phonon modes at the free surface shift to
lower energy compared with that of the bulk. These findings
reveal a distinct dynamical mechanism associated to the en-
hancement of mobility at the free surface of glasses.

II. METHODS

The MD simulations were performed using LAMMPS
[28] with a 1 fs integration time and covered a wide tempera-
ture range from 900 K to 1,200 K between the glass transition
point Tg = 677 K and the melting point Tm = 1,231 K [29].
The interactions between the Zr and Cu atoms were described
by a binary embedded atom method (EAM) potential [30,31].
For the bulk system, we used a cubic box with 40,000 atoms
(20,000 Zr and 20,000 Cu) and periodic boundary conditions
enforced in all three dimensions. We first heated up the system
to 2,000 K and equilibrated it at zero external pressure, and
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then cooled it down to the subsequent target temperatures
with a cooling rate of 1 K/ps. At each target temperature, we
reequilibrated the system at zero external pressure to obtain
the correct density. Afterwards, we reequilibrated the system
in the constant temperature, constant volume (NVT) ensemble
and collected the production trajectory. For the systems with
free surfaces, we placed the same number of atoms in a slab
with a length (along the z axis) of 40 Å. The width and the
height (along the x and y axis) of the slab were set according
to the density. After the system was reequilibrated in the NVT
ensemble, we created two free surfaces by doubling the size of
the simulation box along the z axis. For comparison, we also
created another simulation system with two pinned surfaces
by fixing all atoms in a 5 Å layer of the surface. We reequi-
librated each system in the NVT ensemble after the surfaces
were created, then we collected the production trajectory. All
results presented are based on the average of the two surfaces
of each slab. The statistical analysis was performed using the
LIQUIDLIB package [32] developed by our group.

III. RESULTS AND DISCUSSIONS

Figure 1(a) shows the density profiles of the free and
pinned surface systems for both the Zr and Cu atoms, as
well as their averages. The density is calculated by slicing
the system into layers 1.0 Å thick along the z axis. Periodic
density variations down to z ≈ −10 Å deep indicative of
layered structure are observed for both the free and pinned
surface systems. This is consistent with previous experimen-
tal observations [33–37]. In the free surface case, the two
outermost layers are rich in Zr. This could be attributed to
the stronger attractive interaction between Cu atoms than that
between Zr atoms [30]. As the structural symmetry is broken
at the free surface, imbalanced interactions are produced. Cu
atoms tend to stay in the bulk and fully coordinated, leaving
relatively more Zr at the free surface as a consequence.

For dynamical quantities, we sliced the system into layers
1 Å thick along the z axis. The dynamical quantities were
then computed along the xy plane for each layer. An atom
is assigned to a certain layer if it remains in that layer both
at the initial time t0 and the inspection time t . We computed
the number of atoms that moved out of the layer at 0.1 ps, the
boundary between the ballistic and diffusional motions, and
found that the out-of-plane contribution to the overall mobility
is negligible compared to the in-plane counterpart. Figure 1(b)
shows the lateral (i.e., along the xy plane) diffusion coeffi-
cient Dxy as a function of the depth z to the surface. Here,
Dxy is obtained by integrating the velocity autocorrelation
function in the xy plane using the Green-Kubo relation D =
1
d

∫ ∞
0 〈vxy(0) · vxy(t )〉dt [38], where d = 2 in this case. One

can clearly see that the diffusion of both elements increases
continuously when the free surface is approached. The depth-
dependent lateral diffusion coefficient Dxy can be described
by an exponential form suggested by the RFOT [14] as well
as a double exponential form suggested by the elastically
cooperative nonlinear Langevin equation (ECNLE) [39–41].
However, the data quality is not sufficient to discriminate
between these theories.

For comparison, we also computed the Dxy for the pinned
surface system using the same protocol. In contrast to the

FIG. 1. (a) The normalized density profiles of the free and pinned
surface systems at 900 K. The pink region represents the metallic
liquids. The surface is located at z = 0. The density of the free
surface system was shifted by 0.5 for clarity. The black solid lines
are the average densities. (b) The lateral diffusion coefficient (along
the xy plane) as a function of depth from the free (solid symbols) and
pinned (open symbols) surfaces at 900 K. The two horizontal solid
lines represent 2/3 of the diffusion coefficients of Cu (blue) and Zr
(red) in the bulk metallic glass. The dashed lines are the RFOT fits
near the free surface, and the ECNLE fits near the pinned surface.

free surface case, Dxy of the pinned surface system shows a
continuous decrease [Fig. 1(b)] as the surface is approached.
This observation agrees with previous studies of the structural
relaxation time defined by the self intermediate scattering
functions which trace the same subsets of particles at various
time intervals [39,42,43]. As the ECNLE theory and simu-
lations have shown the existence of an exponential form for
ln[τ (z)/τ∞] instead of τ (z) near the pinned surface [39–41],
we also presented the corresponding fits in Fig. 1(b). Note
that both the free and the pinned surfaces show similar pe-
riodic density variations [Fig. 1(a)], however their dynamics
are distinctly different, one accelerated and the other slowed
down compared to the bulk. This observation suggests that the
formation of ordered layer structure or the density is not the
immediate cause of the dynamics modifications, in agreement
with the previous studies [44,45]. One striking observation
is that the dynamics are enhanced even in the densest layer
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FIG. 2. The mean squared displacement (left axis) and nor-
malized velocity autocorrelation function (right axis) for (a) Zr
and (b) Cu at 900 K at the free surface, the pinned surface, and
in the bulk.

between 1 and 2 Å from the free surface (the dark pink stripe
shown in Fig. 1).

To further inspect the dynamical process, we plotted the
lateral mean squared displacement (MSD) and velocity auto-
correlation function (VACF) at 900 K in Fig. 2 for the free
and pinned surface systems in this −2 < z < −1 Å layer as
well as the bulk. The densities of the two surface systems
in this layer are higher than that of the bulk, so free volume
is the not reason of the enhanced dynamics. The dynamical
behavior of Zr [Fig. 2(a)] and Cu [Fig. 2(b)] are similar. In
the diffusive regime at t > 1 ps, the enhanced mobility of
the free surface system is evident with larger MSD than the
bulk. In contrast, the pinned surface system shows suppressed
mobility with much smaller MSD. Within the ballistic regime
t < 0.1 ps, the MSD shows no obvious difference among all
three systems, all following 〈r2〉∝t2. However, the VACF up
to 1 ps exhibits clearly different behaviors. The VACF of the
free surface system decays slower than that of the pinned
surface system and the bulk. This suggests a much weaker
“cage” effect in the free surface system despite its higher
density. In that sense, these results are in agreement with the
observation by Sun et al. that the Debye-Waller factor shows
a remarkable reduction at the free surface [46].

To quantify the short time collective dynamics, we com-
puted the density of states (DOS) by Fourier transforming
the VACF (shown in Fig. 3). In the bulk, the DOS of

FIG. 3. The density of states (DOS) at the free surface, the
pinned surface, and in the bulk for (a) Zr and (b) Cu at 900 K.

Cu exhibits two maxima at approximately 13 and 22 meV,
indicating the existence of two phonon-like excitation modes.
The DOS of Zr shows a similar distribution, except that the
population of the high energy mode with a longitudinal na-
ture [47] is weaker and shows up as a shoulder. In contrast,
in the free surface system, the high energy mode is signifi-
cantly reduced, and the low energy mode is shifted to even
lower energy. Similar behavior has been observed recently
at the free surface of silica glasses [48], pointing toward a
universal character. Therefore, from the perspective of collec-
tive excitations, the surface of glass exhibits more liquid like
behavior than the bulk because the phonons are significantly
softened.

The features of the DOS of the pinned surface system are
largely the same as the bulk, with one peculiar exception at
the low energy end (E < 5 meV). The population of these
low energy modes shows a remarkable decrease. This is in
sharp contrast to the case of free surfaces, where these low
energy modes are enhanced. In other words, the low energy
collective excitations are prone to the presence of walls or
surfaces. The correlation between this phonon behavior with
the lateral diffusions [Fig. 1(b)] suggest that the enhanced dy-
namics at the free surface could come from phonon softening,
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whereas the suppressed dynamics at the pinned surface is due
to phonon hardening. Our observation is consistent with the
ECNLE theory by Schweizer et al. [23], which attributed the
higher mobility at the free surface to a softer confinement
potential. Computational evidence of the relation between
altered diffusion and vibration of confined supercooled liquids
at surfaces has also been provided by Vogel et al. [40,41].
Additionally, Sun et al. proposed that the Debye-Waller factor
as the origin of the enhanced dynamics at the free surface [46].
Herein, by comparing the free surface and pinned surface,
we move further to suggest that softening of the phonon
modes is the underling physical mechanism. This picture is
favored by the previous observation of Ding et al. in a similar
metallic glass that the atoms participating preferentially in
soft vibrational modes have the highest propensity to undergo
rearrangements [49].

Lastly, to further investigate the origin of the phonon
softening, we study the non-Gaussian behavior of free sur-
face system. The non-Gaussian parameter α2(t ) describes the
degree of the deviation of the dynamics from a Gaussian
behavior [50,51]. The maximum of α2(t ), α∗

2 , directly reflects
the degree of non-Gaussianity of the system’s dynamics. In
two dimensions (2D), the non-Gaussian parameter is defined
as α2(t ) = 〈�r4〉

2〈�r2〉2 [52]. Figure 4(a) shows α2(t ) as a func-
tion of time t at 900 K for different distances z from the
surface. The inset shows their maxima α∗

2 as a function of
the depth z. From the bulk to the free surface, α∗

2 decreases
slightly for z < −5 Å, and surprisingly increases rapidly on
approaching the surface from z > −5 Å. In other words, the
non-Gaussianity is enhanced close to the free surface. Further-
more, the characteristic relaxation time defined at α∗

2 is shifted
towards a shorter timescale on approaching the free surface, in
agreement with the observed enhanced dynamics at the free
surface [Fig. 1(b)].

Figures 4(b) and 4(c) present the α∗
2 of Zr and Cu, re-

spectively, as a function of z and temperature T , from which
we can clearly identify the existence of a surface layer with
much larger value of α∗

2 than the bulk across the investigated
temperature range from 1200 to 900 K. As the temperature
is decreased, the depth of this layer with enhanced non-
Gaussianity increases from ∼3 Å (about one atomic layer) at
1200 K to ∼5 Å (about two atomic layers) at 900 K, and α∗

2
also increases.

It is generally accepted that the dynamics in supercooled
liquids and glasses is heterogeneous, with individual re-
laxing units in the system having site-specific relaxation
times [53]. This so-called dynamic heterogeneity is of-
tentimes quantified by the four-point correlation functions
χ4(t ) [54–56], but sometimes can also be quantified by the
non-Gaussian parameter [51,57–68]. This is because both
quantities are enhanced simultaneously in supercooled liquids
and glasses [60–62,69,70]. However, an enhanced non-
Gaussianity does not necessarily imply more heterogenous
dynamics. Actually, non-Gaussianity has also been associated
with heterogenous fluctuations [71], intermittency or temporal
heterogeneity [72], spatial anisotropy [72], and anharmonic-
ity [73]. As shown in Fig. 4, the liquid dynamics are more
non-Gaussian close to the free surface, nonetheless the dy-
namics are enhanced. Therefore, we attribute this observed

FIG. 4. (a) The non-Gaussian parameter α2(t ) at various dis-
tances z from the free surface at 900 K. The α2(t ) of Cu is shifted
by 0.2 for clarity. The colored arrows indicate the distance from the
bulk to the surface. The inset shows the maxima of the non-Gaussian
parameter α∗

2 as a function of the depth z. (b) and (c) show the
α∗

2 as functions of the depth z and temperature T for Zr and Cu,
respectively. A surface layer with large non-Gaussianity is evident in
all temperatures.

enhanced non-Gaussianity to the anisotropic fluctuations at
the free surface, which is a special kind of spatially het-
erogenous fluctuation at surfaces [71]. Likewise, the phonon
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softening at the free surface also comes from the anisotropic
fluctuations. On the other hand, the small number of atoms
in each layer do not allow us to compute χ4(t ) reliably. The
rough χ4(t ) calculation seems to suggest a decreasing trend
of the dynamic heterogeneity on approaching the free surface,
however a definite conclusion on the behavior of dynamic
heterogeneity cannot be drawn.

IV. CONCLUSIONS

In conclusion, by comparing with the bulk and pinned sur-
face systems we found that, at the free surface of disordered
Zr50Cu50, the atomic mobility is faster, the low energy collec-
tive excitations modes (DOS) are enhanced, and the dynamics
are more non-Gaussian. Indeed, the softened phonon modes

can facilitate the structural rearrangements of the liquids and
glasses and thus contribute to an enhanced dynamics at free
surfaces. This picture suggests phonon softening caused by
anisotropic fluctuations at surfaces, evidenced by the en-
hanced non-Gaussian behavior, as an alternative physical
mechanism leading to the enhanced dynamics at free glassy
surfaces from the perspective of collective excitations.

ACKNOWLEDGMENTS

This work is supported by the U.S. Department of En-
ergy, Office of Science, Basic Energy Sciences, Materials
Sciences and Engineering Division, under Award Number
DE-SC0014084.

[1] Z. Fakhraai and J. A. Forrest, Science 319, 600 (2008).
[2] L. Zhu, C. W. Brian, S. F. Swallen, P. T. Straus, M. D. Ediger,

and L. Yu, Phys. Rev. Lett. 106, 256103 (2011).
[3] Z. Yang, Y. Fujii, F. K. Lee, C.-H. Lam, and O. K. C. Tsui,

Science 328, 1676 (2010).
[4] Y. Chai, T. Salez, J. D. McGraw, M. Benzaquen, K. Dalnoki-

Veress, E. Raphaël, and J. A. Forrest, Science 343, 994
(2014).

[5] C. R. Cao, Y. M. Lu, H. Y. Bai, and W. H. Wang, Appl. Phys.
Lett. 107, 141606 (2015).

[6] K. Paeng, S. F. Swallen, and M. D. Ediger, J. Am. Chem. Soc.
133, 8444 (2011).

[7] S. Ashtekar, J. Lyding, and M. Gruebele, Phys. Rev. Lett. 109,
166103 (2012).

[8] S. Ashtekar, D. Nguyen, K. Zhao, J. Lyding, W. H. Wang, and
M. Gruebele, J. Chem. Phys. 137, 141102 (2012).

[9] S. Ashtekar, G. Scott, J. Lyding, and M. Gruebele, Phys. Rev.
Lett. 106, 235501 (2011).

[10] S. Ashtekar, G. Scott, J. Lyding, and M. Gruebele, J. Phys.
Chem. Lett. 1, 1941 (2010).

[11] Y. Sun, L. Zhu, K. L. Kearns, M. D. Ediger, and L. Yu, Proc.
Natl. Acad. Sci. 108, 5990 (2011).

[12] C. Tang and P. Harrowell, J. Chem. Phys. 148, 044509
(2018).

[13] L. Chen, C. R. Cao, J. A. Shi, Z. Lu, Y. T. Sun, P. Luo, L. Gu,
H. Y. Bai, M. X. Pan, and W. H. Wang, Phys. Rev. Lett. 118,
016101 (2017).

[14] J. D. Stevenson and P. G. Wolynes, J. Chem. Phys. 129, 234514
(2008).

[15] Q. Yang, S.-X. Peng, Z. Wang, and H.-B. Yu, Natl. Sci. Rev. 7,
1896 (2020).

[16] C. J. Ellison and J. M. Torkelson, Nat. Mater. 2, 695 (2003).
[17] S. F. Swallen, K. L. Kearns, M. K. Mapes, Y. S. Kim, R. J.

McMahon, M. D. Ediger, T. Wu, L. Yu, and S. Satija, Science
315, 353 (2007).

[18] K. L. Kearns, T. Still, G. Fytas, and M. D. Ediger, Adv. Mater.
22, 39 (2010).

[19] H.-B. Yu, Y. Luo, and K. Samwer, Adv. Mater. 25, 5904 (2013).
[20] H. B. Yu, M. Tylinski, A. Guiseppi-Elie, M. D. Ediger, and R.

Richert, Phys. Rev. Lett. 115, 185501 (2015).

[21] P. Luo, C. R. Cao, F. Zhu, Y. M. Lv, Y. H. Liu, P. Wen, H. Y.
Bai, G. Vaughan, M. di Michiel, B. Ruta, and W. H. Wang, Nat.
Commun. 9, 1 (2018).

[22] C. R. Cao, L. Yu, and J. H. Perepezko, Appl. Phys. Lett. 116,
231601 (2020).

[23] S. Mirigian and K. S. Schweizer, J. Chem. Phys. 141, 161103
(2014).

[24] K. S. Schweizer and D. S. Simmons, J. Chem. Phys. 151,
240901 (2019).

[25] S. Léonard and P. Harrowell, J. Chem. Phys. 133, 244502
(2010).

[26] Y. Zhang and Z. Fakhraai, Proc. Natl. Acad. Sci. 114, 4915
(2017).

[27] M. Chowdhury and R. D. Priestley, Proc. Natl. Acad. Sci. 114,
4854 (2017).

[28] S. Plimpton, J. Comput. Phys. 117, 1 (1995).
[29] S.-W. Lee, M.-Y. Huh, E. Fleury, and J.-C. Lee, Acta Mater. 54,

349 (2006).
[30] Y. Q. Cheng and E. Ma, Prog. Mater. Sci. 56, 379 (2011).
[31] Y. Q. Cheng, E. Ma, and H. W. Sheng, Phys. Rev. Lett. 102,

245501 (2009).
[32] N. P. Walter, A. Jaiswal, Z. Cai, and Y. Zhang, Comput. Phys.

Commun. 228, 209 (2018).
[33] M. J. Regan, E. H. Kawamoto, S. Lee, P. S. Pershan, N. Maskil,

M. Deutsch, O. M. Magnussen, B. M. Ocko, and L. E. Berman,
Phys. Rev. Lett. 75, 2498 (1995).

[34] O. M. Magnussen, B. M. Ocko, M. J. Regan, K. Penanen, P. S.
Pershan, and M. Deutsch, Phys. Rev. Lett. 74, 4444 (1995).

[35] W. J. Huisman, J. F. Peters, M. J. Zwanenburg, S. A. de Vries,
T. E. Derry, D. Abernathy, and J. F. van der Veen, Nature 390,
379 (1997).

[36] O. G. Shpyrko, A. Y. Grigoriev, R. Streitel, D. Pontoni, P. S.
Pershan, M. Deutsch, B. Ocko, M. Meron, and B. Lin, Phys.
Rev. Lett. 95, 106103 (2005).

[37] O. G. Shpyrko, R. Streitel, V. S. K. Balagurusamy, A. Y.
Grigoriev, M. Deutsch, B. M. Ocko, M. Meron, B. Lin, and
P. S. Pershan, Science 313, 77 (2006).

[38] R. Kubo, J. Phys. Soc. Jpn. 12, 570 (1957).
[39] W. Kob, S. Roldán-Vargas, and L. Berthier, Nat. Phys. 8, 164

(2012).

085424-5

https://doi.org/10.1126/science.1151205
https://doi.org/10.1103/PhysRevLett.106.256103
https://doi.org/10.1126/science.1184394
https://doi.org/10.1126/science.1244845
https://doi.org/10.1063/1.4933036
https://doi.org/10.1021/ja2022834
https://doi.org/10.1103/PhysRevLett.109.166103
https://doi.org/10.1063/1.4757975
https://doi.org/10.1103/PhysRevLett.106.235501
https://doi.org/10.1021/jz100633d
https://doi.org/10.1073/pnas.1017995108
https://doi.org/10.1063/1.5010051
https://doi.org/10.1103/PhysRevLett.118.016101
https://doi.org/10.1063/1.3041651
https://doi.org/10.1093/nsr/nwaa100
https://doi.org/10.1038/nmat980
https://doi.org/10.1126/science.1135795
https://doi.org/10.1002/adma.200901673
https://doi.org/10.1002/adma.201302700
https://doi.org/10.1103/PhysRevLett.115.185501
https://doi.org/10.1038/s41467-017-02088-w
https://doi.org/10.1063/5.0007838
https://doi.org/10.1063/1.4900507
https://doi.org/10.1063/1.5129405
https://doi.org/10.1063/1.3511721
https://doi.org/10.1073/pnas.1701400114
https://doi.org/10.1073/pnas.1704886114
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1016/j.actamat.2005.09.007
https://doi.org/10.1016/j.pmatsci.2010.12.002
https://doi.org/10.1103/PhysRevLett.102.245501
https://doi.org/10.1016/j.cpc.2018.03.005
https://doi.org/10.1103/PhysRevLett.75.2498
https://doi.org/10.1103/PhysRevLett.74.4444
https://doi.org/10.1038/37069
https://doi.org/10.1103/PhysRevLett.95.106103
https://doi.org/10.1126/science.1128314
https://doi.org/10.1143/JPSJ.12.570
https://doi.org/10.1038/nphys2133


YANQIN ZHAI, PENG LUO, AND Y Z PHYSICAL REVIEW B 103, 085424 (2021)

[40] F. Klameth and M. Vogel, J. Phys. Chem. Lett. 6, 4385 (2015).
[41] R. Horstmann, E. P. Sanjon, B. Drossel, and M. Vogel, J. Chem.

Phys. 150, 214704 (2019).
[42] P. Scheidler, W. Kob, and K. Binder, J. Phys. Chem. B 108,

6673 (2004).
[43] K. Watanabe, T. Kawasaki, and H. Tanaka, Nat. Mater. 10, 512

(2011).
[44] J. Mittal, J. R. Errington, and T. M. Truskett, J. Chem. Phys.

126, 244708 (2007).
[45] G. Goel, W. P. Krekelberg, J. R. Errington, and T. M. Truskett,

Phys. Rev. Lett. 100, 106001 (2008).
[46] G. Sun, S. Saw, I. Douglass, and P. Harrowell, Phys. Rev. Lett.

119, 245501 (2017).
[47] S. Nakashima, Y. Kawakita, T. Otomo, R. Suenaga, A. Q. R.

Baron, S. Tsutsui, S. Kohara, S. Takeda, K. Itoh, H. Kato,
T. Fukunaga, and M. Hasegawa, in Journal of Physics: Con-
ference Series, Vol. 92 (IOP Publishing Ltd., Bristol, 2007),
p. 012136.

[48] Z. Zhang, S. Ispas, and W. Kob, J. Chem. Phys. 153, 124503
(2020).

[49] J. Ding, S. Patinet, M. L. Falk, Y. Cheng, and E. Ma, Proc. Natl.
Acad. Sci. 111, 14052 (2014).

[50] A. Rahman, K. S. Singwi, and A. Sjölander, Phys. Rev. 126,
986 (1962).

[51] A. Jaiswal, T. Egami, and Y. Zhang, Phys. Rev. B 91, 134204
(2015).

[52] Z. Huang, G. Wang, and Z. Yu, arXiv:1511.06672.
[53] R. Richert, J. Phys.: Condens. Matter 14, R703 (2002).
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