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Fermi surface of the skutterudite CoSb3: Quantum oscillations and band-structure calculations
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The unfilled skutterudite CoSb3 is a small-gap semiconductor which was predicted to be close to a strain-
induced transition to a topological-insulator phase passing through a topological quantum critical point. As a
starting point to strain measurements, the aim of this work is to characterize the electronic structure of as-grown
samples. Two types of samples, one grown in Sb flux and the other by an inclined rotary Bridgman technique, are
compared based on structural properties, resistivity, Hall effect, and magnetization. All samples appear metallic
with small growth-dependent hole doping. Measurements of quantum oscillations in magnetization and angle-
dependent electronic transport confirm the calculated band structure at ambient pressure. The Fermi surface
consists of a single spherical sheet at the Γ point, and the purest samples grown by the Bridgman technique have
a Fermi energy lying 25 meV below the valence-band edge. Band-structure calculations provide an accurate
description of the experimental results. Hence, this compound is suitable for an investigation of topological
states under strain.
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I. INTRODUCTION

Filled skutterudites are interesting solids and exhibit a large
number of fascinating properties such as superconductivity,
heavy fermion behavior, and Kondo insulator physics [1].
Some of them also have a great potential for thermoelectric
applications [2]. In contrast to the filled skutterudites, the
unfilled pure skutterudites (such as CoSb3) have been less
studied. Furthermore, their mostly semiconducting behavior
has to be reinterpreted in the light of new findings on topo-
logical Dirac and Weyl semimetals. Specifically, there is the
prediction that CoSb3 is a so-called proximate Dirac semicon-
ductor which could be tuned by strain towards a topological
critical point [3,4]. This means that a band touching point
(node) in the gap evolves upon the application of strain. The
closing and following inversion of the gap results in a Dirac
cone with characteristic linear dispersion near the Fermi en-
ergy and hence enables the study of a continuous transition
through a topological quantum critical point from a normal
semiconductor into a topologically nontrivial material [4,5].
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A weak doping (in contrast to the fully filled systems) may
have the same effect. For example, even a very small doping
with Ni leads to enormous changes in the Seebeck coefficient
and mobility [6]. This could be a first indication of a Dirac-
like dispersion. To understand the tuning effect (via doping or
strain), undoped CoSb3 single crystals have to be studied first.
Hence, the aim of this study is to confirm the calculated band
structure experimentally via quantum oscillations on CoSb3

crystals grown by two different methods, in order to corrob-
orate CoSb3 as a good starting material for investigations of
strain-induced topological transitions.

The pristine material fabricated by vapor transport and flux
techniques grows slightly hole doped with hole concentrations
between 1 × 1016 and 1 × 1018 cm−3 [7,8]. However, the re-
sults of the temperature dependence of the resistivity varied
between different studies; some reported metallic behavior,
whereas others reported a freeze-out of charge carriers at low
temperature [9–12].

The latest investigation into pristine samples was done by
analyzing the Shubnikov–de Haas (SdH) effect, which could
be observed in this material in high magnetic fields [7,13].
These measurements on unoriented crystals did not disagree
with ab initio calculations since the results were in accor-
dance with the picture of a single spherical Fermi surface
at the Brillouin-zone center [14]. They also observed a spin
splitting of the quantum oscillations (QOs), and deduced an
appreciably elevated g factor of −10.1. Unfortunately, their
data only allowed a limited analysis due to elevated noise
levels in pulsed magnetic fields and the observation of only
a few oscillations. In general, a detailed investigation of the
electronic structure and properties and their dependence on
the growth conditions is still lacking.
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In this study, two sets of as-grown samples are investigated:
one grown by a self-flux and a second using an inclined rotary
Bridgman (IRB) method [15]. By means of resistivity, Hall
effect, magnetization, and QOs therein, we show that the two
methods yielded crystals with a reproducible low charge den-
sity with dominantly hole charge carriers. The QOs confirm
the calculated band structure. We found that samples grown by
the IRB method are homogeneous, whereas signs of a sample-
dependent doping level and Sb inclusions occurred in the
flux-grown samples. We also investigated indium substitution
as a means of shifting the Fermi energy to the electron-doped
region.

II. EXPERIMENTAL AND COMPUTATIONAL METHODS

Sample growth. Two sets of CoSb3 samples were investi-
gated in this study. The first set was prepared by an inclined
rotary Bridgman (IRB) method. Details about the IRB tech-
nique can be found in Ref. [15]. In this method, an ampule
containing cobalt and an excess of antimony relative to the
stoichiometric ratio are placed in an oven, with the whole
assembly inclined by about 15◦ with respect to the horizon.
The ampule is rotated at 100 rpm, while it is retracted from
the oven at a rate of 2.4 mm per day. Crystals grown by
this technique appear as extremely homogeneous with sizes
of a few centimeters. These samples are labeled ”IRB” in the
figures.

The second set of samples was grown by the self-flux
method, utilizing an antimony-rich self-flux resulting in crys-
tals of up to 1 cm size, and showing facets along certain
high-symmetry planes of the cubic lattice. However, the bulk
of the material hosted some voids of millimeter size and Sb
inclusions, as observed via quantum oscillations as described
below. Powders of the elements Co (99.998 wt.%, Chempur)
and Sb (99.999%, Chempur) were mixed in the CoSb3 stoi-
chiometric ratio, compacted in steel dies without the use of
lubricants, and placed in glassy carbon crucibles, which were
then sealed into quartz ampoules under a pressure of 200 mbar
of Ar gas. They were reaction sintered at 600 ◦C for 5 days. In
a second step, several grams of these precursors were ground
and mixed with an excess of Sb in molar ratios CoSb3:Sb (1:9-
13), compacted, placed in glassy carbon crucibles, and sealed
into quartz ampoules. Crystal growth was accomplished by
heating up to 700 ◦C within 6 hours, followed by a soaking
time of 24 hours, then heating to 900 ◦C with soaking for
24 hours, followed by cooling to 650 ◦C within 10 days.
After crystal growth, the excess antimony was removed by
sublimation at 550 ◦C under dynamic vacuum of about 10−4

mbar. These samples are labeled “flux” in the figures.
With respect to the thermodynamic conditions, the two

methods do not differ. Since CoSb3 has a peritectic decom-
position temperature of 874 ◦C, the only way to crystallize it
in the binary Co-Sb system is from a Sb-rich solution having
at least 93 at.% Sb [15]. Whereas, in the self-flux method, only
very weak buoyancy-driven convection assists the slow mate-
rial transport by diffusion; the main idea of the IRB method
is a strong mixing of the solution by forced convection. This
may avoid constitutional supercooling, which is the origin of
fluid inclusion formation.

In order to study the relation between the lattice prop-
erties and the electronic structure of the crystals, all of
the batches were investigated by powder x-ray diffraction
(PXRD). PXRD measurement of IRB samples was carried out
in the diffractometer (X-ray Diffraction System XRD 3003
TT) with Bragg-Brentano geometry, using Cu-Kα1 radiation
(λ = 1.5406 Å) at 40 kV and 30 mA. Room-temperature
lattice parameters and the y and z parameters giving the an-
timony position were determined via the Rietveld refinement
method. A silicon standard (NIST 640c) was used as an in-
ternal standard for the determination of the lattice parameters.
PXRD measurements on powdered samples of the self-flux-
grown crystals were done with a Guinier Huber G670 image
plate camera applying Co-Kα radiation (λ = 1.78896 Å).
The lattice parameters and structural parameters were refined
using the WINCSD program package [16]. Chemical analysis
of Fe and of Ni trace impurities was performed by dissolv-
ing crystals in HCl/HNO3 (aqua regia) followed by ICP-MS
analysis on a Varian ICP-MS 820 system.

For the study with indium doping, we prepared two batches
of the nominal composition In0.05Co4Sb12 and In0.1Co4Sb12

by the IRB technique, which are labeled in this text as batches
“In0.05-CoSb3” and “In0.10-CoSb3,” respectively. By using
the electron probe micro analysis (EPMA) technique, it was
not possible to determine the real indium content of those
samples.

DFT. Relativistic density functional theory (DFT)
electronic-structure calculations were performed using
the full-potential FPLO code [17,18], version fplo18.00-52.
For the exchange-correlation potential, within the generalized
gradient approximation (GGA), the Perdew-Burke-Ernzerhof
parametrization [19] was chosen. These results were
compared to the local density approximation (LDA) [20].
The spin-orbit (SO) coupling was treated nonperturbatively,
solving the four-component Kohn-Sham-Dirac equation [21].
Calculations were done using experimental room-temperature
lattice parameters, as indicated in the text and figure captions.
The calculations were carried out on a well-converged mesh
of 27 000 points (30 × 30 × 30 mesh, 1256 points in the
irreducible wedge of the Brillouin zone).

Magnetization and resistivity. Magnetization as well as re-
sistivity measurements were used to study the electronic struc-
ture via quantum oscillations. Magnetization measurements
were performed in a Quantum Design (QD) superconducting
quantum interference device (SQUID) vibrating-sample mag-
netometer (VSM) at temperatures down to 2 K and magnetic
fields up to 7 T.

Resistance measurements were mostly performed in the
QD physical properties measurement systems (PPMS) at
fields up to 9 T or 14 T. Six contacts on the sample allowed
for a simultaneous measurement of the resistivity and the Hall
resistivity. A typical current of 5 mA was applied along the
[100] direction of the crystal. The magnetic field was applied
along the b axis, perpendicular to the current direction. The
Hall resistivity ρyx is related with the magnetic field B and
the carrier density nHall via ρyx = (nHalle)−1 B, where e is the
electron charge. It is positive for holelike charge carriers and
negative for electronlike carriers. A rotator probe was also
utilized for a full rotation study of the quantum oscillations.
For a few investigations of the high-field and low-temperature
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TABLE I. Impurity concentrations of Fe and Ni, and lattice constant a including the Sb position by y and z values, as determined by
chemical analysis and PXRD measurements, respectively. Numbers 1 to 5 are samples grown by the flux technique, and IRB is from the IRB
technique, where all measured samples showed the same values.

Sample Fe (ppm) Ni (ppm) a (Å) y z

Flux No. 1 26(3) 31(5) 9.0363(5) 0.3329(3) 0.1568(3)
Flux No. 2 13(1) 12(2) 9.0398(3) 0.3347(3) 0.1563(3)
Flux No. 3 <13 <3 9.0376(5) 0.3331(3) 0.1567(3)
Flux No. 4 46(5) 127(7) 9.0362(4) 0.3336(2) 0.1563(2)
Flux No. 5 9.0434(5) 0.3325(3) 0.1560(3)
IRB 9.0362(1) 0.3343(9) 0.1574(1)
In0.05-CoSb3 9.0373(1) 0.3340(9) 0.1572(1)
In0.10-CoSb3 9.0381(1) 0.3344(8) 0.1570(9)

properties, two 3He - 4He dilution refrigerators were oper-
ated, where Stanford Research SR830 and SR850 lock-In
amplifiers were mostly used. One of the dilution fridges was
equipped with a low-temperature transformer (LTT). In this
system, a National Instruments PXI controller for signal gen-
eration and AD conversion was employed, together with a
subsequent software lock-in procedure.

Quantum-oscillation analysis. Since the cross-sectional
area of the Fermi surface perpendicular to the applied mag-
netic field A⊥ is proportional to the frequency F of the
quantum oscillations as A⊥ = (2πe/h̄c)F , the change of the
oscillation’s frequency with angle will reveal the Fermi-
surface (FS) structure. Here, e is the electron charge, h̄ is
Planck’s constant divided by 2π , and c is the light velocity.
The de Haas–van Alphen (dHvA) oscillations in the magneti-
zation and Shubnikov–de Haas oscillations in the resistivity
were analyzed by removing a field-dependent background
using a polynomial function. The fast Fourier transform (FFT)
was applied to the oscillatory signal as a function of inverse
field using a Kaiser window with a = 6. For a given spherical
Fermi surface, the QO frequency F is related to the kF by
kF = √

F/F0π , and F0 = 10476 TÅ2.
The temperature dependence of the peak amplitude in the

FFT spectrum was used to determine the cyclotron effec-
tive mass m∗ of the charge carriers. Since the field window
is rather wide with respect to the field dependence of the

amplitude, special care had to be taken not to underestimate
the effective mass. The strategy to avoid this is detailed in
Ref. [22], where the field dependence by the Dingle term in
the Lifshitz-Kosevich term is taken into account. The thermal
damping factor A(T ) is the Lifshitz-Kosevich temperature
dependence, which has the form of A(T ) = ξ/sinh ξ with
ξ = π2m∗kBT/μBB. Here, kB is the Boltzmann constant and
μB is the Bohr magneton. D(1/B) is the Dingle term deter-
mined as D(1/B) = exp(−14.69TDm∗1/B) using the Dingle
temperature TD. TD is extracted from the width of the FFT line
shape [23].

Moreover, the mean free path λ was obtained from TD,
which is related to the scattering time τ by TD = h̄/(2πkBτ ).
Substituting the scattering time with the mean free path λ,
the Fermi velocity vF , and the latter with vF = h̄kF /m∗ yields
λ = h̄2kF /(2πm∗kBTD).

III. RESULTS AND DISCUSSION

Lattice parameters. The lattice parameters and antimony
positions are presented in Table I. See, also, the crystal
structure in Fig. 1(a). The largest deviations between the
batches appear in the antimony position z with almost 1%
difference. The IRB-grown samples show a lattice parame-
ter in agreement with the smallest parameter from the flux
growth.

FIG. 1. (a) Crystal structure of CoSb3 . (b) Band structure along the high-symmetry directions using structural parameters from Table I
for the IRB sample and batch flux No. 5. The indexing is shown in the Brillouin zone. The Fermi energy of the Fermi surface shown in (c) is
indicated by a dashed line. (c) The Fermi surface for the Fermi energy EF = −0.4 eV. The color code illustrates the magnitude of the Fermi
velocity on the surface.
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FIG. 2. (a) Magnetization M vs magnetic field B at T=2 K for
a flux-grown sample from the batch flux No. 2 (red curve) and
one sample grown by the IRB technique (blue curve). Note that
some flux-grown samples show a paramagnetic behavior on top of
the dominantly diamagnetic signal, such as the sample shown here.
(b) Normalized resistivity vs magnetic field at 2 K for the same
samples. ρ0 = ρ(B = 0T ) for IRB and flux samples are equal to
1.798 m	 cm and 1.041 m	 cm, respectively. The inset shows the
temperature dependence of the zero-field resistivity of these samples,
which confirms the metallic behavior. A slight increase in the resis-
tivity at the lowest temperatures was observed for the IRB samples.

DFT. First, we calculated the band structure using different
levels of approximation. A comparison of GGA and LDA
as well as the effect of the spin-orbit coupling (SOC) can
be seen in the Supplemental Material [25]. These different
approximations give essentially the same results: Three con-
duction bands (almost) meet at the band edge at the 
 point.
They are separated from a single valence band by a direct
gap of around 250 meV. The effect of a difference in lattice
parameters on the band structure is depicted in Fig. 1(b), using
the experimental room-temperature lattice parameters from
Table I of the IRB-grown samples (red) compared with the
batch flux No. 5 (black) which had the largest difference of
the lattice parameter and antimony position. Near the gap, the
band structures are very similar, with a slightly enhanced gap
for larger lattice parameter and smaller Sb position.

Overall, the DFT results are robust. Neither different DFT
functionals, the in- or exclusion of spin-orbit coupling, nor
reasonable changes in the structural parameters have a signif-
icant influence on the results when the Fermi energy is near
the gap.

If the Fermi energy is below the gap (hole doping), the
DFT calculations predict only one single band that gives
rise to a single, spherical Fermi surface, as depicted in
Fig. 1(c), leading to one quantum-oscillation frequency. If
the Fermi energy is in the electron-doped region, however,
three Fermi-surface sheets should appear with a shape differ-
ing from a simple sphere (see the paragraph about In-doped
samples).

A. Stoichiometric samples

Magnetization. The magnetization of CoSb3 can be found
in Fig. 2(a) for two samples: a sample from the batch
flux No. 2 and an IRB-grown sample. The samples are
diamagnetic with a susceptibility of around χm ≈ −8.6 ×
10−5 emu/mol Oe.

Many of the flux-grown samples show signs of param-
agnetism on top of a clear diamagnetic background. This
can be explained by magnetic impurities, i.e., the magnitude
of the paramagnetic contribution fits well with the order of
magnitude of a few ppm Fe and Ni, which were found via
chemical analysis (see Table I). For example, in the case of the
flux-grown sample No. 2, the chemical analysis gives 13 ppm
Fe and 12 ppm Ni. In comparison, a fit of the magnetization
with the sum of a Brillouin function and a diamagnetic back-
ground returns a magnetic impurity concentration of 50 ppm
and 74 ppm for the total angular momentum quantum number
J equal to 2 and 5/2, for Fe and Ni, respectively. On top of the
para- and diamagnetic background, dHvA oscillations can be
seen. In our samples, we find that those oscillations are more
pronounced in most of the flux-grown samples compared to
the IRB-grown ones, as depicted in Fig. 2(a). It is worth
noting that despite the expected strong sensitivity of quantum
oscillations to impurity scattering, no systematic variation of
the QO amplitude (and extracted mean free path) with the
magnetic impurity concentration was found (see Tables I and
II). The origin of this lies in the fact that the QOs observed in
most of the flux-grown batches stem from inclusions of pure
Sb from the flux, as can be inferred from the analysis of the
effective mass that will be described below. Sb is a semimetal
and therefore exhibits very strong de Haas–van Alphen oscil-
lations that can dominate the oscillatory magnetization signal
even when the volume of the Sb inclusions is small. Hence,
the given mean free path in Table II is the one in those Sb
inclusions and independent of the concentration of Fe and Ni
impurities most likely incorporated directly in the CoSb3.

The IRB samples are free from Sb inclusions and mag-
netic impurities. Visible quantum oscillations are intrinsic to
weakly impurity-doped CoSb3.

Resistivity. The resistivity as a function of temperature
can be seen in the inset of Fig. 2(b). It drops upon cool-
ing the sample down from room temperature, reflecting a
metallic behavior. This means that the natural doping during
crystal growth in CoSb3 is large enough to tune the Fermi
energy away from the gap. Unlike some reports [8–11], all
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TABLE II. Overview of our samples and their electronic properties: QO frequency F , mean free path λ, effective mass m∗ in units of the
free electron mass me, carrier density nQO obtained from quantum oscillations, and carrier density from the Hall measurements nHall.

Sample Observed effect F (B ‖ [100]) nQO nHall m∗/me λ

(T) (1018 cm−3) (1018 cm−3) (10−3) (nm)

QOs from CoSb3

IRB S1 dHvA and SdH 19.0 0.47 0.55 105 35
IRB S2 dHvA and SdH 20.4 0.52 0.65 93 30
IRB S3 dHvA and SdH 19.2 0.48 95 30
Flux No. 4 S1 SdH 57 2.6 10 122 30
Flux No. 4 S2 SdH 79 4.0 30 140 30

QOs from Sb inclusions

Flux No. 1 S1 dHvA 63 2.8 26 63 75
86 4.5

Flux No. 1 S2 dHvA 63 2.6 69 81
78 3.9 83 120

108 6.3 110 120
Flux No. 2 dHvA and SdH 70 3.3 3.5 75 220

104 6 100 140
Flux No. 3 dHvA 66 3 39 70 75

85 4.4 100 120

In0.05-CoSb3 0.6
In0.10-CoSb3 dHvA and SdH 25, 40 1.8 200 20

our as-grown samples are metallic despite having similar low-
temperature resistivity values and charge carrier densities as
the published ones. Many samples show a slight increase in
the resistivity at the lowest temperatures, with a minimum at
around 60 K, such as the IRB sample in the figure. Since there
is no complementing negative magnetoresistance, indicative
of weak-localization physics [26], this is attributed to the
temperature-dependent ionized impurity scattering [27]. The
residual resistivity is around 0.2 m	 cm to 2 m	 cm, and the
RRR = ρ(300 K )/ρ(4 K ) around 1 to 5. All the samples show
a typical magnetoresistive signal which behaves quadratic at
low fields [see Fig. 2(b)]. In contrast to the quantum os-
cillations in the magnetization, the SdH oscillations in the
resistivity are appreciably more pronounced in the IRB-grown
samples. The resistivity signal is dominated by the bulk of
the sample consisting of CoSb3 for both types of samples
and would not show a strong contribution from Sb inclusions.
Therefore, in the IRB samples (without Sb inclusions), quan-
tum oscillations from CoSb3 consistently appeared in both
magnetization and resistivity, whereas samples with Sb inclu-
sions showed QOs from Sb in magnetization and sometimes
very small QOs in the resistivity. Because these oscillations
are so small in the resistivity, we could not analyze the effec-
tive masses to unambiguously confirm the CoSb3 origin.

Hall effect. The Hall effect reveals that all as-grown sam-
ples without indium are hole doped (Fig. 3). The carrier
concentration was determined from the slope of ρyx and is
given in Table II. The Hall signal was usually perfectly linear
and only a few samples showed a slight curvature at fields
exceeding 5 T. As mentioned above, in the hole-doped region,
the Fermi surface is predicted to consist of a single, nearly
spherical Fermi surface centered around the 
 point. Samples
grown by the IRB method yield a hole concentration of 5.5 ×
1017–6.5 × 1017 cm−3 corresponding to a QO frequency of
19 T, in perfect agreement with the observed frequency (see

below). Crystals grown by the flux method yield larger charge
carrier concentrations, 3.5 × 1018–3.9 × 1019 cm−3.

Quantum oscillations. Quantum oscillations on the com-
plete set of magnetization and resistivity data on various
batches and samples were analyzed using the standard proce-

0 2 4 6 8
 B (T)

-2

1

0

1

2

yx
 (

m
 c

m
)

flux No. 1 S1
flux No. 2
flux No. 3
flux No. 4 S1
IRB S1
IRB S2
In0.05-CoSb

3

In0.10-CoSb
3

FIG. 3. Hall resistivity ρyx vs magnetic field B at T = 2 K for
samples from all growth batches (colored data, as indicated). The
slope (dashed straight lines) is inversely proportional to the carrier
concentration nHall given in Table II. As-grown samples have a pos-
itive Hall resistivity and are therefore hole doped, whereas In-doped
samples appear electron doped.
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FIG. 4. Oscillatory part of the (a) resistivity and (b) magnetization of an IRB sample as a function of (c) B−1 and the (d) corresponding FFT,
respectively. Temperatures as indicated. The inset in (c) shows that the frequency is independent of the field direction. The inset in (d) depicts
the temperature dependence of the oscillation amplitude from which the effective mass is extracted. (e) Angle-dependent magnetoresistance of
sample flux No. 4 S1 at 2 K. (f) Fourier transformation of the signal in (e). QOs and therefore FFT show an independent behavior with respect
to angle, which confirms the spherical Fermi surface expected from DFT calculations. (g) dHvA oscillations from Sb inclusions in sample flux
No. 2 (same data as in Fig. 2). (h) FFT over a window equivalent of 1 T to 7 T in an inverse magnetic field for the same temperatures and data
in (g) with the inset as in (d).

dures as described in the methods. The results are summarized
in Table II.

First, let us examine the IRB samples. As mentioned above,
QOs appear in the magnetization and resistivity as seen in
Figs. 4(a) and 4(b), where the background-subtracted oscil-
lations are shown. Their fast Fourier transforms (FFTs) are
given in Figs. 4(c) and 4(d). Consistently, only one QO fre-
quency of 19 T is found for this sample, but also in several
samples from the same batch. The QOs stem from a spherical

Fermi surface, as expected, evidenced by a magnetic field
angle-independent QO frequency [inset of Fig. 4(c)]. This
oscillation frequency corresponds to a charge carrier con-
centration of 0.47 × 1018 cm−3, which agrees with the hole
concentrations of 0.55 × 1018–0.65 × 1018 cm−3 from Hall
measurements.

Second, we look at the flux-grown samples where two
types of behavior are observed. On the one hand, in batch No.
4, a single QO frequency is observed, i.e., 57 T for sample S1
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FIG. 5. (a) Effective mass m∗ in units of the free electron mass me of the charge carriers as a function of the quantum oscillation frequency
which depends on the Fermi energy. The light-blue line shows m∗ as determined from the DFT calculations shown in (b), with a width reflecting
the variation of this line using different approximations (with/without SOC). Symbols, as indicated, give the effective masses determined for
the samples of this study and from Ref. [13] (grey open triangles). Also shown is the effective mass of pure Sb [24] (grey open dots). (b) Band
structure (GGA + SOC, structural parameters of sample flux No. 5 as given in Table I) with two Fermi energies corresponding to the typical
observed quantum-oscillation frequencies (20 and 70 T).

and 79 T for S2. The sample dependence of the QO frequency
can be explained by sample-dependent doping levels, reflect-
ing qualitatively the different carrier numbers from the Hall
measurements, although the quantitative agreement is not very
good here (see Table II). As in the IRB sample, the QO are not
angle dependent [Figs. 4(e) and 4(f) for resistivity oscillations
of sample flux No. 4 S1] and the effective mass follows the
expectations of the DFT calculations for the given frequencies
in Fig. 5, as discussed below.

On the other hand, dHvA oscillations of a flux-grown sam-
ple with Sb inclusions are shown in Figs. 4(g) and 4(h). Two
frequencies at 72 T and 104 T can be clearly distinguished.
We attribute the additional intensity in the FFT at 145 T to the
second harmonic of the above-mentioned 72 T frequency. As
visible in this figure and given in Table II, these samples (flux
Nos. 1–3) usually show more than one frequency. The dHvA
frequencies range from 60 T to 110 T. The appearance of sev-
eral QO frequencies can be explained in two different ways.
One possibility is a sample inhomogeneity where different
regions of the sample have different doping levels, i.e., hole
concentrations and Fermi-surface volumes, as mentioned for
samples flux No. 4 S1 and S2. Here, however, the reason lies
in the previously mentioned Sb inclusions. Sb is a semimetal
with a small and anisotropic Fermi surface and hence shows
pronounced quantum oscillations with a frequency depending
on the magnetic field orientation. If several single-crystalline
inclusions have varying crystalline orientations, several QO
frequencies should be visible. This explanation is confirmed
by the analysis of the effective mass that will be discussed in
the next paragraph.

Effective mass. The effective mass as a function of QO
frequency for all samples is shown in Fig. 5(a). The samples
grown by the IRB technique had a uniform effective mass
of m∗ = 0.095(10)me in both magnetization and resistivity
quantum oscillations for various crystals (orange stars). This
effective mass agrees with the prediction of the DFT calcu-
lation for this doping level (blue line) and with the behavior
previously found (empty black triangles). Two samples from
the batch flux No. 4 also agree with this (red triangles).

Note that this agreement with the DFT calculations points
to negligible correlations in this material and hence a small
renormalization of the effective mass. In the case of significant
correlations, one would observe an enhanced experimental
effective mass compared to the DFT calculations.

A second line of lower effective masses of flux-grown
samples with QO frequencies between 60 and 110 T is also
observed (shaded points). As indicated by the empty gray dots
from Ref. [24], the behavior is in perfect correspondence with
the one expected for pure Sb in different magnetic field ori-
entations. Therefore, we believe that the QOs that we observe
in these samples stem from Sb inclusions that could not be
directly detected by our PXRD measurements.

B. Indium doping

Resistivity. Indium-doped samples from two growth
batches with different doping level were investigated,
where the batch In0.05-CoSb3 had a nominal composition
In0.05Co4Sb12 and hence a lower doping than the batch
In0.10-CoSb3 with nominal composition In0.1Co4Sb12. The
expansion of the lattice parameter with nominal doping shows
that In is incorporated into the lattice, whereas the real doping
remains unknown. The batch In0.05-CoSb3 showed an in-
creasing resistivity upon cooling, in some samples from room
temperature on and in others at lower temperatures. In none
of the cases was a simple activated behavior observed.

Hall effect and charge carrier densities. The charge carrier
density of the batch In0.05-CoSb3 from the Hall resistiv-
ity ρyx, as determined by a one-band model fit, increases
towards lower temperatures by a factor of 2. At the same
time, the transverse low-temperature magnetoresistance �ρxx

is negative, indicating the presence of an impurity band [28].
A strong influence of impurities in the materials is also
indicated by an increasing rather than decreasing mobility
with increasing temperature. If all indium is assumed to be
incorporated homogeneously into the lattice, electronically
activated, and in the 3+ oxidation state, this is equivalent to
an electron concentration of 6 × 1020 cm−3 for In0.05-CoSb3.
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Clearly, the observed charge carrier densities are smaller (see
Fig. 3 and Table II). This indicates a slightly inhomogeneous
distribution or activation of dopants. Therefore, only one
per mille to one percent of the indium is electronically
incorporated into the lattice. Increasing the dopant concen-
tration in the batch In0.10-CoSb3 raises the Fermi energy
well into the electron conduction bands. Here, charge con-
centrations around 1 × 1018–1 × 1019 cm−3 electrons were
observed, which decrease by about a factor of four upon
raising the temperature from 2 K to 300 K, similar to what
is observed in the batch In0.05-CoSb3.

From DFT calculations, three conduction bands are known.
Two of these are degenerate at the 
 point forming the direct
gap, while the third is gapped [25]. Since thermal excitations
between the bands, and from a possible impurity band, into the
higher conductance bands are possible with increasing tem-
perature, the change in mobilities and charge carrier density is
attributed to multiband effects.

Quantum oscillations. In three samples of the batch
In0.10-CoSb3, Shubnikov–de Haas and dHvA oscillations
with frequencies around (25 ± 3) T and (40 ± 3) T for B ‖
[100] could be observed, whereas the batch In0.05-CoSb3

showed none. The calculation predicts that three Fermi sur-
faces should be present for the electron-doped material. Of
the two detectable frequencies, the lower one was too faint to
be analyzed further. For the larger observed frequency, only
two or three maxima of the oscillations appeared at highest
fields, rendering a Fourier transformation not ideal for their
analysis. Therefore, the more cumbersome approach of fitting
the resistivity with the Lifshitz-Kosevich equation has been
used (see Ref. [29]). This revealed the angular dependence
given in Fig. 6(a). It was fitted by a cubic harmonic expansion
of the Fermi surface; the result is shown in Fig. 6(b). It
matches the second-largest Fermi surface from DFT calcula-
tions for the undoped crystal, when the Fermi energy is moved
into the electron-doped region with EF = 0.16 eV, as given
in Fig. 6(c). This again confirms the reliability of the DFT
calculations for this compound.

IV. SUMMARY

We succeeded in growing CoSb3 single crystals out of an
Sb flux and by an inclined rotary Bridgman method. As-grown
samples of this small-gap semiconductor appear metallic with
small amounts of hole carriers putting the Fermi energy to
the hole band. The ensemble of our measurements shows that
samples grown by the IRB technique are homogeneous. The
Fermi level is near the band edge, producing a small spherical
Fermi surface observed by a unique QO frequency. The Fermi
level in as-grown samples by flux is lower, whereas indium
doping pushes the Fermi level into the conduction band. Ex-
perimental Fermi-surface properties are consistent with DFT
calculations and previous experimental investigations. Some
flux-grown samples also show quantum oscillations from Sb
inclusions, which could be distinguished via the lower effec-

FIG. 6. Results of the quantum-oscillation study on the indium-
doped CoSb3 sample, In0.10-CoSb3. (a) The angular dependence of
the higher of two observed quantum-oscillation frequencies. (b) The
reconstructed Fermi surface via a cubic harmonic expansion, fitted
to the angular dependence of the SdH frequencies [blue line in (a)].
(c) The DFT Fermi surface for Ef = 0.16 eV of the second of the
three electron bands. Colors indicate the Fermi velocity.

tive mass. Therefore, we can confirm the reliability of the DFT
calculations experimentally at ambient conditions in CoSb3

for Fermi levels close to the gap. These samples and results
are identified as a good starting point for future experiments
under strain, where the transition to a topological insulator
phase is expected.
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