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Large spectral gap and impurity-induced states in a two-dimensional Abrikosov vortex
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We study the subgap spectrum of a 2D Abrikosov vortex in an s-wave superconductor in the absence and
presence of a point impurity. By solving the Eilenberger equations without impurity for two models of the vortex
(including a self-consistent one), we find multiple subgap spectral branches. The number of these branches
may be arbitrarily large provided that the magnetic field screening length is large enough. The quasiclassical
spectrum of the vortex has a local gap with a width of the order of the bulk gap and a spatial extent of several
coherence lengths. The existence of such a gap is the prerequisite for the appearance of discrete impurity-induced
states. Within the Gor’kov equations formalism, we find that a single impurity induces up to four discrete
quasiparticle states in the vortex. The energies and wave functions of the impurity states are calculated for
different parameters. We claim that most of the predicted spectral features can be observed in scanning tunnel

spectroscopy experiments.
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I. INTRODUCTION

The existence of stable Abrikosov vortices is a hallmark of
type-1II superconductivity. Vortices define the thermodynamic
and transport properties of superconductors in the mixed state
[1-3]. To understand, e.g., the dissipation and behavior of the
heat capacity in the mixed state, it is essential to know the
quasiparticle spectrum in the vicinity of a vortex.

Theoretical studies of the spectrum of a vortex started
with a pioneering work by Caroli, de Gennes, and Matricon
(CdGM) [4]. By solving the Bogoliubov-de Gennes (BdG)
equations for a three-dimensional (3D) s-wave superconduc-
tor, they calculated the spectrum of a vortex at low energies
E: |[E| € Ax, wWhere Ay is the bulk value of the super-
conducting order parameter. When adapting their result to
two-dimensional (2D) systems, e.g., layered or thin-film su-
perconductors, one finds that the vortex spectrum is discrete,
and the low-energy levels are given by € = €y, where [,
is a modified angular momentum projection that takes half
integer values. The interlevel spacing €y can be estimated as
€0 ~ A2 /i at not very low temperatures, where w is the
chemical potential. This result is valid in the limit Ay, < u,
and hence €y < Ay. Kramer and Pesch [5] found that at
very low temperatures the core shrinks to a size that is much
smaller than the coherence length &, which results in a sig-
nificant increase of the interlevel spacing €g. Still, €y remains
much smaller than the bulk gap.

Modifications of the CdAGM spectrum in two dimensions by
point impurities have been studied by Larkin, Ovchinnikov,
and Koulakov [2,6,7]. They found that the spectrum at low
energies comprises two series of equidistant levels, with level
spacing 2¢p within each series. This picture holds for impu-
rity concentrations cimp up to £ 2 and even somewhat larger.
Level statistics in the limit ¢jpp > & ~2 at |E| <€ Ay have
been studied in Ref. [8].
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Analytical solutions of the BAG equations in the presence
of a vortex at energies of the order of A, seem beyond reach
(unless some serious simplifying assumptions are made [9]),
however, for such energies the spectrum has been calculated
numerically in a number of papers [10-15]. A self-consistent
numerical study of the vortex spectrum in the presence of one
impurity within a discrete tight-binding model for parameters
A ~ w can be found in Ref. [16]. A comprehensive study of
the effects of a single impurity on the spectrum of a vortex at
energies E ~ A has been missing to date.

A powerful method to study spatially inhomogeneous
superconducting systems is provided by the quasiclassical
approximation, which is represented mainly by the Eilen-
berger equations [1,17]. This approach allows us to reduce
a 2D or 3D problem to a set of linear ordinary differential
equations on classical straight trajectories, for the solution
of which an efficient numerical algorithm exists [18]. The
applicability condition for the Eilenberger equations is that
all spatial scales of the system should be much larger than
the Fermi wavelength. This includes the coherence length,
hence the condition A, <« u arises. The Eilenberger equa-
tions do not handle properly individual impurities, however,
they allow us to calculate measurable quantities (current, den-
sity of states) averaged over impurity positions. An important
drawback of the quasiclassical approximation is that it does
not resolve energy scales of the order of Aio /1, which may
result in a continuous quasiparticle spectrum when it should
be discrete, like in the case of a 2D vortex. This happens
because the discrete orbital momentum /; in the quasiclassical
approximation becomes a continuous parameter. Then, the
spectrum of a vortex is represented by the so-called spectral
branches: continuous dependencies of energy vs .. These
dependencies are easier to perceive in the form of energy
vs impact parameter d = k;llz, where kr is the Fermi wave
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number. The impact parameter is simply the distance from
the vortex center to the classical trajectory (with a sign) on
which the Eilenberger equations are solved. The CdGM states
give rise to the anomalous branch, which has a zero energy
at d = 0. Such a branch exists in all single flux quantum
vortices, and it is the only branch that goes from negative to
positive energies as d changes from —oo to +oo [19]. Also,
other subgap branches may exist, which are less thoroughly
studied. Some considerations of the upper branches can be
found in a paper by Kopnin [20].

Within the Eilenberger equations formalism, the spectrum
of an Abrikosov vortex in an s-wave superconductor has been
studied in a number of papers [5,21-28]. For some model
order parameter profiles in a vortex, even analytical solutions
of the Eilenberger equations exist [18].

Scanning tunnel spectroscopy (STS) provides a tool to
measure directly the local spectrum on the surface of metals
[29]. The first measurement of the local density of states in
a vortex using STS has been reported by Hess et al. [30].
This experiment was followed by many other studies [29]. The
typical subgap structure (at energies smaller than A ) of the
quasiparticle spectrum observed in s-wave superconductors is
as follows: In the center of the vortex there is a peak in the den-
sity of states at E = 0 [30] (the so-called zero bias anomaly),
which fans out when moving away from the vortex center, so
that two position-dependent peaks appear [31]. These spectral
features soon found a theoretical explanation in terms of the
contribution to the density of states from the CdGM states
or from the anomalous spectral branch [11-13,22,23]. It is
noteworthy that most STS data look as if the spectrum of the
vortex is continuous, like the spectrum derived from the qua-
siclassical theory. Difficulties with resolving discrete CAGM
states are partly connected with energy resolution limits of
STS due to finite temperatures. Features resembling CdGM
states have been found using STS only recently [32] in super-
conductors with a large ratio A,/ ~ 1—see Ref. [33] and
references therein. Thus, studies of the spectra of Abrikosov
vortices even in conventional superconductors remain topical
to date. Moreover, in recent years increased interest in vortex
spectra has arisen in connection with observations of signa-
tures of Majorana states in vortices in several superconducting
compounds [34-40].

The effects of different degrees of disorder on the spectrum
of vortices in s-wave superconductors have been studied in
the experimental papers [41,42]. It has been found that with
increasing disorder the subgap spectral features are blurred
and eventually disappear. Such behavior can be explained in
terms of the disorder-averaged Eilenberger equations [28].
This formalism can be applied to a vortex only at relatively
large impurity concentrations—cimp >> £72. In the superclean
limit, when there are only a few impurities per vortex area
(~&2), the averaged effect of impurities on measurable quanti-
ties might be smaller than the mesoscopic fluctuations of these
quantities. In view of the availability of experimental tech-
niques allowing precise manipulation of adatoms on metallic
surfaces [43,44], a thorough theoretical examination of effects
of individual impurities on spectra of Abrikosov vortices is
relevant.

The present paper provides a study of the whole subgap
spectrum of a 2D Abrikosov vortex in an s-wave supercon-

ductor both in the presence and absence of a point impurity.
In a sense, we extend the analysis of Larkin, Ovchinnikov,
and Koulakov [2,6,7] from the energy range |E| < A to the
range |E| < Ao. On the other hand, the mentioned authors
considered fine spectral features on a scale of the order of
A2 /u, which is beyond the energy resolution limit of our
partly quasiclassical approach. Thus, the present paper and
Refs. [2,6,7] are, in fact, related to different aspects of the
same problem.

Let us outline the structure of the paper and our main
results. We start by giving the basic equations in Sec. II. Here,
two models of the vortex are introduced: a simplistic coreless
vortex and a more realistic vortex with a self-consistent or-
der parameter profile. The spectral properties obtained within
both models are qualitatively similar.

In Sec. III we study a vortex without impurity within the
Eilenberger equations formalism. First, some properties of
the anomalous spectral branch are derived, which have not
been previously reported. Next, upper spectral branches are
considered. We prove analytically that if London screening
can be neglected (the screening length is infinite), there is
an infinite number of upper branches. This statement holds
for any monotonic order parameter profile |A(r)| in a vortex,
where r is the distance from the vortex center. Physically,
this somewhat surprising phenomenon is connected with
the slow decay of the supervelocity vg with distance: vg o
r~!. This results in sufficiently slow variations of the local
Doppler shift of the gap edge on a straight quasiparticle tra-
jectory, so that an infinite amount of bound Andreev states
appears on such a trajectory (provided that the supercon-
ductor has no boundaries). The upper branches appear very
close to the gap edge—at energies in the range |A, — E|
< 0.03A.

In Sec. III B the local density of states is calculated. We
find that the quasiclassical spectrum of a vortex has a position-
dependent gap (more precisely, a double-gap symmetric with
respect to the Fermi energy) that is much larger that the CAGM
minigap €. In fact, in the center of the vortex this gap ap-
pears at energies right above the zero-bias anomaly and has a
width of approximately A . The gap has a quite large spatial
extent—it disappears only at a distance of the order of 104
from the vortex center. Such a pronounced spectral feature
should be observable in conventional superconductors, given
the energy resolution achieved in recent STS experiments
[33,36].

Section IV is devoted to impurity-induced states. First, we
consider a quite general gapped 2D superconducting system
with a magnetic or nonmagnetic point impurity. We find that
the impurity induces up to four (two per spin projection)
discrete quasiparticle states, whose energies are confined to
the local gap at the position of the impurity. Next, for our
vortex system we calculate the energies and wave functions of
impurity states for different impurity positions and scattering
phases. We claim that the impurity-induced states should be
observable in STS spectra of vortices in s-wave supercon-
ductors. Finally, the modification of the local spectral gap
due to the impurity is discussed. Our main results are sum-
marized in the conclusion. Most of our calculations are given
in detail in the appendices.
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II. BASIC EQUATIONS

Our analysis is based on the Gor’kov equation for the
energy-dependent retarded Green functions Gg(r,r’) and
Eir,r):

gL )

{Ho(l‘) +U@ —1) + &[J(r —1)§ — E —ic"]

+< 0 —A(r)} Ge(r, 1) _(6(r—r/)> N
A*(r) 0 ) —Eioey) 0 -

Here,

RV? V2 Rk
B == T#*="m " am> ?

m is the electron mass, T, is a Pauli matrix in Nambu space,
U (r) is the electrical potential of the impurity positioned at
r = r;, and J(r) is its exchange field, 6 = {0y, 0y, 0.} are the
Pauli matrices, € is an infinitely small positive quantity, A(r)
is the superconducting order parameter, and §(r) is the Dirac
delta function. The Green functions G (r,r’) and £, (r, ')
are 2 x 2 matrices in spin space. For explicit definitions of
these functions in terms of electron field operators the reader
may refer to Ref. [45].

In Eq. (1) we have not taken into account the magnetic field
of the vortex. It is known that in superconductors with the
magnetic field screening length much larger than the coher-
ence length the vector potential can be neglected compared to
the gradient of A in the vicinity of the vortex core (see Sec.
12.5 in Ref. [1]). This statement is valid if we use the simplest
gauge, such that the order parameter has the form

X — iy

Ve

where we placed the origin in the center of the vortex. Then
we can neglect the magnetic field at » < £ in extreme type-1I
superconductors or in a thin-film geometry.

We will perform detailed calculations of the subgap spec-
trum of the vortex within two models. In the first model we
put |A(r)| = const, which we refer to as the coreless vortex.
This model may be relevant at near-zero temperatures, where
the order parameter modulus is known to experience a sharp
jump at r < & [5]. Consideration from Refs. [13,46] show
that [A(r)| in fact jumps to a value that is smaller than A,
and then with increasing r it approaches the asymptotic value
Ao in a more smooth manner. In view of this, we admit that
our coreless model is somewhat crude, however, it captures
the main qualitative features of the spectrum of a realistic
vortex and allows us to obtain some exact analytical results.
Our second model of a vortex uses a function |A(r)| obtained
by solving the Ginzburg-Landau equation, and thus it is appli-
cable at temperatures close to the superconducting transition
temperature. We refer to this model as the vortex with core.
Many qualitative results obtained in this paper are valid for a
quite general order parameter profile, provided that |A(r)| is
a monotonically nondecreasing function, and it has a limit at

A(r) = |A®7)] 3)

lim [A(F)] = Awo. 4)

‘We will use the Green functions to calculate the local den-
sity of states. In particular, the spin-up/spin-down densities of
states, vy and v, are given by

Vo (E, 1) = 7' Im[Groo (r, 1)] = 7' Im[GEpeo (r, 1)),
%)
where o =1, |, and we have defined the regular part of
the Green function Ggg(r, r’) by subtracting the logarithmic
peculiarity from it:
A , N , m
Ger(r,r') = Ge(r,r) — —1

sIn —————.
mh kplr —r'|e?

(6)

Here, y = 0.577... is the Euler-Mascheroni constant. The
origin of the peculiarity can be understood as follows: For
sufficiently small values of |r — r’|, in the left-hand side of
Eq. (1) all terms can be neglected except for those containing
differentiation. Then, the equation for G takes the form

v

Ge(r,v')=68( —7r). (7)
2m

This Poisson equation is formally equivalent to the equation
for the electric potential of a point charge in 2D, which is
known to have a logarithmic peculiarity at r = r’. It should
be noted that the peculiarity appears in the real part of the
Green function, and subtracting it does not affect the density
of states, which is proportional to the imaginary part of Ggye.

If we consider the system without impurity, the Green
functions have no spin structure and hence are scalars, which
we denote as Gg) (r,r') and FE(O)T(r, r'). It is shown in
Appendix A that the Green functions with coinciding coor-
dinates can be written in terms of the quasiclassical Green
functions gg (r, n) and fg (r, n) as follows:

. dn
GO, 1) = imvp / gee i, ®)
. dn
Fi O, r) = invy / far, mo— 9)

where vy = m/(27i?) is the normal density of state per spin
projection, n is a 2D unit vector, and integration is performed
over the directions of n. The functions gg(r, n) and fg (r,n)
[and fE(r, n)] can be determined from the Eilenberger equa-
tions [1,17]:

—ihvpnVgg + A ff — feA*(r) =0,  (10)
—ilivpnV fy — 2(E + i€ ") fe + 2A(r)ge =0, (11)
ihvpnV fi — 2(E +ie€")f +2A%(r)ge =0,  (12)

where vp = hikp /m is the Fermi velocity.

III. SUBGAP SPECTRUM IN THE CLEAN CASE

A. Spectral branches

This section is devoted to the spectral properties of a
vortex without impurities. First, we will take a closer look
at subgap spectral branches—dependencies of the quasipar-
ticle energy E vs impact parameter d. By definition, the pair
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Classical trajectory
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Vortex center

FIG. 1. The coordinate system.

(d, E) belongs to a spectral branch, if for these parameters
the quasiclassical Green functions have a pole. We introduce
the impact parameter d as in Fig. 1, such that d > 0 for
classical trajectories directed towards the supervelocity vg and
d < 0 for trajectories directed along vg. Such a definition of
d provides that the anomalous spectral branch has a positive
energy for d > 0. We introduce a coordinate s on the classical
trajectories, such that s = O corresponds to the point that is
closest to the vortex center.

To calculate the energies at which the Green functions
have poles, a convenient parametrization of these functions
is desirable. Schopohl [18] found that a parametrization in
terms of two complex Riccati amplitudes exists. In our case,
the symmetry of the system allows for an even simpler
parametrization in terms of one real function ¥, (E, s) (see
Appendix B):

ge(r,n) = icot(wd( )+ Va(=s) | ) (13)
1ex (le(S) Ya(= S)+le(s))
fe(r,m) = sin (¢d(v)+¢d( 5) +l€+) (14)
Ya(=9)=Va(s) Y) Va(s) _ ;
i n) = iexp (P40 — ig(s)) (15)

(’W(S)Jrzlbd( ) +l.€+)

where 0(s) is the order parameter phase on the classical tra-
jectory. The function v, satisfies the differential equation

dd‘id = 2F + 5 — 1AW+ )| eosh) (16)

with the boundary condition

Ya(—00) = — arccos(E). a7

For brevity here and further we omit E in the list of arguments
of ¥, and use dimensionless energies and lengths: Energy is
measured in units of A, and lengths are measured in units of
hvr /A, which is of the order of &.

It can be seen from Egs. (13)—(15) that the Green functions
have a pole when

n(%(S)-i-%(—S)) _o (18)

2

It follows form Eq. (16) that

d [ Va(s)+Ya(=s)|
E[—] = 2|A(S? + )|

2
. (wd(S)+1/fd(—S)>
X sin f

(Vfd(S) - %(—S))
— )

Hence, if Eq. (18) is satisfied for some s, then it holds for all
s, and Eq. (18) is equivalent to

Va(0) = mn, (20)

where 7 is an integer. For d > 0 we denote as E"(d) the
energies for which Eq. (20) is satisfied—thus, E M (d) yields
the nth spectral branch. Note that the right-hand side of
Eq. (16) is discontinuous at d = 0. To ensure continuity of
the functions E(d) at d = 0, the numbering of the branches
has to be shifted for d < 0, so that the nth branch should be
defined by

X sin 19)

Va(0) =m(n—1) 2y

for negative d.

Next, we note that 1;(0) is a monotonically increas-
ing function of E (see Appendix B), which means that
E"+D(d) > E™(d). For E = 0 and very small positive d one
can see that Y,(s) & —m /2 for —s > d. In the vicinity of
s = 0 one has

N d
Vals) ~ —= + / T
so that ¥,;(0) ~ 0 and hence E®(0) = 0. This means that the
zeroth branch should be identified as the anomalous branch.

We will derive two properties of this branch. First, for
d > 0 we have the estimate

ds’ = arctan (3), (22)

1
Z A == (23)

To prove this, let us assume the opposite. Then we find that
for E = E©(d) the function v,4(s) cannot cross zero at any
s < 0, because at ¥y =0

ﬂ()

EO) >

d
2EO ) + e

S —2|A(/$2 +d?)]

1
<2E9) + i 2|A(d)] < 0. (24)

This means that ¥;(0) < 0, so our assumption is wrong. The
condition (23) has a simple physical interpretation: The en-
ergy of an Andreev state in the vortex cannot be lower than
the local gap edge estimated by taking into account the local
lowering of the gap due to the Doppler shift. Another property
of the anomalous branch is that E(°)(d) is a monotonically
increasing function of d, which is proven in Appendix C.
The analysis of higher spectral branches is more compli-
cated, however, in some quite general cases their qualitative
behavior can be even derived analytically. A general property
of the spectrum is that if the pair (E, d) belongs to some
spectral branch, then the pair (—E, —d) also belongs to some
branch, which is a consequence of the particle-hole symme-
try of the quasiclassical approximation. In other words, we
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have EC"(—d) = —E™(d). Hence, to obtain a picture of the
whole spectrum it is sufficient to calculate its positive part,
E > 0.

Now, let us consider an order parameter profile with the
following asymptotic behavior at r — o0:

A =1—=h/r*+o(r7?) (25)

with & > 0. For such profiles a critical value of the impact
parameter exists, which equals

do = 1/4 — 2h, (26)

such that for d < d.; the number of spectral branches with
E > 0 is finite, and for d > d there is an infinite number
of branches—see Appendix D for a proof. If the difference
1 — |A(r)| decays slower than r~2 when r — oo, this can
be interpreted as & — oo in Eq. (25). Hence, for any mono-
tonically nondecreasing function |A(r)| we have an infinite
number of spectral branches for impact parameters d > 1/4.

Concerning our two vortex models, for the coreless vor-
tex d, = 1/4, and for the vortex obtained by solving the
Ginzburg-Landau equation d.; = 0. Analytical considerations
(see Appendix D) show that for a coreless vortex at d < 1/4
there are no branches with positive energies, except for the
anomalous branch, and numerical calculations for the vortex
with core revealed no branches with £ > 0 for d < 0. The
absence of spectral branches with £ > 0 for d < 0 should
not be surprising, because the Doppler shift of the gap edge
for trajectories with d < O is positive, and hence the effec-
tive local gap can be even larger than A, which hampers
the formation of subgap states. Thus, the whole picture of the
spectrum is strongly asymmetric with respect to the change of
sign of d, which contradicts the conclusion of Kopnin [20],
who found that the upper spectral branches are represented by
even functions of d. The latter conclusion is a consequence
of a mistake in calculations in Ref. [20], consisting of tak-
ing the Doppler shift of the quasiparticle energy with the
same sign for quasiparticles moving along and towards the
supervelocity.

Formally, the infinite number of spectral branches appears
due to the slow decay of the supervelocity (v, ~ r~!) and
due to the slow asymptotic of the order parameter (Ao, —
|A(r)| ~ r~?). In turn, these features are connected with the
fact that we neglected the screening of the magnetic field. If
it is taken into account, at distances from the vortex center
that are larger than the magnetic field screening length (being
either the London or the Pearl length) the supervelocity decays
faster than r—!, which also results in a faster decay of the
difference Ao, — |A(r)|. Then, we will have a finite number
of spectral branches, although their number can be arbitrarily
large provided that the magnetic field screening length is
sufficiently large.

Now we briefly describe the numerical procedure to cal-
culate the spectral branches. To determine E ™ (d) for a given
positive d one needs to find such a value of E that Egs. (16),
(17), and (20) are satisfied. We solve this problem by integrat-
ing Eq. (16) with the initial condition (20) towards negative s.
When reaching sufficiently large |s|, we can determine
Y4(—00). The value ¥;(—00) is a monotonic function of E,
because the right-hand side of Eq. (16) is monotonous in E.

(a)1.000

0.995

0.990

0.985

0.980

E/A,

(b)1.000
0.995

0.990
0.985
0.980
0.975 C

E/A,

0 1 2 3 4 5 6 7 8 9 10
dA, /(nvy)

FIG. 2. The anomalous spectral branch and two upper branches
(n =1, 2) for a coreless vortex (a) and for a vortex with core (b). The
dashed lines correspond to asymptotic expressions (27) and (28).

This allows us to search the value of E which satisfied Eq. (17)
using a simple bisection method.

The calculated spectral branches with numbers n = 0, 1,
and 2 are shown in Fig. 2. For the coreless vortex we obtained
some asymptotic expressions for E™(d), which we write
down here without derivation. For the anomalous branch in
the limit |d| < 1 we have

EOd)~2d(n|d|~" — y). 27

For branches with n > 0 in the limitd — 1/4 < 1 we found

8 2 [
MWy —1_ 2 2 i —
B0 =1 e (= 2wer (14 5vETT)
1
-+ arccos (1 - ﬁ) —a(n+ 1)i|>, (28)

where I'(z) is the gamma function. Graphs of Egs. (27) and
(28) are shown in Fig. 2(a).

Finally, we note that the approach to the calculation of the
spectral branches using Egs. (16), (17), and (20) is equivalent
to the method used in Ref. [9]. However, in this paper only the
anomalous branch has been studied and other order parameter
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profiles have been used (steplike and hyperbolic tangentlike),
S0 a quantitative comparison with our results is not possible.

B. Green functions and local density of states

In this section we will calculate the Green functions with
coinciding arguments and the local density of states. Let us
start with the Green functions. We take a point on the x axis:
r = (r, 0). We parametrize the vector n in Egs. (8) and (9) by
an angle ¢, so that n = (— cos ¢, sin ¢)—see Fig. 1. For our
fixed position r the parameters d and s are given by

d(p) =rsing, s(¢p) = —rcosg. (29)

Using these relations and Eqs. (8), (9), (13), and (15), taking
into account that 6(s) = 0 on the positive x axis, we obtain

/2 B
GO(r, 1) = / cot (M N ie+)d¢,
—n/2
(30)
72 cos (Y=
FT(O)(I‘, I‘) = — / 5 d . (31)
’ ’ _z/2 sin (M +ie+) [0

We assume here that d = d(¢) and s = s(@).
Now we concentrate on the density of states per spin pro-
jection, which is given by
v(E,T) = —Im[G(O,;(r ] (32)

Using Eq. (30), for E > 0 we obtain

/2
o(E. l‘)—voZ/ (Wd(s)-i-lﬁd( 5)

In this sum the contributions to the density of states from all
spectral branches are explicitly separated. After integration we
obtain

n)d(p. (33)

-1
v(E,r)=

<¢d(s) + Ya(— S))

E™(d)=E

(34)
We used this expression to calculate numerically the local
density of states: first, the value of ¢ for which the relation
Ya(s) + Ya(—s) = 2mwn holds was calculated, and then the
derivative of (Y4(s) + ¥4(—s))/2 with respect to ¢ was de-
termined. We limited ourselves to the range of energies E <
0.9 < ming EM"(d), so that only the anomalous branch (n =
0) contributed to the density of states. The resulting profiles
of v(E, r) are shown in Fig. 3. It can be seen that v(E, r) > 0
for E < EO(r), but for E > E®(r) the density of states
completely vanishes. Thus, the quasiclassical spectrum has
a position-dependent gap. In the vicinity of E = E(r) the
density of states is proportional to [E@(r) — E]~!/2. Such
behavior has been found in the low-energy limit in Ref. [47].
Remarkably, the described above spectral features have not
been mentioned in preceding papers where the density of
states has been calculated using the Eilenberger equations
[23-25,27]. This is most likely due to typical quasiclassical
calculations of v(E, r) relying on solving the Eilenberger
Egs. (10)—(12) with a small but finite e*. This results in
the smoothing of the peaks in the density of states and in

(@ o9 VIV,
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7.00

6.13

- 4.38

E/A,

- 3.50

- 2.63

-1.75
I 088
0.00
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rA/(Avg)
b
( ) 0.9 V/VO
0.8 7.00
0.7 6.13
06 r5.25
48 - r4.38
X 0.5
= - 3.50
0.4
- 2.63
03 -1.75

0.2

I 08

0.00

0.0 0.5 1.0 1.5 2.0 2.5 3.0
rA/(Avg)

0.1

FIG. 3. Density of states in a coreless vortex (a) and in a vortex
with a core (b).

v(E, r) being positive everywhere. Another drawback of this
approximation is that the contributions to the density of states
from spectral branches with n > 0 cannot be resolved, unless
€7 is taken extremely small. Indeed, the profiles of v(E, r)
obtained in Refs. [23-25] have only one peak around E = 1.
On the other hand, our approach based on Eq. (34) assumes an
infinitesimal €™ and thus allows us to resolve the contributions
to v(E, r) from any spectral branch, if desired.

Now we depict the whole spectral gap—the region in the r-
E plane, where v(E, r) = 0. This can be done using Eq. (34):
It can be seen that the density of states vanishes if for all
d € (0, r)and foralln = 0, 1, 2... the inequality E # E™(d)
holds. The spectral gaps for a coreless vortex and a vortex with
core are shown in Fig. 4. The boundaries of the gap are deter-
mined by the branches with numbers n = 0 and n = 1 only. In
fact, the lower boundary is given by E = E©(r) for all r. The
energy corresponding to the upper boundary, which we denote
as En.x(r), behaves differently in the three parts depicted in
different colors in Fig. 4. For a coreless vortex, reglon (A)
corresponds to » < 1/4, region (B)—to 1/4 < r < dmm, and
region (C)—to d];]“)] < r < r., where d‘;li is the value of the
impact parameter at which the spectral branch E("(d) has a
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FIG. 4. The gap in the local density of states of a coreless vortex
and of a vortex with core (inset). The meaning of different colors is
explained in Sec. III B.

minimum, and r. is the distance from the vortex core at which
the spectral gap closes. The latter quantity is determined by
the equation

EO() = Ey

min?

(35)

where () = EM(d{1)) is the minimum energy of the branch
with n = 1. The upper boundary of the spectral gap is
given by

1 in (A),
Enx(r) = { EV(r) in(B), (36)
ELD in(C).

The qualitative difference of the spectral gap of the vor-
tex with core from one of the coreless vortex consists in
the absence of region (A), so that region (B) extends from
r=0tor= dr(nliil. Numerical constants that characterize the
spectral gap for the two models of a vortex are given in
Table 1.

Concerning experimental implications of the obtained
results, we think that observations of traces of the up-
per spectral branches using STS should be problematic
because of the close proximity of their energies to the
bulk gap A.. Spectral features due to the upper branches
may be hard to distinguish from superconducting pair-
ing anisotropy effects, which are present in any real
superconductor. We suppose that angle-resolved measure-
ments of the density of states are required to find the
upper branches. Pairing anisotropy, as well as Fermi sur-
face anisotropy, which is present in all materials, also
lead to a smearing of the inverse-square root singular-

TABLE I. Spectral parameters of a vortex within two models.

av EW

min min e
Coreless 3.9 0.9777 17.9
With core 2.6 0.974 154

ity in the local density of states v(E,r) close to the
local gap. However, the gap itself is not that much af-
fected by this anisotropy as long as the superconducting
order parameter is nodeless. As such, the local vanish-
ing of the density of states near the center of vortices
should be detectable in STS experiments on conventional
superconductors.

IV. IMPURITY STATES IN A 2D VORTEX
A. General considerations

In this section we will analyze Eq. (1) in the presence of
the impurity potentials V(r) and J(r) in the case of a fairly
general superconducting system to obtain an equation for the
energies of discrete impurity-induced states. Our considera-
tions will be based on the theory developed in Ref. [45] for a
3D system.

We assume that we are dealing with a point impurity, so
that V (r) and J(r) are localized on a scale that is much smaller
than k;l. In this case one may choose a spin quantization axis,
such that the electron spin is not rotated upon scattering if it is
directed along this axis. In addition, in the spin-up and spin-
down channels the point impurity acts as an s-wave scatterer,
so that it is completely characterized by two scattering phases
a4 and o for spin-up and spin-down electrons, respectively.
These phases depend on energy, however in the narrow energy
interval of interest, £ ~ A, they can be considered almost
constant.

For our choice of the spin quantization axis one can see
that the components of the Green functions with spin indices
1] and |4 vanish, and the equations for the components with
indices 11 and || decouple. Acting as in Ref. [45], one
can express the solutions of Eq. (1) in terms of the Green
functions Gg))(r, r’) and FET(O)(I', r’) without impurity—see
Appendix E. Then, to determine the energies of discrete impu-
rity states, we need to find the impurity-induced poles of the
Green functions. According to Appendix E, such poles appear
only at energies for which the local density of states without
impurity v(E, r;) vanishes. This is quite natural: The appear-
ance of discrete states localized by the impurity at energies
lying inside the local continuous spectrum, corresponding to
V(E, r;) # 0, is very unlikely. Inside the local spectral gap at
position r;, the energies of impurity states with spin up are the
solutions of the equation

Dy(E) =0, 37
where
2 m cot o
Dy(E) = |F e e | T — Gate )|
mcot o
[TZ* + Giri. e . (38)

Note that Gg)lé(ri,r,-) is real here. To obtain an equation
for spin-down impurity states, one should swap 4 and | in
Egs. (37) and (38).

Now we will analyze Egs. (37) and (38). Let the function
Gg)l)e(r,', r;) be real in some energy interval E € (Epin, Emax)-
The function D4 (E) can be written in the form

Dy(E) = —Dy(EYD;_(E), (39)
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where

Dy+(E) = Gg),é(ri, r;) — %(cotm —cotay)

2
i/(%) (cotay + coto@)2 + |FET(O)(1'1‘, l‘i)|2-

(40)
By direct differentiation and using the relation
7(0) (0)
oF; (r,r) - 0Gp(r, r)’ @1
oE oE

derived in Appendix A, we can prove that the functions
D,+(F) increase with increasing energy, hence on the interval
E € (Enin, Emax) they vanish no more than once. Thus, on
this interval Eq. (37) has no more than two roots. Taking into
account that Dy (E) > D4_(E), we can have the following
four qualitatively different situations [we do not consider the
cases when D, (E) vanish at the boundaries of the interval
(Emin» Emax )]

(l) 1imE*>Emi“ DT+(E) >0 and limEﬁEm DT,(E) < 0.
Equation (37) has no roots.

(ii) limg_ g, Dy—(E) >0 or
Equation (37) has no roots.

(lll) limE*)Emi“ DT+(E) <0 and limE*)EmM DT,(E) > 0.
Equation (37) has two roots.

(iv) In all other cases, there is one root.

We want to mention that Eqs. (37) and (38) can be used
to express the energies of Yu-Shiba-Rusinov states [48—50]
induced by a magnetic impurity in a uniform superconductor
in terms of the scattering phases a4y and o, as has been done
by Rusinov [50].

hmE_>E DT+(E) < 0.

‘max

B. Impurity states in a vortex

In this section we will apply the developed above approach
to find the impurity states in our system with a vortex. To
determine the number of spin-up impurity states for each com-
bination of parameters r;, a4, and &, according to Sec. IV A,

one needs to analyze the behavior of the functions Gg)l)e (ri, r;)

and Fg O(r;, ;) in the vicinity of the energies corresponding
to the boundaries of the local spectral gap at position r;.
Such an analysis is given in Appendix C. We found that for
r < dr(n]i; there may be from zero to two impurity states per

electron spin projection. For r; € (dr(nli:l, r.) there are one or
two impurity states per spin projection. We want to stress that
even nonmagnetic impurities induce bound states (this does
not contradict Anderson’s theorem [51], because the order
parameter is inhomogeneous in space). For r; > r. no bound
impurity states appear, however, there may be quasibound
states of the Yu-Shiba-Rusinov type.

Technically, the calculation of the energies of impurity
states consists of two steps. First, the signs of Dy, (E) and
D,_(E) at energies lying close to the boundaries of the local
spectral gap are determined, which can be done using the
relations derived in Appendix C. This is required to find out
whether the monotonic functions Dy (E) and D4_(E) have
a root or not. Second, the roots are calculated using a simple
bisection procedure.

The calculated dependencies of the energies of spin-up
impurity states vs r; for a coreless vortex and for a vor-
tex with core are shown in Figs. 5 and 6, respectively. An
interesting feature can be seen in Fig. 6(f): Two graphs of
energy vs r; have a point of intersection. At this point Dy (E)
and D;_(E) vanish simultaneously, which becomes possible
when o4 + oy = 0, according to Eq. (40).

Now let us discuss the contribution of impurity states to
the local density of states. Each spin-up impurity state with
energy E4; corresponds to a normalized solution of the BAG
equations (u4;(r), v4;(r)) (generally, the wave functions have
also two spin-down components, however, in our case they
vanish due to the special choice of the spin quantization axis).
The contribution of one such state to the spin-up density of
states is

Svp(E, ) = |up(r)|*8(E — Epy). (42)

Each solution of the BAG equations with spin up corresponds
to a solution of these equations with spin down with a wave
function (u;(r), v};(r)) and with energy E; = —E;;. The
components of the wave function can be taken in the form
uy(r) = —v?i(r), vyi(r) = u’;i(r). The functions |uTi(r)|2 and
|v¢,4(r)|2 oscillate in space on a scale of the order of the Fermi
wavelength. It is shown in Appendix F that after averaging
over these oscillations in the quasiclassical approximation one
obtains

(lup () = (Jugi(m)]), (43)

where (...) means spatial averaging. Hence, to determine the
spatially averaged wave functions of all impurity states it
is sufficient to calculate only the functions (|u¢i(r)|2) and
(luy i(r)|2), corresponding to positive energies. The method for
calculating (|u¢,-(r)|2) is described in Appendix F. Character-
istic profiles of these functions for a coreless vortex are shown
in Fig. 7.

The continuous part of the vortex spectrum is also affected
by the impurity. As demonstrated in Appendix E, the impurity
influences the continuous spectrum in the range of energies,
lying outside the local spectral gap at position r; without
impurity, (E©(r;), Emax (7;)). This means that for all positions
r the local gap is reduced to this energy range. Certainly,
the local gap at r > r; remains unchanged. Technically, if
the impurity is located sufficiently far from the vortex center,
so that r; > r., the spectral gap should completely disappear.
However, the larger the distance r;, the smaller the contribu-
tion of the impurity to the density of states in the vicinity of
the vortex center.

To end this section, we briefly consider the influence of
anisotropy effects on our results. As we have mentioned in
Sec. III B, in real s-wave superconductors the order parameter
and Fermi surface are always somewhat anisotropic. This
anisotropy generally does not eliminate the local gap, the ex-
istence of which is the main prerequisite for the appearance of
discrete impurity states. Given this, we expect that anisotropy
effects will not strongly affect these states.

V. CONCLUSION

To sum up, we have analyzed the subgap spectrum of a 2D
Abrikosov vortex in an s-wave superconductor in the absence
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FIG. 5. Energies of spin-up impurity states vs 7; for a coreless vortex for impurities with different scattering phases (shown in the graphs).
(a),(b)—nonmagnetic impurity, (c)—(f)—magnetic impurity. The thin black lines show Ey;,(7;) and Ep, (7;).

and presence of a point impurity. We worked in the limit
Ay <K 1, so that the quasiclassical approximation could be
used. We considered two models of a vortex: a vortex with
constant modulus of the order parameter and a vortex with an
order parameter profile determined from the Ginzburg-Landau
equations. The results obtained within both models are quali-
tatively the same.

First, we calculated the spectral branches—Andreev state
energy vs impact parameter dependencies—for a clean vortex,
assuming an infinite magnetic field screening length. In addi-
tion to the well-known anomalous branch, we found an infinite
number of upper branches. The existence of these branches
becomes possible because of the Doppler effect connected
with spontaneous currents in the vortex. These currents lower
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FIG. 6. Energies of spin-up impurity states vs r; for a vortex with core for impurities with different scattering phases. Notations are the

same as in Fig. 5.
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FIG. 7. Wave functions of spin-up impurity states in a coreless vortex (the impurity is in the center of the graphs). The radius of the area
shown is 2/ivp / A . The pink point marks the center of the vortex. Graphs in the pairs (a) and (b), (c) and (d), (e) and (f) correspond to two
impurity states with the same parameters of the impurity (shown at the bottom of the graphs). Graphs (f) and (e) correspond to parameters that

are very close to a crossing of two curves of the impurity state energy vs r; dependencies, like in Fig. 6(f).

the effective gap edge, creating a potential well that is large
enough to accommodate an infinite number of Andreev states.
If screening of the magnetic field is taken into account, the
number of spectral branches becomes finite, but it can be arbi-
trary large provided that the screening length is large enough.

Second, we calculated the local density of states of a clean
vortex. We found a large position-dependent gap in the spec-
trum with a width of the order of A, and spatial extent of the
order of ten coherence lengths. The existence of such a gap is
a necessary condition for the appearance of discrete impurity
states.

Finally, we studied the influence of an impurity on the
vortex spectrum. We proved that a point impurity induces
up to four discrete quasiparticle states and reduces the width
of spectral gap mentioned above. The energies and wave
functions of the impurity states were calculated for different
positions and scattering phases of the defect. We claim that
the local gap of a clean vortex as well as the impurity-induced
effects can be detected in STS experiments on conventional
superconductors.
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APPENDIX A: QUASICLASSICAL APPROXIMATION FOR
GREEN FUNCTIONS IN 2D

In this Appendix, within the quasiclassical approximation
we will derive some useful expressions for the Green func-
tion in a clean two-dimensional superconductor. We start by
considering the solution of the Gor’kov equation in vacuum at
E=0:

(AD)

mi ,
Gor(r, ') = ﬁHé”(kplr -],

where H(()l) is the Hankel function of the first kind. For small
arguments, z < 1, it has the following asymptotic behavior:

H ()~ 1+ = 2i <ln R y) (A2)

Thus, there is a logarithmic peculiarity atr = r’.

In a superconductor, for [r — r'| < & in the left-hand side
of Eq. (1) one can neglect all terms except for the one contain-
ing Hy. Then, the local solution of the Gor’kov equation has
the form

dn

o (A3)

Assuming that the spatial scale for g/ (r’, n) is of the order of £ [which is proven by its relation to the quasiclassical function

ge(r’, n), see below], we may substitute in Eq. (A3) gx(r',n) ~ g ((r' +

r)/2,n). Now we obtain the quasiclassical Green
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function gg (R, n) from Eq. (A3) according to the definition [1]
S (f

ge(R,n) = /d3 /d“/
Em

where &, is an energy such that |E| < &, < ©. When calcu-
lating gE (R, n) we use the relation

(l) ikr d2k
kpr A5
2h2 (krr) = /gz_f_h;:j e B
After some integration we obtain
i,
ge(r,n) =1— 8 (r,mn). (A6)

Expressing ¢ through gg in Eq. (A3), we have
m
Ge(r,¥)~ ——Yolkg|r — 1’
£(r, 1) Y o(kr| 1)
mi r+r1r )\ ermpdn
— _ g —, (A7
+2h2/gE< 2 n>e e AD

where Yo(z) is the Neumann function. When deriving
Eq. (A7) we have used that H(()l)(z) = Jo(z) +iYy(2), and

dn
/ = = Jo(krr),
2

where Jo(z) is the Bessel function. Similarly to Eq. (A7) one
can derive

N _omi Sfr+r ikp (r—r'yn 41
FE(P,I"/)Nﬁ/‘fE(T,n et n27[- (A9)

Equations (8) and (9) follow from Eqgs. (A7) and (A9).

Now we will derive an important property of the Green
functions with coinciding arguments that is used in Sec. IV.
We start with the known expansions

(A8)

uO@)uO*(r)

GO, r)y=) 2 o (A10)
g Z EY —E —iet
O (r')

FfO@ry =Y 0 T Al
£ Z E” —E —ie*

where (10 (r), v¥(r)) are the quasiparticle wave functions of
the system without impurities, and E'” are the corresponding
energies of the quasiparticles. Let us differentiate Eqs. (A10)
and (A11) by energy at E # E* and then substitute r = r':

T W N N T
8 <Es°>—E>2 (" + )]

J

i . , : ,
Ge(r,r)=— | ———— (e (', n, [t — /D™ 4+ g0/, m, |r — /]I,
R\ 2mkplr — |
i 4 , , - ; /
Fi, )= = | —————[ff (@, n, [r —r/|)erir=r (@, m, |r —r|)e kel
(r,r') = iz ‘,2nk i fE+( | De + fe_( | De 1

wheren = (r — r')/|r —

9%
q:ihvp Sex

é:PG (r, r) m(r’ l‘)(kFJrEp/(hvr))(g(R _

— Eggs + A( +sn)fi, =0,

(A4)

r+r
2 9

aFET(O)(r, r)

= > o0 (r)

n>0
x ! - ! (A13)
(EY -E)Y (E"+E)]

where summation is over positive energies, and we used
the fact that states with negative energies —E'? have wave

. 0 0 . . . .
functions (W% (r), —.ufl ’*(r)). Within the quasiclassical ap-
proximation the relation

GO r,r) = -G (r,1) (A14)
holds, which follows from Eq. (8) and the property
g-p(r,n) = —gg(r, —n), which is valid for such energies that
the term ie* can be discarded in the Eilenberger equations. It
follows from the above that

GO (r, o [acgg(r r)
T2

3G, r)]

oF 3E s
@) + o)
=0 2
x [ 1 + ! ] (A15)
IR Ir)
Since
VO @ ()] < ’“'(10)(")’2; [0
and
1 1 | X
0B B e | E (B )

one can see that Eqs. (A13) and (A15) yield Eq. (41).

Now consider the Green functions with noncoincident
arguments in the limiting case kp|r —r’| > 1. Following
Gor’kov and Kopnin [52], we write the Green functions in
the form

(A16)

(A17)

r’|. Like in the 3D case [45,52], the Andreev equations for gz (r', n, s) and fg . (r', n, s) can be derived:

(A18)
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0fe+
as

:I:ihvp

—Efi, 4+ A* (' +sn)gge = 0.

(A19)

Let us derive the boundary conditions for these functions. For this we transform Eq. (A7) in the limit kz|r — r'| > 1 (but
Ir — r'| < &). In this limit the integral in Eq. (A7) can be calculated using the stationary phase approximation. Using also the

asymptotic expression for the Neumann function, we obtain

, mi 1 / i —r|—im ’ —i —r'|+in
Ger.r)~ 5;;7;—7W{U»+gE@,n1kk”fr' =1+ gp(, —m)Je FrirrHim/Ay
\ 2krlr =

Comparing this with Eq. (A16), we see that

/ l /
8e+(r',m, 0) = 5[1 + ge(r’, m)], (A21)
i ,
ge—(r',n,0) = 5[_1 + ge (', —m)]. (A22)
Similarly one obtains
& / |- /
i @0, 0) = Sfiac m, (A23)
s / i T
Se-(r',n,0) = EfE(r , —n). (A24)
Let us define the following two functions:
-, _ Jge+(,m, ) when s > 0,
Be(r,m,5) = {—igE_(r’, —n, —s) whens <0, (A25)

J

(A20)

when s > 0,
when s < 0.

£
fE+(r/, n,s)

—ify_(x',—m, —s) (A26)

frd m,s) = {

Equations (A18) and (A19) together with the boundary con-
ditions (A21)—(A24) yield

33 i
_va% — Egp + A( +sn)f) = —ifvpd(s),  (A27)

ihvg —£ — Eff + A*(x' 4 sn)gg = 0.

i
9Jk (A28)
as

Finally, Egs. (A16) and (A17) can be written in the form

’ mi 1 ~ ’ N kg v —r' | —im ~ ’ / —ikp |r—r'|+im
Ge(r,v)= = | ————— [0 n, [r — &/ 4 gp(xf, —n, —|r — ¥/ eI/ (A29)
n°\ 2mkp|r — 1|
mi 1 ~ . s ~ ) e
FT rr)=— |[— il r/, nr—r ikp [r—r'|—im /4 il r, —n, —|r — 1’| kelr—r'I+in /41 A30
p(r,r) hZ‘IanFIr—r/I[fE( | e + fe( | e ] (A30)

APPENDIX B: PARAMETRIZATION OF
QUASICLASSICAL GREEN FUNCTIONS
IN TERMS OF ,(s)

In this Appendix we will derive Egs. (13)—(17). We start
with the Riccati parametrization of the Green functions:

1—ab

B —2ia . —2ib
T 1+ab’

fe=1var T Trar

8E (BD)

where the Riccati amplitudes a(s) and b(s) satisfy the follow-
ing equations on a classical trajectory (see Fig. 1):

d

d—a F[-2(E +iet)+ A*ala— A =0,  (B2)
S

db o .

i [—2i(E +ie")+ Ablb+ A* = 0. (B3)
S

Here we use the dimensionless units introduced in Sec. III A.
The boundary conditions for a and b read

a(—oo) — l-ei9(7oo)7iarccos(E+ie+) (B4)

b(+00) = ie—i9(+oo)—iarccos(E-&-ie*)‘ (BS)

(

If one substitutes
a(s) — ieil/fd(s)+i0(s) (B6)

into Egs. (B2) and (B4) and takes into account that on a
classical trajectory with impact parameter d

do d (B7)
ds  d?>+s2’
one obtains Egs. (16) and (17) with E + ie™ instead of E. The
same equations are obtained if one substitutes

b(s) = i Va(=9)=ib(s) (B8)

into Egs. (B3) and (B5). The imaginary contribution i€ ™ can
be easily taken into account, if one notes that at real energies
the right-hand sides of Eqgs. (16) and (17) are monotonically
increasing functions of E, and hence 9v,(s)/9dE > 0. This
means that to obtain 1, at a complex energy E + ie™ one
should simply add (9v/4(s)/9E)ie™ to 4 determined at a real
energy E, which is equivalent to adding ie*t, because €7 is
infinitely small, and dv4(s)/9dE > 0. Using this fact, we can
obtain Eqs. (13)—(15) from Egs. (B1), (B6), and (B8).
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APPENDIX C: BEHAVIOR OF THE GREEN FUNCTIONS
IN THE CLEAN CASE IN THE VICINITY OF THEIR
SINGULARITIES

This Appendix is mainly devoted to the properties of the
functions Giox(r, 1), Fj P (r, r), and D4+ (E) in the vicinity of
their singularities. Considerations of the functions D, (E) are
necessary to determine the number of bound impurity states at
a given position of the impurity, according to Sec. IV A.

For a start, let us calculate the Green functions of a coreless
vortex at E = 1 and r < 1/4. It turns out that these functions
are finite at the gap edge. According to Schopohl [18], the
Riccati amplitude a(s) (see Appendix B) at E = 1 on a clas-
sical trajectory parallel to the x axis with impact parameter
d < 1/4 equals a (s), given by Eq. (D2). From Eq. (B6) we
then obtain

V) = —Ina-(s)— it (=29 _T e
¢ Jsi+dz) 2

To determine the Green functions at a point r = (r,0) we
substitute this into Eqgs. (30) and (31):

2 r

——do, C2
o /1 —4rcosg ¢ €2

J

0
GY) x(r.1) =g

s (dg + s
E;

V1= EM(dg)?

The solution of these equations is

V(s) = f

¥ (—00) =

2, 4 2=
@) ady

2 » d|A(,/s2 +d?
‘Z—W — 2E, + S—df)zdl +2|A (/52 + d2)| sin (Yg, () — 2u

2w
2r — co
ng’)(r, r)= Yo &dgo. (C3)
2 Jo J/1—4rcosg

These relations are useful for calculations of Dy+(As) for
< 1/4.

For E < 1 the Green functions may have singularities
when for some angle ¢ (see Fig. 1) and some integer
n E™(d(¢)) = E. Then, the integrands in Egs. (30) and (31)
become infinite, because then Eq. (18) is satisfied, where one
assumes d = d(¢) and s = s(p) [see Eq. (29)]. Let us con-
sider the function v, (s) at parameters d > 0 and E > 0 that
are close to some number dy and the corresponding energy
E™(dy), respectively, so that Eq. (18) is not exactly satisfied:

d=dy+d,, E=E"(dy)+E, (C4)
where d; and E; are small perturbations. The function v, (s)
then can be written in the form 4 (s) = ¥4, (s) + ¥ (s), where
¥4, (s) corresponds to the energy E M (dy), so that Ya, (s) +
Ya,(—s) = 2mrn, and ¥ (s) is small. By linearizing Egs. (16)
and (17) we obtain the following equations for v/ (s):

cos (Va,(s))d1, (€5)

ady

(Co)

| A(/s? +d3 '
2! (\/ﬁ)\ws (Var(s)ds | exp <2 / |A(\/32-|-7d§)|5inllfdo(§)d§>ds/. (o)

The Green function gg [Eq. (13)] at the energy E and impact parameter d is then

8E~ —=

and the integrand in Eq. (31) is

cos (llfd (S)*zilfd(*f))

2i C8)
Y (s) + P(—s) +iet’
Yy ()—Vay (—s)
~ (1) 2 cos (—2 ) (9)

sin (M + ie+)
Equation (C7) yields

2 2
s'° —dj

V(s) + P (—s) +iet

~ ~ _ 0 )
w _ / |:2E, + @ /2)2511 - 28;02'511 cos g, (s’)] exp (2 / |A(/3 + d2)| sin v, (§)d§>ds’. (C10)
—00 5+ s s

Note that here the right-hand side vanishes, and hence gz becomes infinite when E| /d; = dE () /dd, where

dE™ 1
(do)

2 2
§° —dj

A
, 1Al

0
dd - _2N(E(")(d0), dy, 0) /—oo |:(dg + S/2)2
0 s
N(E,d,s) = / exp (2/ |A(V3% + d?)| sin wd(§)d§)ds/

0
5 cos 1/fd0(s’):| exp <2f |A] sin 1//d0(§)d§>ds’, (C1D)
0 s’

(C12)

At this point we will make a small digression to prove that the energy of the anomalous spectral branch monotonically increases
as a function of the impact parameter. In Eq. (C11) we integrate the first term by parts:

dE™
dd

0 / a
(do) = N~HE™(dy), dy, 0) / [ﬁw sin ¥, (s") +
oo L2

Al
ady

0
oS Yy, (s’)] exp (Zf |A]sin g, (§)d§>ds’. (C13)
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For the anomalous branch one can prove that

—7/2 < Ya,(s) < 0

for s < 0. (C14)

Indeed, —7 /2 < v4,(s) because of the boundary condition (17) and because dv;/ds > 0 at Y, = —m /2, according to Eq. (16).
Now, let us assume that at s = s; < 0 the function ¥4, (s) crosses zero for the first time, so that ¥4, (s;) = 0, and

d*ﬂdo

(s1) =2E+

Then

0 0
Y4, (0) = ¥y, (s1) —i—/ dVay ds > / |:2E 4+ -
5 ds 5 d?

so that ¥4, (0) > 0, which contradicts the condition 4,(0) =
0 for the anomalous branch. This proves Eq. (C14). This equa-
tion, in turn, means that the integrand in Eq. (C13) is positive,
and hence the whole right-hand side is positive, which was to
be shown. For dy = 4-0, using Eq. (22), one may obtain from
Eq. (C13) the known result [4] for the slope of the anomalous

branch atd = 0:
dE(O) (0) f°° |A§S>‘ (—2 f(f IA(S’)Ids’)ds
Jo exp (=2 [y IA(s)Ids')ds
In the following we will need only Eq. (C10) with d; = 0
(d = dy):
V() + ¥ (=)
2

which is valid for any d and for E ~ E™(d). We will use
Eq. (C17) first to estimate v(E,r) at E ~ E©(r). Using
Egs. (C8) and (C17), we can write the real part of gg in the
form

Re[ge(d, 5)] =

(C16)

=2[E — EM()IN(E™(d),d,s), (C17)

Z(S(E E™(d)). (C18)

2N (E d,s)
Here, all spectral branches have been taken into account, and
for convenience we use d and s as the arguments of gg instead
of r and n (due to the rotational symmetry of the system, the
value of g is defined by two coordinates). Using Egs. (8) and
(32), we can write the density of states in the form

T d
W(E,T) = v f Relge (d(r @), 5(r, o)1 5

/2
. f Relgs (d(r, @), 5(r. qo))] . (C19)

—m/2
Here, we used that gg(d, s) = ge(d, —s)—see Eq. (13).

Let us take E ~ E@(r) < miny EV(d), so that in the sum
in Eq. (C18) only the term with n = 0 is relevant. One can see
then that for E > E©(r) the density of states vanishes. For
E < EO(r) the integrand in Eq. (C19) does not vanish only
for ¢ ~ /2, so that we can put s(¢) = 0 and ¥y = ¥,:

v(E,r) = S(E — EO(rsing))dg.

(C20)

Vo
2N(EO(r), 1, 0) /0

In the vicinity of ¢ = 7 /2

EOsing) ~ O — L9 (2 2 (21
rsm ~ r)— — —_— = .
¢ 2 dd 2 ¢

—2|A(y/st+d?)| = 0.

d? + s?

(C15)

Yo (51)ds > 0
S

2|A(\/s2+d2)|]ds>/ d

(

Now we can integrate over ¢ in Eq. (C20):

uoNl(E<°>(r),r,0)( dE© )”2
2 . (C22
oo —F \aa (C22)

One can see that the density of states has an inverse square
root singularity.

Now we will calculate the Green functions for E —
E©(r) 4 0. Then, the imaginary term ie* in Eqs. (C8) and
(C9) can be discarded, and the main contribution to the
integral in Eq. (30) comes from ¢ ~ 7w /2. We may use
Egs. (C8) and (C17) and put s(¢) = 0. After integrating
[E — EQOd(p))]7! over ¢ with the help of Eq. (C21) we
obtain

v(E,r) =

G (r,r)~ L.
ER T TON(EO(r), 1, 0)
—-1/2

. (C23)

2 dED E—-E©®
x[r i (r)(E — (r))}

Hence, Giy(r, r) — —oo when E — E@(r) + 0. After do-
ing similar transformations in Eq. (31), using Eq. (C9)
we find that £, (r,r) &~ GO (r, r). Taking the difference
of Egs. (30) and (31) one can also prove that the differ-
ence O (r, r) — GO(r, r) is finite at E = E©(r) 4 0. This
means that for all r; < r. we have

lim D,_(E) = (C24)
E—>EO(r;)

; ) e py _ IO
E~>hEI(°n)(r ) DT+(E) EJ?(E@) [GER(rh rl) FE (I‘,, rl)]

m
— —(cotay —cotay). C25
2 hz( 1 ) (C25)
Similar calculations can be done for the range of parame-
tersr < d) and E — EM(r) — 0. We find then G ,;(r r)~

min
—F O, r) o [ED(r) — E]'/2. For a coreless vortex this
means that if 7; is in the range 1/4 < r; < a (region B in

Fig. 4), then Dy 1 (Emax(11) — +00,and
lim D;_(E)= _lim

E— Emax (ri) E— Emax (i

[Giatrio ) + FI i, 1)

m
——(cotay —cotay). C26
el ) (C26)
It follows from the considerations above that the case (ii) from
Sec. IV A is impossible for 1/4 < r; < dV for a coreless

min
vortex (or for r; < d D for a vortex with core).

min
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Finally, consider the range of parameters dr(nliil <r<re
and £ ~ Eéllg1 Here, the main contribution to the integrals

E-EJ) —

min

V) + V(s 2[
2

in Egs. (30) and (31) comes from ¢ ~ ¢y = arcsin(dr(nlizl/r).
For such ¢ Eq. (C17) yields

(C27)

min’ “'min’

P d(1<)):|N(E(1) d(l) S(@O))

Now we can calculate Gg’;(r, r) using Eq. (30). We take into account that s(@g) = —/r? —dr(;if and d(¢) —dW) ~

JrE— dr(nlif (¢ — ¢p). Then, we obtain the following integral over ¢:

min

min min

and the Green function takes the form

0
GO (r, 1) ~

Thus, Gg)l)e(r, r) — 400 when E — E'}) — 0. Similarly, from Eq. (31) we may obtain

FET(O)(r, r) & —cos

The absolute value of the cosine in the right-hand side here is
unity with zero probability, which means that almost certainly

lim  [GEar,r) — [F O (r, 0[] = +oo.
E—~EY 0

As aresult, for d'.) < r; < r. both D4, (E) and D4_(E) tend
to +00 when E tends to E..(r;). Hence, the cases (i) and
(i1) from Sec. IV A are not possible for such positions of the
impurity, and there is at least one impurity-induced state.

+00
f d¢ \/ 2 (C28)
= -7
(1) 2EM ¢ 4(1) 12 1) @2EW ¢ 4(1) 12y~
—oo E—E - %ddiz (d )(V2 - dmin )(QD - wO)z (Emin - E)dlfT(dmin) (r2 - dmin )
TuN-HED g0 fpa g2
( II'llIl2 min min )2 . (C29)
(1) dZED ¢ 4(1) (1)
V2AE — E) S () (2 = di)
Vo [r2 — g2y _ Voo (— [r2 — g2
dmm( min ) : dmm( min ) Gg)lé(r, r). (C30)
[
or
ot
M4 cGs), (D3)
(C31) aq —a,
where C is an arbitrary constant, and
(1 =2d)/s2+d?> —sJ1—4d
G(s) = : : |~
2Vs2+d2— i1 —4d
s+vsTran\
X T . (D4)

APPENDIX D: QUALITATIVE ANALYSIS OF THE SUBGAP
SPECTRAL BRANCHES

In this Appendix the qualitative structure of the upper
spectral branches is derived. We start with the case of a core-
less vortex. For |A| = 1 and E = 1 the analytical solution of
Eq. (B2) is known. Consider a classical trajectory, such that
0(—o0) = 0. In our coordinate frame this trajectory is directed
towards the x axis. The order parameter on this trajectory
equals

s+ id
JErd

For such order parameter profile two particular solutions to
Eq. (B2) for E = 1 and d # 1/4 are [18]

S +/1—4d — 2i/s% + d2.
d 2s —i(2d — 1)

A(s) = — D1)

(D2)

Based on these two solutions we can construct the general
solution of the Riccati equation:

g
. <ad ad> _ /e—ie(s)[a;(s) —aj(s)lds,

aq —ay

In the following we will use the functions a, and &,, which
satisfy Eq. (B2) with E = 1 and the initial conditions

a4(0) = 1, (DS)
aq(0) = —1. (D6)
These functions are given by
_ o ag(s) = G(s)ay ()
aus) = o (D7)
. agi(s) +G(s)ag (s)
aq(s) = 176w . (D8)

Let us define the functions ¥, (E, s) and /4 (E, s) as the solu-
tions of Eq. (16) with the initial conditions

Va(E,00=0,  Y(E,0) =m. (DY)

Ford > 0 and E = 1 they can be expressed in terms of a, and
ay using Eq. (B6):

To(l,5) = —ilnEzd(s)—i-arctan%, (D10)

Je(l,s) = —ilnc“zd(s)—i-arctanj—i. (D11)

024510-15



A. A. BESPALOV AND V. D. PLASTOVETS

PHYSICAL REVIEW B 103, 024510 (2021)

The upper index “c” here means that these functions cor-
respond to the coreless vortex. Consider d in the range

0 < d < 1/4. One can see that
lim au(s) =i, (D12)
§——00

and hence
lim ¥5(1,s) = 27k,
§—>—00
where k is an integer that we will determine now. First, note
that £ < 0, since for E = 1 the right-hand side of Eq. (16)

is non-negative, so that 1&5(1,0) > 1}5(1,—00). Let us
introduce one more function,

Y () = —ilna;(s)+ arctan;l

= arctan ﬂ -+ arctan ﬂ -+ arctan i
J1—4d —2s d
(D13)
It satisfies Eq. (16) with the initial condition
_ b4 2d
Y, (0) = B} + arctan ﬁ (D14)

It follows from Eq. (D13) that ¥, (—00)=0. Since
¥5(1,0) > 97 (0), for all s <0 we have ¥/5(1,5) > ¥ (s),
and thus &;(1, —o0) = 0. Due to the monotonicity of the
right-hand side of Eq. (16) in energy, for E < 1 we find that
VS(E, s) > ¥5(1,5) for s <0 and hence Y$(E, —00) > 0
for E < 1. This means that a function ¥,(s) that satisfies
Egs. (16), (17), and (20) with n = 1 does not exist for £ < 1,
and hence there is no spectral branch with n = 1. Certainly,
branches with n > 1 are absent as well.

Now consider d > 1/4. One can check then that a; =
1/a}* and |a}; | = |G|. Then

_ 1-G/IG
=gt — D15
u(s) = aj — (D15)
For —s > d
Gis) ~ 1 —2d +iv4d — le—imln(%)' (D16)

2d

When arg(G) = 0 we have a; = —aj ~ —i. On the other
hand, when arg(G) = 7 one obtains a,; ~ a:{ ~ i. Since with
decreasing s the function G(s) goes around the origin in the
complex plane an infinite number of times [see Eq. (D16)], the
function a, (s) has no limit when s — —oc. Then the function
1/?5(1, s) has no finite limit when s — —o0. Moreover, it is
monotonous in s, so that

YEmoo Y51, 5) = —00 d > 1/4). (D17)
Now we note that the function 1/7§(E , §) is uniformly continu-
ous in E on any finite interval of the variable s. It follows from
this that lﬁj(E , §) reaches arbitrarily large negative values at
s < 0, if the energy is sufficiently close to 1. Then we may
obtain 1/7§(E , —00) = —2mk £ arccos E with arbitrary large
k, for energies close to 1. Since for every solution 1,(s) of
Eq. (16) ¥4(s) + 27k is also a solution, for d > 1/4 we can
find a solution of Egs. (16), (17), and (20) with arbitrary

large n. This means that the energy interval E € (1 —§E, 1)
(6E > 0) for d > 1/4 contains an infinite amount of spectral
branches E™(d).

Finally, let us consider d < 0. We can see thatdy;/ds < 0
for Y4 € (—arccos(E), 0). As a consequence, we inevitably
have v¥,;(0) < 0 for E < 1, if ¥,(s) satisfies the boundary
condition (17). Hence, the spectral branch with n =1 is ab-
sent, as well as all other higher branches.

Now we will generalize the above consideration for a vor-
tex with core. Let us assume that the order parameter at r —
oo has the asymptotic behavior given by Eq. (25). We will
analyze the behavior of the function v/4(1, s) when s — —oo.
We introduce the variable 5 via

= /O |AGS? + d2)|ds'. (D18)
By dividing Eq. (16) by |A(v/s? 4 d?)|, we obtain
% =2 —2cos ¥y + f(3), (D19)
where
2+ gt
fG3) = ﬁ —2. (D20)
In the limit s — —o0
=T o), (D21)

Let us take d + 2k > 1/4. We choose a number d’, such
that 1/4 < d’ < d + 2h. Then, a number s exists, such that
for s < 59

/
_ 5(s)). D22
e ACO) (D22)
We can compare the function Y4(1,s) with the function
Y5 (1,5) [defined above by Eq. (D10)], which satisfies the
equation
81/75,(1, 5) _ d
————=2-2 ot ——.
25 cos Yy + PN

Note that the functions ¥5(1,5)+ 27n with any integer
n satisfy this equation. For some value of n the inequal-
ity ¥a(1,50) < ¥5.(1,3(s0)) + 27n holds, where 5(sp) is
defined by Eq. (D18). By comparing the right-hand sides of
Egs. (D19) and (D23), taking into account Eq. (D22) we
find that y¥,(1,s) < ¥5(1,3(s)) + 27n for s < so. Due to
Eq. (D17) we have

(D23)

Yl}imOO Va(l,s) = —c0 (d+2h > 1/4). (D24)
This means that for d + 2k > 1/4 there is an infinite amount
of spectral branches with positive energies.

In the case d + 2h < 1/4 we take the number d’ in the
interval d + 2h < d’ < 1/4. Then, by comparing the func-
tions ¥/5,(1, 3) + 27n with a sufficiently large negative n and

Y4(1, s) we find that
lim ¥,(1,s) > lim ¥5(1,3(s)) +27n > —oco. (D25)
§—>—00 §—>—00

This means that the number of spectral branches with positive
energies is finite.
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0'00 2 3
rA/(Avy)

FIG. 8. The order parameter profile obtained from the Ginzburg-
Landau equation [Eq. (D26)].

The coefficient & in Eq. (25) at temperatures T close to the
critical temperature 7, can be determined from the Ginzburg-
Landau equation:

—gV?A — A+ |APA =0. (D26)

We wrote it in the dimensionless form, where the energy is
measured in units [1]

8 2
S (T —T).

D27
7¢(3) B0

00 =

The coefficient ¢ in Eq. (D26) in 3D equals g3p = 1/6 [1]. For
superconductors with a cylindrical Fermi surface (2D case)
one can show that the coefficient g equals gop = 3g3p/2 =
1/4 [53]. A simple explanation of this is that g is proportional
to (n2)gg, Where n, is the x projection of a unit normal vector
to the Fermi surface, and (...)pg means averaging over the
Fermi surface. For a spherical Fermi surface (ni)FS ap = 1/3,
while for a cylindrical Fermi surface (n?)gg,p = 1/2, so that
q3p/qp = 2/3.

After substituting the order parameter given by Eq. (3)
into Eq. (D26) one obtains an equation for |A(r)|. The order
parameter profile obtained from this equation is shown in
Fig. 8. The asymptotic expansion of |A(r)| at r — oo is

AW = 1= 55 + 007, (D28)

If one compares this with Eq. (25), one can see that in the
2D case h = 1/8, and hence an infinite number of spectral
branches appear at d > 0.

APPENDIX E: GREEN FUNCTIONS IN THE PRESENCE
OF A POINT IMPURITY IN 2D

In this Appendix we will derive and analyze the Green
function of a 2D superconducting system with a point impu-
rity. Let us first consider a 2D vacuum with a point impurity
located at the origin. For a plane wave with a wave function
¢ incident on the impurity the whole wave function with the

scattered wave is
¥ = + CH{" (kr), (E1)

where C is some scattering amplitude. Let us take a superpo-
sition of such wave functions with plane waves propagating in
all directions with equal amplitudes:

; d
Ys = / [ + CH (k)] o=
In|=1 27

_ 1Y o .
= C+§ HO (kr)+§H0 (kr). (E2)

Since the probability current through a circle surrounding
the origin should vanish, the amplitudes of spherical waves
propagating to the origin and from the origin should have
equal absolute values, so that

=1t (E3)
207 27
Hence
C = isinae™, (E4)

where o € [—m /2, /2] is the scattering phase. Equation (E4)
is a corollary of the so-called optical theorem.

In the case when the incident wave ey (r) is an arbitrary
superposition of plane waves, the scattering amplitude de-
pends only on its value at the point where the impurity is
located:

Y (1) = Yext (1) + Vex (0)ie™ sinH{ (kr).  (ES)

The last relation can be written in the form

krev

2 2
Y (r) = Yr(r) + - In (—)W(O)tan a, (E6)
where

VR(E) = Yext (1) + Yexc (0)ie™ sin

(1) Zin (2
< [HPGn+ ()| @D

Note that Yg(r) is regular at r = 0.

Relations similar to Egs. (E5S) and (E6) are valid also for
Green functions that satisfy Eq. (1), because in the vicinity
of the impurity (for |r — r;| < &) one may neglect the or-
der parameter, so that the Gor’kov equation reduces to two
Schrodinger equations. Then we can look for solutions of
Eq. (1) with spin indices 11 in the form [45]

Geyy(r, 1) = Gg))(l', r)+ Gg))(l', A + F_T,(g())*(r, ri)Az,
(E8)

Flo ) = O o)+ BP0 rA — GO (r.rAy.
(E9)

These functions satisfy the Gor’kov equation for all r and r’
that are outside the range of the impurity potentials V (r — r;)
and J(r — r;). Using Eq. (6) we obtain equations for A;4 and
Ay4 based on the fact that near the impurity the regular parts
of the Green’s functions and their logarithmic singularities
should be related to each other in accordance with Eq. (E6):
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mA N 2
—};J =[G (0. x) + Gpri, x)A Y + FIE (11, 1)An | ~ tanay, (E10)
T
mA2 , * 2
—— o = [FO ) + RO mAn — GO, x|~ anay. (E11)

We have taken into account here that in the case of a magnetic impurity electrons and holes feel different scattering potentials,
and as a result there are two scattering phases—o4 and «. The solution of the linear Eqs. (E10) and (E11) is straightforward,

and after substituting these solutions into Eq. (E8) we obtain

Geyp(r, 1) = GP(r, ¥') + G (r, 1),

where

Gl (r,x') = Dy(E + ie*)™! (Gf;”(r, n-){G?)(r,», r/)[% cotay — GOy, r,-)} — FT" (r r) O, r/)}

% , m /
—F ', ri){FE”O)(r,», r >[ﬁ cotay — Gon(r;, ri)} + F O, r)GY (i, v )})

mcot oy
21

mcoto
21

Dy(E) = [ — GO, ri)][

The Green functions Gg))e(r, r), G(EO)(r, r’), and Fg(o)(r, r)
can be calculated using Egs. (8), (9), (A29), and (A30).
To obtain Gg(r, '), one should simply swap 1 and | in
Egs. (E12)-(E14).

Of particular interest are impurity-induced poles of the
Green function, which correspond to discrete impurity states.
It can be seen from Eq. (E13) that the energies of such states
with spin up satisfy the equation D;(E) = 0. The function
D, (E) is generally complex, unless the density of states with-
out impurity v(E, r;) vanishes. Then, D4 (E) becomes real.
Indeed, if v(E,r’) =0 for r’ lying in some area, then the
imaginary term ie* in Egs. (A10) and (A11) can be discarded,
and we obtain

Gy'(r,r) = G (r, ¥, (E15)
Ff O v)=F 0w, r). (E16)

Using Eq. (A14), which is valid within the quasiclassical
approximation, and Egs. (E14) and (E16), taking into account
that Gg);e(riv r;) is real when v(E,r;) =0, we may obtain
Eq. (38), from which it is obvious that Dy (E) is real. Thus,
discrete impurity levels should be sought inside the local
spectral gap at position r;.

Considering energies, for which simultaneously v(E, r;) =
0 and D4(E) # 0, we may find that the impurity-induced
correction to the Green function with coinciding coordinates,
G(EI%T(r, r), is real, which can be proven using Eqgs. (E15)
and (E16). For our system with a vortex this means that in
the energy range E € (E©(r;), Emax(r;)) the impurity only
induces several discrete states [corresponding to D4 (E) = 0]
and does not affect the continuous spectrum. On the other
hand, for E ¢ (E@(r;), Emax(r;)) the function D, (E) is com-
plex, and so is GS%T(r, r), which means a modification of the
continuous spectrum in this energy range. In particular, this
results in the local spectral gap for all positions r lying inside
the interval (E@ (#,), Emax (Fi)).

— G

n (E12)
(E13)
£r(Ti, l'i)] + Fg(o)(l'i, l'i)Fjg))*(l'i, r;). (E14)

(
APPENDIX F: WAVE FUNCTIONS OF IMPURITY STATES

In this Appendix we will determine the wave functions of
the impurity states and derive a formula suitable for numer-
ical calculations of these wave functions. To complete our
task, we will calculate the Green functions Ggs4(r, ') and
F,;M(r, r’) near their poles, corresponding to impurity states.
Let E = E}; be the energy of a pole of the Green functions, so
that Dy (E4;) = 0. Then, using Eqgs. (E15) and (E16), for the
function Gg44 (r, r') [Egs. (E12)—(E14)] at E ~ Ej; we obtain

upi(r)uy,(r')

G )R — F1
4 (x, 1) Evi—F —ict (F1)
where
upi(r) = AuGy) (6, 1) = BpF ) (r, 1), (F2)
-1
Ay = —[G(O) (r, r;) + 2 COtOw] &(Em) ,
Enk 25 dE
(F3)
dD
0 1
By = —F,;E (r;, ri)Sgn<E(EiT)>
—172
X —[G(O) (ri,r;) + i cot al]%(E[T) / .
Euk 21 dE
(F4)

Since an expansion of the form (A10) is also valid for
Ggy4(r, 1'), we conclude that uy;(r) is the electron component
of the wave function of an impurity state. The hole component
can be obtained from an expansion of the form (F1) for the
function FETM(r, r'):

vii(r) = ApF (e 1) + BuGY (e, (FS)

The functions Gg))(r, r;) and FEJr (O)(r, r;) can be calculated us-
ing Eqs. (A29) and (A30). Taking into account the symmetry
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relations

g—E (r/’ —n, _S) - _gE(r/a n, S)’ (F6)

o, —n, —s) = fi(r',n,s), (F7)

which follow from Eqs. (A27) and (A28), we obtain

mi 1 - . .
ir)= = [——— |48, (xi,n, [r —1; Byifi¥ (rpm, |r — ry])|efrlrmil=i%
un(0) = 23| Trtorr = A8 (i 1 I = xil) o+ Braf (xi. m, | —xi)]e

+[Ayige, (i, =0, —[r — xi)) + B fi (rj, —n, —|r — p;|)]e R R, (F8)
mi 1 - ) -
i) = = [————[Ayf] (rin, v — 1)) + ByZs (ri,m, | — 1) ] rl=i%
vy (1) PERYE oy — {[. 1ifE, ( | 1) + B1igg, ( | D]e
HAnfL 0 =, =0 =) + By, (ri, —n, =6 — )| rmE (F9)

where n = (r — r;)/|(r —r;)|. One can see that the functions u,(r) and v4,(r) oscillate in space with a period of the order of
k;l. After averaging their squared absolute values over an oscillation period we have

2
2 ~ ik 2
usi(r = ——||An Ar, N, | —T; + Byifr (ri,n, |[r —r;
(Jupi(r)?) 2ﬂ},ﬁkﬂr_mﬂ 1i&e, (T, v — 1)) + By f (v, m, v — 1))
~ . 2
+[Arige, (=1, —[r — 1)) + By fi (v, —m, —[r — 1iD)[], (F10)
2
2 il . 2
va (1 = —————||Ayifp (r;,n, |r —1;]) + B4; 8% (r;,n, |r —r;
(o)) 2nh4kplr—r,»|H tifa, (6, [0 = 1i]) + By, (i, m, e — 1))
~ 5 2
+Anff (e, =, —|r = xi) + Bpigy, (ri, —n, =[x — ;)| ], (F11)

It follows from Eqs. (A27) and (A28) that

0 .
o lze@n, O = 1fia n, 9)P1=0 (F12)

for s # 0. Due to the vanishing of g and f' at s — o0, we
have

122, n, 5)| = | fi(r',m, 5)|. (F13)

Equations (F10) and (F11) together with Eq. (F13) yield
Eq. (43).

J

~ ~ 2
+|Ayige,, (T, =0, si(=1) — [r — 1)) + By i (xr, —m, si(—m) — [r — )| ],

) 1
(i ®F) = 7=
—iagif —Egg + A(r; + (s — s,-)n)fg = —id(s — ),
(F15)
i% —Efi + A0 + (s — 5,)n)gg = 0, (F16)

where s;(n) is the coordinate of the impurity on the trajectory,
and the coefficients A4; and By; are in the dimensionless form.

It follows from Eqs. (F15) and (F16) that for s # s; the
ratio igE/fg satisfies Eq. (B2), and the ratio ifg/gE satisfies

(

The remainder of this Appendix is purely technical and is
devoted to numerical calculations of (|u¢,-(r)|2). For a start,
let us write the main relations in dimensionless form. Like in
Sec. III, we use Ao, as energy units and /vy /Ay as units of
length. The functions Gg and FET will be written in units of
TV, and (|u¢i(r)|2)—in units of Ago/(nhzv%). In the equa-
tions for gg(r;, n, s) and fg(r,-, n, s) let us shift the origin, so
that s = 0 corresponds to the point on the trajectory that is
closes to the vortex center (like in Sec. III). Then we have the
following set of equations:

~ = 2
[|Ari&e, (v m, si(0) + |1 — £,]) + By fi (v, m, si(n) + |r — 1))

(F14)

[
Eq. (B3). Moreover, from Eqs. (A21) and (A23) we obtain

7t ¥
r,n,s; r,n
AT T o g
ge(ri,m,5;+0)  ge(r,m)+1
Similarly, one finds that
ge(ri,m,5; — 0
et si =0 o (F18)

farim,s;)
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Then, by virtue of the uniqueness theorem for the solution of
the Cauchy problem for ordinary differential equations,

w = a(s) fors < s, (F19)
fe(ri,m,s)
JETS) L fors > s, (F20)
ge(r;, m, s)

It turns out that to calculate the density of states, it is enough
to calculate only the function gg. Indeed, from Egs. (F15) and
(F16) with Eq. (F13) we obtain

Hence,
:*(ris n, S) — fg*(riv n, si) — g*(ri’ n) (F22)
ge(rim,s)  gp(rims;+0) 14+ gg(r,n)
fors > s;, and
[y frens) 0 @ 23)
ge(ri,n,s)  gp(r,mn,s5;—0) —1+gp(r;,n)

for s < s;. By substituting fE*(ri, n, s) from Egs. (F22) and

9 ( & 5(s) .
—N=)== (F21) (F23) into Eq. (F14) we have
as \ fn fe |
fE ( i n) 2
2 ti ~
u4;(r = A,+ jT—————————— il'[,ll,S[n—i-l‘—l','
(lupi(c)]%) reris 4 [+ g, (0 |3k, ( (n) + | DI
f ( i —
+Ay+ Bpy—— |8k, (i, =1, s5:(—m) — I — xi])° (F24)
-1+ gET,»(l'i, —11)
[
Let us focus on calculating the function gz. We put the The solution of this equation has the form
impurity in a position with coordinates r; = (r;, 0). Then, the s
coordinate of the impurity on a trajectory with direction vector 18()> = |8£(si — 0)[*exp (—2 / sin Y (s")d s/)
n and the impact parameter of this trajectory are (see Fig. 1) si
(D) = () — — — — exp (—2 [ sin 4 (s')ds’)
5i(@) = si(n) = —r;cos g, d(p)=d(m) = r;sing. — ¢ fors < s;. (F28)
(F25) " 4sin? (M) -

For brevity, we will perform further calculations for a coreless
vortex: |A(r)| = const. All the following considerations are
easily generalized to the case of a vortex with core.

Using Egs. (B6) and (F19), for s <s; we may rewrite
Eq. (F15) in the form

08k

—la— —Egp +e VW5 = 0. (F26)
S
For |g¢|* we obtain
gkl

? + 2 sin (Y (s)|gel? = (F27)

J

(lupi(0)*) =

For s > s; using Egs. (B8) and (F20) we rewrite Eq. (F15) in
the form

_l&ﬁ —Egp + gtllfd(ﬂ)gE =0.
as
From this we find
y ,  exp (2 fs sin Y4 (—s)ds’)
BT = — 3 (b))

Now, in Eq. (F24) we can express all Green functions in terms

of Vy(s):

(F29)

for s > s;. (F30)

Ir — 1| | 4sin

; 2 —si—r—
|Ay; _BTie_“//—d(X[” si—lr-ri| L
+4 in? (w_d(x’_)w_d(ﬂi)) exp | —2 3 sinyr_q(s)ds" ) |.

We imply here d = d(n), s; = s;(n), and we took into account that d(—n) =
explicit expressions for A4; and By; [Egs. (F3) and (F4)], taking into account that Fy 10

(lupi(0)?) =

(512 e
1 |AM_BTielw,1(sl')| sitle—ri| o
, [ in? (Yl yasyy P 2] sin Y (—s')ds
2 D

(F31)

si

—d(n) s;(—n) = —s;(n). Finally, substituting here
(r;, r;) is real in our case, we obtain

dD. .
4|I'—l'i|d—ET(ET,') Sin

cotay —cotay

1 cotay — cotory — 2GENR(r,-, r;) + 2F£:’Q)(ri7 r;) cos Ya(s;) i
? (Bl exp (2 /
) _

sin Yy (s’)ds’)

si—|r—r;|

+ sin? ( Yd (‘Yi)“"z‘//fd(*si))

—2GW (ri, 1) + 2F, O (r;, vp) cos yr_g(sy) o
EnR Ey exp (2/ sin wd(s/)ds/> .
—si—|r—rj|

(F32)

S —|r—

This equation has been used for numerical calculations of the wave function of the impurity state.
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