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A unified model of molecular and atomistic spin dynamics is presented enabling simulations both in
microcanonical and canonical ensembles without the necessity of additional phenomenological spin damp-
ing. Transfer of energy and angular momentum between the lattice and the spin systems is achieved by
a phenomenological coupling term representing the spin-orbit interaction. The characteristic spectra of the
spin and phonon systems are analyzed for different coupling strength and temperatures. The spin spectral
density shows magnon modes together with the uncorrelated noise induced by the coupling to the lat-
tice. The effective damping parameter is investigated showing an increase with both coupling strength and
temperature. The model paves the way to understanding magnetic relaxation processes beyond the phe-
nomenological approach of the Gilbert damping and the dynamics of the energy transfer between lattice and
spins.
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I. INTRODUCTION

With the emergent field of ultrafast magnetization dy-
namics [1] understanding the flow of energy and angular
momentum between electrons, spins, and phonons is crucial
for the interpretation of the wide range of observed phenom-
ena [2–5]. For example, phonons strongly pumped in the THz
regime by laser excitation can modulate the exchange field
and manipulate the magnetization as shown for the magnetic
insulator YIG [6] or in Gd [7]. The excitation of THz phonons
leads to a magnetic response with the same frequency in
Gd [7], proving the necessity of considering the dynamics
of both lattice and spins. Phonon excitations can modulate
both anisotropy and exchange which can successfully manip-
ulate [8–10] or potentially switch the magnetization [11,12],
ultimately leading to the development of low-dissipative
memories.

Magnetization relaxation is typically modeled using the
phenomenological description of damping proposed by Lan-
dau and Lifshitz [13] and later Gilbert [14], where the
precessional equation of motion is augmented by a frictionlike
term, resulting in the Landau-Lifshitz-Gilbert (LLG) equa-
tion. This represents the coupling of the magnetic modes
(given primarily by the localized atomic spin) with the non-
magnetic modes (lattice vibrations and electron orbits). The
LLG equation and its generalizations can be deduced from
the quantum-mechanical approaches assuming an equilibrium
phonon bath and the weak coupling of the spin to the bath
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degrees of freedom [15–17]. Thus, the standard approach
works on the supposition that the timescales between the
environmental degrees of freedom and the magnetic degrees
of freedom are well separated and reducing the coupling
between the magnetization and its environment to a sin-
gle phenomenological damping parameter [18,19]. In reality,
the lattice and magnetization dynamics have comparable
timescales, where the interaction between the two subsystems
represents a source of damping, hence the necessity of treating
spin and lattice dynamics in a self-consistent way.

To investigate these phenomena, and aiming at predic-
tive power for the design of competitive ultrafast magnetic
nanodevices, advanced frameworks beyond conventional mi-
cromagnetics and atomistic spin dynamics [20] are needed
[21]. A complete description of magnetic systems includes
the interaction between several degrees of freedom, such as
lattice, spins, and electrons, modeled in a self-consistent sim-
ulation framework. The characteristic relaxation timescales
of electrons are much smaller (≈fs) in comparison to spin
and lattice (100 fs-ps), hence, magnetization relaxation pro-
cesses can be described via coupled spin and lattice dynamics,
termed spin-lattice dynamics (SLD) [22–29]. SLD models
can be crucial in disentangling the interplay between these
subsystems. Spin-lattice coupling has recently been studied
via first-principles methods. Fransson et al. [30] demonstrated
the possible symmetries of magnon-phonon coupling and the
challenge of accurately calculating the phonon dispersion in
magnetic materials, as these will be affected by the spin-
lattice coupling. Also, Gennaro et al. [31] have combined
first-principles methods with atomistic spin dynamics to in-
troduce the effect of the phonons in the fixed-lattice magnetic
simulations by employing exchange parameters calculated for
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different relaxation of the lattice. In this work, however, we
directly model in a self-consistent way, the dynamics of both
phonons and spins and the spin-lattice coupling is treated
phenomenologically similarly to [22,25–27,29], the coupling
being able to efficiently exchange energy and angular momen-
tum between the two subsystems.

SLD models have so far considered either microcanon-
ical (NVE: constant particle number, volume, and energy)
[27,28] or canonical (NVT: constant particle number, volume,
and temperature) ensembles with two Langevin thermostats
connected to both lattice and spin subsystems [23,32]. Damp-
ing due to spin-lattice interactions only within the canonical
ensemble (NVT) has not yet been addressed, but is of in-
terest in future modeling of magnetic insulators at finite
temperature. Here, we introduce a SLD model capable of
describing both ensembles. Specifically, our model (i) takes
into account the transfer of angular momentum from spin
to lattice and vice versa, (ii) works both in a microcanoni-
cal ensemble (constant energy) and in a canonical ensemble
(constant temperature), (iii) allows a fixed Curie tempera-
ture of the system independent of the spin-lattice coupling
strength, (iv) disables uniform translational motion of the
system and additional constant energy drift, which can be pro-
duced by certain spin-lattice coupling forms. Furthermore, in
this work, the characteristics of the induced spin-lattice noise,
the magnon-phonon induced damping, and the equilibrium
properties of the magnetic system has been systematically
investigated.

Since many SLD models use body-centered-cubic (bcc)
Fe due to its considerably large magnetoelastic coupling and
for the necessity to include both lattice and spin degrees of
freedom to capture the bcc-fcc-bcc phase transition at high
temperatures [33], for the SLD model developed here we also
use the parameters for this material. The aim of this work
is not, however, to accurately reflect the structural properties
of bcc Fe, but to rather understand the effect of phonon in-
clusion onto the spin dynamics. Hence, Fe potentials were
used because of the mere facts that they are well studied in
the literature and thus we could benchmark our results with
others.

The paper is organized as follows. We start by describing
the computational model of spin-lattice dynamics and the
magnetic and mechanical energy terms used in this framework
(Sec. II). We then explore the equilibrium properties of the
system for both microcanonical and canonical simulations,
proving that our model is able to efficiently transfer both
energy and angular momentum between the spin and lattice
degrees of freedom. In Sec. III we compute the equilibrium
magnetization as function of temperature for both a dynamic
and static lattice and we show that the order parameter is not
dependent on the details of the thermostat used. In Sec. IV
we analyze the autocorrelation functions and spectral charac-
teristics of magnon, phonons, and the coupling term proving
that the pseudodipolar coupling efficiently mediates the trans-
fer of energy from spins to the lattice and vice versa. We
then calculate the temperature and coupling dependence of
the induced magnon-phonon damping and we conclude that
the values agree well with damping measured in magnetic
insulators, where the electronic contributions to the damping
can be neglected (Sec. V).

TABLE I. Summary comparison of the SLD model developed
here against other spin dynamics models.

Model Lattice Lattice Spin Intrinsic spin
thermostat thermostat damping

SLD Dynamic On Off Phonon
induced

ASD Fixed Off On Electronic
mainly

II. COMPUTATIONAL MODEL

In order to model the effects of both lattice and spin dy-
namics in magnetic materials, an atomistic system is adopted
with localized atomic magnetic moments at the atomic coordi-
nates. Within this framework we solve 9N coupled equations
corresponding to atomic magnetic moment (or spin) S, atomic
position r, and velocity v. The system has, however, 8N de-
grees of freedom, due to the constraint of the spin moving
on a unit sphere. The model can be extended to 9N degrees
of freedom by including longitudinal fluctuations [34]. We
note that for the temperatures used for these simulations the
contribution from longitudinal fluctuations is small, especially
for bcc Fe, where the magnitude of the magnetic moments
is similar between the paramagnetic and ferromagnetic states
[35]. The lattice and the magnetic systems can directly interact
with each other via the position- and spin-dependent Hamilto-
nians. The total Hamiltonian of the system consists of a lattice
Hlat and magnetic Hmag parts:

Htot = Hlat + Hmag. (1)

The lattice Hamiltonian includes the classical kinetic and
pairwise interatomic potential energies:

Hlat =
∑

i

miv2
i

2
+ 1

2

∑
i, j

U (ri j ). (2)

Our model considers a harmonic potential (HP) defined as

U (ri j ) =
{

V0
(
ri j − r0

i j

)2/
a2

0, ri j < rc

0, ri j > rc

(3)

where V0 has been parametrized for bcc Fe in [27] and a0 = 1
Åis a dimension scale factor. To be more specific we consider
the equilibrium distances r0

i j corresponding to a symmetric
bcc structure. The interaction cutoff is rc = 7.8 Å. The pa-
rameters of the potential are given in Table II. The harmonic
potential has been used for simplicity, however, it can lead to
rather stiff lattice for a large interaction cutoff.

Another choice of the potential used in our model is an
anharmonic Morse potential (MP) parametrized in [36] for
bcc Fe and defined as

U (ri j ) =
{

D[e−2a(ri j−r0 ) − 2e−a(ri j−r0 )], ri j < rc

0, ri j > rc.
(4)

The Morse potential approximates well the experimental
phonon dispersion observed experimentally for bcc Fe [37] as
shown in [38]. The phonon spectra for the choices of potential
used in this work are given in Sec. IV. Other nonlinear choices
of potential can be calculated via, for example, the embedded
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TABLE II. Parameters used in the spin-lattice model to simulate
bcc Fe.

Quantity Symbol Value Units

Exchange [23] J0 0.904 eV
rc 3.75 Å

Harmonic potential [27] V0 0.15 eV
rc 7.8 Å

Morse potential [36] D 0.4174 eV
a 1.3885 Å
r0 2.845 Å
rc 7.8 Å

Magnetic moment μs 2.22 μB

Coupling constant C 0.5
Mass m 55.845 u
Lattice constant a 2.87 Å
Lattice damping η 0.6 s−1

atom method [39,40]. One challenge of the SLD models is the
development of spin-dependent many-body potentials, which
are crucial for studies of the mechanical phase transitions,
deformations, and defects [41]. The potentials employed here
are simplistic, but can approximate well the phonon spectra
of bcc Fe (both for the case of the Morse potential and for a
better parametrized harmonic potential). As we will see in the
next sections, the magnon properties, such as damping, are not
strongly influenced by the choice of potential. Hence, we have
decided to remain with this simple pairwise implementation to
investigate the magnetic properties.

The spin Hamiltonian (Hmag) used in our simulations con-
sists of contributions from the exchange interaction, Zeeman
energy, and a spin-lattice coupling Hamiltonian, given by the
pseudodipolar coupling term (Hc), which we will describe
later:

Hmag = −1

2

∑
i, j

J (ri j )(Si · S j ) −
∑

i

μiSi · Happ + Hc, (5)

where μi is the magnetic moment of atom i, Si is a unit
vector describing its spin direction, and Happ is an external
applied magnetic field. The exchange interactions used in our
simulations depend on atomic separation J (ri j ). They were
calculated from first-principles methods for bcc Fe by Ma
et al. [23] and follow the dependence

J (ri j ) = J0

(
1 − ri j

rc

)3
�(rc − ri j ), (6)

where rc is the cutoff and �(rc − ri j ) is the Heaviside step
function, which implies no exchange coupling between spins
situated at larger distance than rc.

Several previous SLD models suffered from the fact that
they did not allow angular momentum transfer between lat-
tice and spin systems [28]. This happened for magnetization
dynamics in the absence of spin thermostat, governed by
symmetric exchange only, due to total angular momentum
conservation. Beaujouan et al. [22] has proposed a spin-pair
anisotropy term in the form of a pseudodipolar interaction
to couple the magnetization to the lattice dynamics and to
enable, for the first time, the transfer of angular momen-
tum within the spin-lattice dynamic framework. The spatial

dependence in the anisotropy term also allows the inclusion
of magnetoelastic effects. Similarly, Perera et al. [26] pro-
posed different local anisotropy terms to mimic the spin-orbit
coupling phenomenon due to symmetry breaking of the local
environment. The approach by Perera et al. [26] was suc-
cessful in thermalizing the subsystems, however, single-site
anisotropy spin terms with position-dependent coefficients as
employed in [26] can induce an artificial collective transla-
tional motion of the sample while the system is magnetically
saturated, due to the force − ∂Htot

∂ri
proportional to spin ori-

entation. To avoid large collective motion of the atoms in
the magnetic saturated state, we consider a two-site coupling
term, commonly known as the pseudodipolar coupling, de-
scribed by

Hc = −
∑
i, j

f (ri j )

[
(Si · r̂i j )(S j · r̂i j ) − 1

3
Si · S j

]
. (7)

The origin of this term still lies in the spin-orbit interaction,
appearing from the dynamic crystal field that affects the elec-
tronic orbitals and spin states. This is a phenomenological
term and its form comes naturally to express the coupling
between two spins due to the changes in the lattice. Its
biquadratic form and the exchangelike second term are neces-
sary to avoid lattice translation in the saturated state. In reality,
the coupling between phonons and magnons is material spe-
cific and should be derived on a more strict basis. However,
the goal of our paper is not to investigate magnetoelastic prop-
erties of Fe, but to construct a reasonable model of coupled
spin and lattice dynamics. Several models from the literature
have been tested and this simplest term was sufficient to avoid
artifacts in the spin or lattice dynamics. The pseudodipolar
coupling has been employed previously in SLD simulations,
first by Beaujouan et al. [22] and followed by more recent
works [25,27]. It was initially proposed by Van Vleck [42]
and Akhiezer [43] as an approximation of the more complex
spin-orbit Hamiltonian and has the same structure of a dipolar
interaction, however, with a distance dependence that falls
off rapidly, hence, the name pseudodipolar interaction. The
exchangelike term − 1

3 Si · S j is necessary in order to preserve
the Curie temperature of the system under different coupling
strengths and to ensure no net anisotropy when the atoms form
a symmetric cubic lattice. For the mechanical forces, the ex-
changelike term eliminates the anisotropic force that leads to a
nonphysical uniform translation of the system when the mag-
netic system is saturated. The magnitude of the interactions
is assumed to decay as f (ri j ) = CJ0(a0/ri j )4 as presented
in [27] with C taken as a constant, for simplicity measured
relative to the exchange interactions and a0 = 1 Åis a di-
mension scale factor. The constant C can be estimated from
ab initio calculations [26], approximated from magnetoelastic
coefficients [27], or can be chosen to match the relaxation
times and damping values, as in this work. In Ref. [26] the
coupling constants of 0.1 eV has been chosen, to be in the
same order of magnitude as values found by first-principles
calculations such as locally self-consistent multiple scattering
(LSMS) [44]. The above LSMS calculations with the account
of thermal vibrations were reported to give the energy fluc-
tuations in the same order of magnitude as the mean energy
itself, hence the difficulty to accurately estimate the coupling
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energy. In Ref. [27], the coefficient C has been obtained by
approximating the ratio between the pseudodipolar energy
and exchange energy by the ratio between the magnetoelastic
energy and thermal isotropic energy kBTC .

Since the total Hamiltonian now depends on the coupled
spin and lattice degrees of freedom (vi, ri, Si), the following
equations of motion (EOM) need to be solved concurrently to
obtain the dynamics of our coupled system:

∂ri

∂t
= vi, (8)

∂vi

∂t
= −ηvi + Fi

mi
, (9)

∂Si

∂t
= −γ Si × Hi, (10)

Fi = −∂Htot

∂ri
+ �i, (11)

Hi = − 1

μSμ0

∂Htot

∂Si
, (12)

where Fi and Hi represent the effective force and field, �i rep-
resents the fluctuation term (thermal force), and η represents
the friction term that controls the dissipation of energy from
the lattice into the external thermal reservoir. The strength
of the fluctuation term can be calculated by converting the
dissipation equations into a Fokker-Planck equation and then
calculating the stationary solution. The thermal force has the
form of a Gaussian noise:

〈�iα (t )〉 = 0, (13)

〈�iα (t )� jβ (t ′)〉 = 2ηkBT

mi
δαβδi jδ(t − t ′). (14)

To prove that the complete interacting many-body spin-
lattice framework presented in here is in agreement with the
fluctuation-dissipation theorem [45], we have followed the
approach presented by Chubykalo et al. [46] based on the On-
sager relations. Linearizing the equation of motion for spins,
we find that the kinetic coefficients for the spin system are
zero, due to the fact that the spin and internal field are ther-
modynamic conjugate variables. Hence, if the noise applied to
the lattice obeys the fluctuation dissipation theory, the coupled
system will obey it as well, due to the precessional form of the
equation of motion for the spin.

We compare the SLD model presented here with other ex-
isting models that do not take into account the lattice degrees
of freedom [atomistic spin dynamics (ASD)]. Particularly,
in our case we assume a fixed lattice position. The sum-
mary of the comparison is presented in Table I. Atomistic
spin dynamics simulations (ASD) [18,20,47,48] have been
widely used to study finite-size effects, ultrafast magneti-
zation dynamics, and numerous other magnetic phenomena.
Here the intrinsic spin damping (the Gilbert damping αG) is
phenomenologically included. In our case, since the lattice
is fixed it is assumed to come from electronic contributions.
This phenomenological approach is typically used for metals,
where the intrinsic damping is given by mainly electronic
contributions [49–51]. Consequently, only 3N (2N degrees of
freedom) equations of motion per atom describing the spin

dynamics are used:

∂Si

∂t
= − γ

(1 + α2
G)

Si × (Hi + αGSi × Hi ) (15)

with an additional field coming from the coupling to the fixed
lattice positions. The temperature effects are introduced in
spin variables by means of a Langevin thermostat. The spin
thermostat is modeled by augmenting the effective fields by a
thermal stochastic field (Hi = ξi − ∂H/∂Si) and its properties
also follow the fluctuation-dissipation theorem:

〈ξiα (t )〉 = 0, (16)

〈ξiα (t )ξ jβ (t ′)〉 = 2αGkBT

γμS
δα,βδi jδ(t − t ′). (17)

The characteristics of the above presented models are summa-
rized in Table I.

To integrate the coupled spin and lattice equations of mo-
tion we used a Suzuki-Trotter decomposition (STD) method
[52] known for its numerical accuracy and stability. The
scheme can integrate noncommuting operators, such as is
the case of spin-lattice models and conserves the energy and
space-phase volume. The conservation of energy is necessary
when dealing with microcanonical simulations. Considering
the generalized coordinate X = {r, v, S} the equations of mo-
tion can be rewritten using the Liouville operators:

∂X
∂t

= L̂X(t) = (L̂r + L̂v + L̂S )X(t ). (18)

The solution for the Liouville equation is X(t + �t ) =
eL�t X(t ). Hence, following the form of this solution and
applying a Suzuki-Trotter decomposition as in Tsai’s work
[53,54], we can write the solution as

X(t + �t ) = eL̂s
�t
2 eL̂v

�t
2 eL̂r�t eL̂v

�t
2 eL̂s

�t
2 X(t ) + O(�t3), (19)

where Ls, Lv, Lr are the Liouville operators for the spin,
velocity, and position. This update can be abbreviated as
(s, v, r, v, s) update. The velocity and position are updated us-
ing a first-order update, however, the spin needs to be updated
using a Cayley transform [55,56], due to the fact that the norm
of each individual spin needs to be conserved. Thus, we have

eL̂v�t vi = vi + �t

mi
Fi, (20)

eL̂r�t ri = ri + �tvi, (21)

eL̂S�t Si = Si + �tHi × Si + �t2

2

[
(Hi · Si )Hi − 1

2 H2
i Si

]
1 + 1

4�t2H2
i

.

(22)

The spin equations of motions depend directly on the
neighboring spin orientations (through the effective field),
hence, individual spins do not commute with each other. We
need to further decompose the spin system L̂s = ∑

i L̂si . The
following decomposition will be applied for the spin system:

eL̂s (�t/2) = eL̂s1 (�t/4) . . . eL̂sN (�t/2) . . . eL̂s1 (�t/4) + O(�t3).
(23)

Tests of the accuracy of the integration have been per-
formed by checking the conservation of energy within the
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FIG. 1. NVE (top) and NVT (bottom) simulations for a 10 ×
10 × 10 unit-cell bcc Fe system. The spin system is initialized at
TS = 0 K corresponding to a saturated magnetic state in the z di-
rection, while the lattice velocities are initialized by a Boltzmann
distribution at TL = 1200 K (for NVE) and TL = 600 K (for NVT).
In both cases we obtain equilibration of the two subsystems under
1 ns.

microcanonical ensemble. To ensure that the spin and lattice
subsystems have reached equilibrium, we calculate both the
lattice temperature (from the equipartition theorem) and spin
temperature [57]. These are defined as

TL = 2

3NkB

∑
i

p2
i

2m
, TS =

∑
i(Si × Hi )2

2kB
∑

i Si · Hi
. (24)

III. SPIN-LATTICE THERMALIZATION

As an initial test of our model we look at the thermalization
process within microcanonical (NVE) and canonical (NVT)
simulations for a periodic bcc Fe system of 10 × 10 × 10 unit
cells. No thermostat is applied directly to the spin system and
its thermalization occurs via transfer of energy and angular
momentum from the lattice, i.e., via the magnon-phonon in-
teraction. In the case of the NVE simulations, the energy is
deposited into the lattice by randomly displacing the atoms
from an equilibrium bcc structure positions within a 0.01
Å radius sphere and by initializing their velocities with a
Boltzmann distribution at T = 1200 K. The spin system is
initialized on the z direction, corresponding to a spin temper-
ature TS = 0 K. In the case of NVT simulations, the lattice is
connected to a thermostat at a temperature of T = 800 K. The
parameters used in the simulations are presented in Table II.

Figure 1 shows the thermalization process for the two types
of simulation. In both cases, the spin system has an initial
temperature of TS = 0 K corresponding to a saturated state in
the z direction. For the NVE simulations, the two subsystems
are seen to equilibrate at a temperature of T = 445 K, this
temperature being dependent on the energy initially deposited

FIG. 2. Energies for NVE (top) and NVT (bottom) simulations
for a 10 × 10 × 10 unit-cell bcc Fe system corresponding to the
simulations presented in Fig. 1.

into the system. In the NVT simulations, the lattice is ther-
malized at T = 800 K followed by the relaxation of the spin
towards the same temperature. In both cases, we observe that
the relaxation of the spin system happens under 1 ns, the re-
laxation timescale being dependent on the initial temperature
of the subsystems. Since the spin subsystem is initialized at
TS = 0 K, the relaxation is slower, and overcomes the typical
100-ps values observed typically for spin-lattice relaxation.
The corresponding change in the magnetization is emphasized
by the green lines in Fig. 1 showing a transfer of angular
momentum between the spin and lattice degrees of freedom.
Figure 2 shows the variation of the total energy ET , the lattice
energy EL, and spin energy ES for both NVE and NVT simu-
lations. The total energy is conserved for the NVE simulation
and it is distributed between the lattice and spin degrees of
freedom. For the NVT simulations, the total energy presents
thermal fluctuations around a constant value, after an initial
relaxation regime. We have also investigated the energy varia-
tion as function of the integration time step and concluded that
an integration time step of ts = 0.5 fs is sufficient to conserve
the energy within the numerical precision of the simulations
while keeping low computational cost.

To gain a better understanding of properties at thermal
equilibrium within the spin-lattice dynamics model, we have
investigated the temperature dependence of the magnetic or-
der parameter in different frameworks that either enable or
disable lattice dynamics, specifically, SLD or ASD. Table I
illustrates the differences between the models. Since reaching
joint thermal equilibrium depends strongly on the randomness
already present in the magnetic system this process is acceler-
ated by starting with a reduced magnetization of M/MS = 0.9
for T > 300 K.
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FIG. 3. Magnetization versus temperature curves for the SLD
model (with different choices of lattice potential: MP, Morse poten-
tial; HP, harmonic potential), and fixed lattice ASD model. The inset
zooms around the ferromagnetic to paramagnetic phase transition
temperature.

Figure 3 shows the comparison of the equilibrium mag-
netization using either the harmonic potential (HP), Morse
potential (MP), or fixed lattice (ASD) simulations. The mag-
netization is calculated by averaging for 200 ps after an initial
equilibration for 800 ps (for SLD type simulations) or 100
ps (for ASD) simulations. We observe that even without a
spin thermostat (in SLD model) the magnetization reaches
equilibrium via the thermal fluctuations of the lattice, proving
that both energy and angular momentum can be successfully
transferred between the two subsystems. Additionally, both
the SLD and ASD methods give the same equilibrium magne-
tization over the temperature range considered. This confirms
that the equilibrium quantities are independent of the details of
the thermostat used, in agreement with the fact that both SLD
and ASD models obey the fluctuation-dissipation theorem.

In principle, since the strength of the exchange interaction
depends on the relative separation between the atoms, any
thermal expansion of the lattice could potentially modify the
Curie temperature. However, as highlighted in the inset of
Fig. 3, the same Curie temperature is observed in each model.
We attribute this to fact that the thermal lattice expansion is
small in the temperature range considered due to two reasons:
(i) the Curie temperature of the system is well below the
melting point of Fe (≈1800) K and (ii) we model a bulk,
constant-volume system with periodic boundary conditions
that does not present strong lattice displacements due to sur-
faces. We note that Evans et al. [58] found a reduction of
TC in nanoparticles due to an expansion of atomic separa-
tions at the surface that consequently reduces the exchange
interactions. For systems with periodic boundary conditions
we anticipate fluctuations in the exchange parameter due to
changes in interatomic spacings to be relatively small. Our
calculations of effective exchange constant for a dynamic
lattice showed a variation of about 1% with respect to the
static lattice, a difference that it is not reflected in the equi-
librium magnetization curves. By removing the periodicity

FIG. 4. Magnetic anisotropy energy as function of strain for dif-
ferent coupling strengths for T = 0 K.

of the system, different Curie temperatures can be observed
between the static and dynamic lattice cases, due to the sur-
face effects that induce a variation of the effective exchange
constant in the order of 10%. Santos et al. [59] have per-
formed a systematic comparison of the finite-size effects of
the magnetization of static and dynamic lattice calculations
and their results showed differences between the two even in
the case of periodic systems. This suggests that the individual
parametrization of the exchange and interatomic potential can
largely influence the behavior of the equilibrium magnetiza-
tion. Although, for the parametrization used in this work we
show that the equilibrium properties are not dependent on the
details of the thermostat or the potential, the magnetization
dynamics could be strongly influenced by these choices.

The strength of the pseudodipolar coupling parameters C
determines the timescale of the thermalization process. Its
value can be parametrized from magnetoelastic simulations
via calculations of the anisotropy energy as a function of
strain. The magnetoelastic Hamiltonian can be written for a
continuous magnetization M and elastic strain tensor e as
[60,61]

Hm−e = B1

M2
S

∑
i

M2
i eii + B2

M2
s

∑
i

MiMjei j, (25)

where constants B1, B2 can be measured experimentally [62].
The pseudodipolar term acts as a local anisotropy, however,
for a lattice distorted randomly, this effective anisotropy is
averaged out to zero. At the same time, under external strain
effects, an effective anisotropy will arise due to the pseu-
dodipolar coupling which is the origin of the magnetoelastic
effects. To calculate the induced magnetic anisotropy energy
(MAE), the bcc lattice is strained along the z direction while
fixed in the xy plane. The sample is then uniformly rotated
and the energy barrier is evaluated from the angular depen-
dence of the energy. Figure 4 shows MAE for different strain
values and coupling strengths, with the magnetoelastic energy
densities constants B1 obtained from the linear fit. The values
of the obtained constants B1 are larger than the typical values
reported for bcc Fe B1 = −3.43 MJ m−3 = −2.14 × 10−5 eV
A−3 [62] measured at T = 300 K which is similar to the
B1 value obtained for small coupling strengths C = 0.018.
However, a larger coupling C = 0.5 is necessary in order to
obtain damping parameters comparable to the ones known for
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FIG. 5. Phonon spectra calculated for a 32 × 32 × 32 unit-cell
system at T = 300 K, C = 0.5 for (a) Morse potential, (b) harmonic
potential. The spectra are calculated via method (i). Right figure in-
cludes the projection of the intensity of the spectra onto the frequency
domain. Solid lines are the experimental data of Minkiewicz et al.
[37]. For the Minkiewicz et al. data there is only one data point for
the N-� path for the second transverse mode which does not show
up on the line plots.

magnetic insulators where the main contribution comes from
magnon-phonon scattering. In reality, in bcc Fe there is an im-
portant contribution to the effective damping from electronic
sources, which, if considered, can lead to the smaller coupling
strengths, consistent in magnitude with experimental magne-
toelastic parameters. Indeed, as we will show later, our finding
suggests that phonon damping is a very small contribution in
metallic systems such as bcc Fe.

IV. DYNAMIC PROPERTIES AT THERMAL EQUILIBRIUM

Section III showed that the equilibrium magnetization does
not depend on the details of the thermostat used and a success-
ful transfer of both energy and angular momentum is achieved
between the spin and lattice subsystems by the introduction of
a pseudodipolar coupling term. In this section, we investigate
the properties of the magnons, phonons, and the coupling term
that equilibrates the spin and phonon systems in the absence of
a phenomenological spin damping. Two types of simulations
are presented here: (i) magnon and phonon spectra calculated
along the high-symmetry path of a bcc lattice and (ii) averaged
temporal Fourier transform (FT) of individual atom data sets
(spin, velocity, pseudodipolar coupling field). The phonon
(Fig. 5) and magnon (Fig. 6) spectra are calculated by initially
equilibrating the system for 10 ps with a spin thermostat with
αG = 0.01 and a coupling of C = 0.5, followed by 10 ps
of equilibration in the absence of a spin thermostat. For the
method (i) the correlations are computed for a runtime of 20 ps
after the above thermalization stage. For each point in k space,
the first three maxima of the autocorrelation function are
plotted for better visualization. The autocorrelation function is
projected onto the frequency space and the average intensity
is plotted for different frequencies. The phonon spectra are
calculated from the velocity autocorrelation function defined

FIG. 6. Magnon spectrum (x component) calculated for a 32 ×
32 × 32 unit-cell system at T = 300 K, C = 0.5 for a Morse poten-
tial. The spectrum is calculated via method (i). The blue line is given
by the dispersion equation Dq2(1 − βq2), where the parameters D =
307 meV, β = 0.32 meV Å2 have been extracted from experimental
measurements by Loong et al. [66]. The inset shows the behavior of
the dispersion for low-q values. Right figure includes the projection
of the intensity of the spectrum onto the frequency domain.

in Fourier space as [38,63]

Ap(k, ω) =
∫ t f

0
〈vp

k (t )vp
k (t − t ′)〉e−iωt dt, (26)

where p = x, y, z, t f is the total time, and v
p
k (t ) is the spatial

Fourier transform calculated numerically as a discrete Fourier
transform:

v
p
k (t ) =

∑
i

v
p
i e−ik·ri . (27)

The same approach is applied for the magnon spectra, us-
ing the dynamical spin structure factor, which is given by
the space-time Fourier transform of the spin-spin correlation
function defined as Cmn(r − r′, t − t ′) = 〈Sm(r, t )Sn(r′, t ′)〉,
with m, n given by the x,y,z components [64]:

Smn(k, ω) =
∑
r,r′

eik·(r−r′ )
∫ t f

0
Cmn(r − r′, t − t ′)e−iωt dt .

(28)

The second method (ii) to investigate the properties of
the system involves calculating temporal Fourier transform of
individual atom data sets, and averaging the Fourier response
over 1000 atoms of the system. This response represents an
integrated response over the k space. Hence, the projection of
intensities on the frequency space presented by method (i) has
similar features as the spectra presented by method (ii). For
the results presented in Fig. 7, a system of 10 × 10 × 10 bcc
unit cells has been chosen. The system has been equilibrated
for a total time of 20 ps with the method presented in (i) and
the fast Fourier transform (FFT) is computed for the following
100 ps.

Figure 5 shows the phonon spectra for a SLD simulations
at T = 300 K, C = 0.5 for the Morse potential [Fig. 5(a)]
and the harmonic potential [Fig. 5(b)] calculated for the high-
symmetry path of a bcc system with respect to both energy
and frequency units. The interaction cutoff for both Morse
and harmonic potentials is rc = 7.8 Å. The Morse phonon
spectrum agrees well with the spectrum observed experimen-
tally [37] and with the results from [38]. The projection of
the spectra onto the frequency domain shows a peak close to
10.5 THz, due to the overlap of multiple phonon branches
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FIG. 7. The power spectral density of the autocorrelation function in the frequency domain for magnons, phonons, and coupling field for
a SLD simulations with a harmonic lattice, calculated by method (ii)). (a) Shows the power density of the autocorrelation function of the x
component of the velocity vx , spin Sx , and coupling field Hc

x . (b) Presents the power density of the autocorrelation function for the x component
of the coupling field for either static (ASD) or dynamic (SLD) lattice. The insets show the high-frequency spectra. For (a) the velocity and the
coupling field have been multiplied by a factor of 0.12 and 0.05, respectively, for easier graphical comparison.

at that frequency and consequently a large spectral density
with many k points excited at this frequency. Moving now
to the harmonic potential, parametrized as in Ref. [27], we
first note that we observe that some of the phonon branches
overlap [Fig. 5(b)]. Second, the projection of intensity onto the
frequency domain shows a large peak at 8.6 THz, due to a flat
region in the phonon spectra producing even larger number of
k points in the spectrum which contribute to this frequency.
Finally, the large cutoff makes the harmonic potential stiffer
as all interactions are defined by the same energy V0 and their
equilibrium positions corresponding to a bcc structure. This is
not the case for the Morse potential which depends exponen-
tially on the difference between the interatomic distance and a
constant equilibrium distance r0. For a long interaction range,
the harmonic approximation will result in a more stiff lattice
than the Morse parametrization.

In principle, the harmonic potential with a decreased inter-
action cutoff and an increased strength could better reproduce
the full phonon spectra symmetry for bcc Fe. However, in
this work we preferred to use the parametrization existing
in literature [27] and a large interaction cutoff for stability
purposes. Although the full symmetry of the bcc Fe phonon
spectra is not reproduced by this harmonic potential, the
phonon energies and frequencies are comparable to the values
obtained with the Morse potential. Nevertheless, we observed
the same equilibrium magnetization and damping (discussed
later) for both potentials, hence, the simple harmonic potential
represents a suitable approximation, that has the advantage of
being more computationally efficient.

Figure 6 shows the magnon spectrum obtained within the
SLD framework using the Morse potential together with its
projection onto the frequency domain. The results agree very
well with previous calculations of magnon spectra [28,65]
and with the experimental magnon dispersion measured by
Loong et al. [66]. For the comparison against experiments, we
have used the analytical dispersion equation Dq2(1 − βq2),
where the parameters D = 307 meV, β = 0.32 meV Å2 have
been extracted from experimental measurements. The inset of
Fig. 6 shows the behavior of the dispersion for low-q values.
For the harmonic potential the magnon spectrum is found to
be identical to that for the Morse potential with only very
small changes regarding the projection of intensity onto the
frequency domain. This is in line with our discussion in the
previous section where the choice of interatomic potential had

little effect on the Curie temperature, which is closely linked
to the magnonic properties. As the harmonic potential is more
computationally efficient than the Morse, we next analyze the
properties of the system for a 10 × 10 × 10 unit-cell system
at T = 300 K with the harmonic potential.

The power spectral density (autocorrelation in Fourier
space) of the magnon, phonons, and coupling field at 300 K
is shown in Fig. 7 computed using method (ii) detailed pre-
viously. The amplitude of the FFT spectra of velocities and
coupling field has been scaled by 0.12 and 0.05, respectively,
to allow for an easier comparison between these quantities. As
shown in Fig. 7(a) the coupling term presents both magnon
and phonon characteristics, demonstrating an efficient cou-
pling of the two subsystems. The large peak observed at a
frequency of 8.6 THz appears as a consequence of the flat
phonon spectrum for a harmonic potential, as observed in
the spectrum and its projection onto the frequency domain
in Fig. 5(b). Additionally, Fig. 7(a) can give us an insight
into the induced spin noise within the SLD framework. The
background of the FFT of the coupling field is flat for the
frequencies plotted here, showing that the noise that acts on
the spin is uncorrelated. The inset shows a larger frequency
domain where it is clear that there are no phonon modes
for these frequencies, and only thermal noise decaying with
frequency is visible. At the same time, an excitation of spin
modes is visible for frequencies up to about 100 THz.

The characteristics of the coupling field with respect to
the coupling strength for a dynamic (SLD) and fixed lattice
simulations (ASD) are presented in Fig. 7(b). The only differ-
ence between the ASD and SLD simulations is given by the
presence of phonons (lattice fluctuations) in the latter. Since
the large peak at 8.6 THz is due to the lattice vibrations, it
is not present in the ASD simulations. The smaller peaks are
present in both models since they are proper magnonic modes.
With increasing coupling the width of the peaks increases,
suggesting that the magnon-phonon damping has increased.
Moving towards the larger frequency regimes [Fig. 7(b), in-
set], we observe that large coupling gives rise to a plateau
in the spectra at around 150 THz, which is present as well
for the fixed-lattice simulations (ASD). The plateau arises
from a weak antiferromagnetic exchange that appears at large
distances due to the competition between the ferromagnetic
exchange and the antiferromagnetic exchangelike term in the
pseudodipolar coupling.
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FIG. 8. The power spectral density of the autocorrelation function in the frequency domain for magnons (a) and phonons (b) for a SLD
simulations with a harmonic lattice, calculated by method (ii), for three distinct temperatures and a coupling constant of C = 0.5.

We have also analyzed the characteristics of the magnon
and phonon spectra for different temperatures (Fig. 8). With
increasing temperature, the peaks corresponding to magnons
shift to smaller frequencies. This is a typical situation known
as a softening of low-frequency magnon modes due to the
influence of thermal population (see, e.g., [67]) [Fig. 8(a)].
The same effect can be observed by calculating the magnon
spectra via method (i) for various temperatures. In Fig. 8(b),
the peak corresponding to phonons remains almost at the
same frequency of about 8.6 THz, as the phonon spectra are
not largely affected by temperatures up to T = 600 K. The
increase of the effective damping (larger broadening) of each
magnon mode with temperature is clearly observed.

V. MACROSOPIC MAGNETIZATION DAMPING

In this section we evaluate the macroscopic damping
parameter experienced by magnetization due to the magnon-
phonon excitations for a periodic bcc system using our SLD
model. This method for calculating the damping has been
presented in [68–70]. The system is first thermalized at a
nonzero temperature in an external field of Bext = 50 T ap-
plied in the z direction, then the magnetization is rotated
coherently through an angle of 30◦. The system then relaxes
back to equilibrium allowing the relaxation time to be ex-
tracted. The averaged z component of magnetization is then
fitted to the function mz(t ) = tanh[αγ Bext (t + t0)/(1 + α2)]
where α represents the macrosopic (LLG-type) damping, γ

the gyromagnetic ratio and t0 a constant related to the initial
conditions. The model system consists of 10 × 10 × 10 unit
cells and the damping value obtained from fitting of mz(t ) is
averaged over 10 different simulations.

Figure 9 shows the dependence of the average damping
parameter together with the values obtained from individual
simulations for different temperatures and coupling strengths
for two choices of mechanical potential. In our model, the
spin system is thermalized by the phonon thermostat, hence
no electronic damping is present. With increasing coupling,
the energy and angular momentum transfer is more efficient,
hence the damping is enhanced. Since the observed value of
induced damping is small, calculating the damping at higher
temperature is challenging due to the strong thermal fluctua-
tions that affect the accuracy of the results. Despite the low
temperatures simulated here, the obtained damping values (at
T = 50 K, α = 4.9 × 10−5) are of the same order as reported
for magnetic insulators such as YIG (1 × 10−4 to 1 × 10−6

[71,72]) as well as in different SLD simulations (3 × 10−5

[27]). Generally, the induced damping value depends on the
phonon characteristics and the coupling term, that allows
transfer of both energy and angular momentum between the
two subsystems.

Figures 9(a) and 9(b) compare the calculated damping
for the Morse and harmonic potentials for two values of the
coupling strength. We observe that the values are not greatly
affected by the choice of potential. This arises due to the fact
that only the spin modes around � point are excited and for
these low k-vector modes the interatomic distances between
neighboring atoms do not vary significantly. The extracted
damping parameter as a function of coupling strength for 100
and 300 K is presented in Figs. 9(c) and 9(d), respectively. The
functional form of the variation is quadratic, in accordance
with the form of the coupling term. Measurements of damping
in magnetic insulators, such as YIG, show a linear increase
in the damping with temperature [72], which agrees with the
relaxation rates calculated by Kasuya and LeCraw [73] and

FIG. 9. Damping parameter extracted from fitting the z com-
ponent of the magnetization for two different choices of potential:
HP, harmonic potential (green open squares), and MP, Morse po-
tential (black open circles), as function of temperature (a), (b) and
as function of the coupling strength (c), (d). Panels (a) and (b) are
calculated for a constant coupling strength of C = 0.3 and 0.5, re-
spectively. Panels (c) and (d) are calculated for temperatures of T =
100 and 300 K, respectively. The black and green lines represent the
average damping parameter obtained from the simulations using the
Morse and the harmonic potentials, respectively.
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FIG. 10. Temperature variation of the damping parameter for
Néel-type onsite coupling Hc = −∑

i, j f (ri j )[(Si · r̂i j )2 − 1
3 S2

i ]. The
values are extracted from mz(t ) fittings for 10 realizations.

the relaxation rates calculated in the NVE SLD simulations
in Ref. [27]. However, Kasuya and LeCraw suggest that the
relaxation rate can vary as T n, where n = 1 − 2 with n = 2
corresponding to larger temperature regimes. Nevertheless,
the difference between the quadratic temperature variation
of the damping observed in our simulations and the linear
one observed in experiments for YIG can be attributed to
the difference in complexity between the bcc Fe model and
YIG. The difference between the trends may as well sug-
gest that the spin-orbit coupling in YIG could be described
better by a linear phenomenological coupling term, such as
the one used in Refs. [26,29], but we note that such forms
can lead to a uniform force in the direction of the magne-
tization and so might need further adaptation before being
suitable. To test an alternate form of the coupling we have
replaced the pseudodipolar coupling to an onsite form, specif-
ically Hc = −∑

i, j f (ri j )[(Si · r̂i j )2 − 1
3 S2

i ] i.e., a Néel-type
anisotropy term. This is a test to understand the effect of the
coupling term on the damping. The form of this coupling
term leads to much smaller damping as shown in Fig. 10
(T = 300 K, α = 5.32 × 10−5, averaged over 10 realizations)
making it difficult to accurately calculate the temperature de-
pendence of the damping, especially for large temperatures.
The magnon-phonon damping can clearly have complex be-
havior depending on the properties of the system, especially
the coupling term, hence no universal behavior of damping
as function of temperature can be deduced for spin-lattice
models.

Neglecting the lattice contribution, the temperature depen-
dence of the macrosopic damping can be mapped onto the
Landau-Lifshitz-Bloch formalism (LLB) [68] and theory [17]
and ASD simulations [74] have shown it to vary inversely with
the equilibrium magnetization. The LLB theory shows that the
macrosopic damping is enhanced for large temperatures due
to thermal spin fluctuations. Using the equilibrium magneti-
zation it is possible to approximate the variation of damping
with temperature produced due to thermal fluctuations within
the LLB model. From 100 to 400 K the damping calculated
via the LLB model increases within the order of 10−5, which

is considerably smaller than the results obtained via the SLD
model. This shows that within the SLD model the temperature
increase of the damping parameter is predominantly due to
magnon-phonon interaction, and not due to thermal magnon
scattering, as this process is predominant at larger tempera-
tures.

VI. CONCLUSIONS AND OUTLOOK

To summarize, we have developed a SLD model that is
able to transfer energy and angular momentum efficiently
from the spin to lattice subsystems and vice versa via a
pseudodipolar coupling term. Our approach takes the best
features from several previously suggested models and gen-
eralizes them which allows modeling in both canonical and
microcanonical ensembles. With only the lattice coupled to
a thermal reservoir and not the spin system, we reproduce
the temperature dependence of the equilibrium magnetization,
which agrees with the fact that the spin-lattice model obeys
the fluctuation-dissipation theorem. We are able to study the
dynamic properties such as phonon and spin spectrum and
macrosopic damping, showing that the magnetic damping is
not greatly influenced by the choice of potential, however, it
is influenced by the form of the coupling term. This enables
the possibility of tailoring the form of the coupling term so
it can reproduce experimental dependencies of damping for
different materials. We also find that the experimental mag-
netoelastic coupling B1 can be reproduced by selecting the
correct pseudodipolar coupling strength. In future, the addi-
tion of quantum statistics for spin-lattice dynamics models
[75,76] may also yield better agreement with experimental
data.

The SLD model developed here opens the possibility of
the investigation of ultrafast dynamics experiments and the-
oretically studies of the mechanism through which angular
momentum can be transferred from spin to the lattice at ul-
trafast timescales. As we have demonstrated that the model
works well in the absence of a phenomenological Gilbert
damping, which consists mainly of electronic contributions,
the SLD model can be employed to study magnetic in-
sulators, such as YIG, where the principal contribution to
damping is via magnon-phonon interactions. Future applica-
tion of this model includes controlling the magnetization via
THz phonons [7] which can lead to nondissipative switch-
ing of the magnetization [11,12]. With the increased volume
of data stored, field-free, heat-free switching of magnetic
bits could represent the future of energy-efficient recording
media applications. Another possible application is more ad-
vanced modeling of the ultrafast Einstein–de Haas effect [2]
or phonon-spin transport [77].
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