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Anisotropic dressing of electrons in electron-doped cuprate superconductors
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Recent experiments revealed a remarkable possibility for the absence of the disparity between the phase
diagrams of electron- and hole-doped cuprate superconductors, while such an aspect should also be reflected
in the dressing of the electrons. Here the phase diagrams of electron-doped cuprate superconductors and the
related exotic features of the anisotropic dressing of the electrons are studied based on kinetic-energy-driven
superconductivity. It is shown that although the optimized Tc in the electron-doped side is much smaller than that
in the hole-doped case, the electron- and hole-doped cuprate superconductors rather resemble each other in the
doping range of the superconducting dome, indicating an absence of the disparity between the phase diagrams
of electron- and hole-doped cuprate superconductors. In particular, the anisotropic dressing of the electrons due
to strong electron coupling to strongly dispersive spin excitation leads to the truncation of the electron Fermi
surface to form the disconnected Fermi arcs centered around the nodal region. Concomitantly, the dip in the
peak-dip-hump structure of the quasiparticle excitation spectrum is directly associated with the corresponding
peak in the quasiparticle scattering rate, while the dispersion kink is always accompanied by the corresponding
inflection point in the total self-energy as the dip in the peak-dip-hump structure and the dispersion kink in
the hole-doped counterparts. The theory also predicts that both normal and anomalous self-energies exhibit
well-pronounced low-energy peak structures.
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I. INTRODUCTION

The parent compound of cuprate superconductors is clas-
sified as a half-filled Mott insulator with antiferromagnetic
(AF) long-range order (AFLRO) [1,2], which is due to the
very strong electron correlation [3]. In the hole-doped case
[1], a small number of the doped holes destroys AFLRO
quickly, and then superconductivity appears leaving only the
AF short-range order (AFSRO) correlation still intact [4–7].
However, in the electron-doped side [2], both the doped elec-
trons and the annealing process in a low-oxygen environment
are required to induce superconductivity, where the early ex-
perimental observations [8–14] revealed that in clear contrast
to the hole-doped case, AFLRO survives until superconduc-
tivity appears only in a narrow window of the highly doped
electrons, around the optimal doping, and it can persist into
the superconducting (SC) phase. In particular, a large pseudo-
gap opens at around the crossing points of the electron Fermi
surface (EFS) with the AF Brillouin zone boundary due to
the AFLRO correlation [8–14]. Moreover, unlike the univer-
sal domelike shaped doping dependence of the SC transition
temperature Tc in the hole-doped case [5–7] with an optimal
doping at around 15%, the SC phase in the electron-doped side
shows a large variation [8]. This disparity between the phase
diagrams of the electron- and hole-doped cuprate supercon-
ductors implies that the electron doping and hole doping may
affect the electronic structure in different ways [5–14].

Since the additional annealing process is crucial for real-
izing superconductivity in the electron-doped side [8–14], the
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different annealing methods may result in distinct properties,
reflecting the fact that the controversy of the phase diagram
in the electron-doped side may be attributed to the conflicting
experimental results associated with the annealing effect. Al-
though the effect of the annealing is still not fully understood
on a microscopic level [15,16], it is possible that the in-
trinsic aspects of the electron-doped cuprate superconductors
are masked by the improper annealing condition. Recently,
substantial improvements in the materials synthesis technique
[16–20] have enabled the single crystals of the electron-doped
cuprate superconductors to be grown in the optimal annealing
condition, where a strongly localized state of charge carriers
accompanied by an AF pseudogap at around the crossing
points in the improper annealing condition has been changed
to metallic- and SC states with the optimal annealing con-
dition. In particular, the experimental observations of these
single crystals in the proper annealing condition indicate
clearly that the annealing and oxygen vacancy induce a suf-
ficient change in the charge carrier density [16]. In this case,
the doping concentration should be considered in conjunction
with the annealing and oxygen nonstoichiometry. This actual
charge carrier concentration has been used in building the new
phase diagram [16–20], where the SC-state that coexists with
AFSRO is extended over a wide electron doping range with
a maximum value of Tc that occurs at around the optimal
doping δ ∼ 0.15, while the deduced AFLRO phase boundary
does not extend into the SC dome [17–20]. This new phase
diagram of electron-doped cuprate superconductors is strik-
ingly analogous to the corresponding phase diagram in the
hole-doped counterparts, and therefore reveals a possibility
for the absence of the disparity between the phase dia-
grams of electron- and hole-doped cuprate superconductors.
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With this new phase diagram, a critical question is whether
the SC mechanism in the electron-doped side is the same as
that in the hole-doped case.

The new phase diagram in the electron-doped cuprate
superconductors is thus closely related to the actual elec-
tron doping concentration, while such an aspect should be
reflected in the nature of the quasiparticle excitations result-
ing from the dressing of the electrons due to the electron
interaction mediated by various bosonic excitations. An un-
derstanding of how the strong coupling of the electrons with
various bosonic excitations affects the electronic structure is
especially important to explain the astonishing phenomena,
including the question of the pairing mechanism [21–23].
Very recently, the intrinsic EFS reconstruction and its evo-
lution with electron doping in the new single crystals with
the proper annealing condition were observed experimentally
from angle-resolved photoemission spectroscopy (ARPES)
measurements [17–20], where the characteristic features can
be summarized as follows: (a) a quasiparticle peak is observed
on the entire EFS without the signature of an AF pseudogap
at around the crossing points; and (b) stronger quasiparticle
scattering is observed in the antinodal region than in the nodal
region, leading to the formation of the disconnected Fermi
arcs centered around the nodal region. In the hole-doped case,
the intrinsic features of the quasiparticle excitations, associ-
ated with the EFS reconstruction and characterized by the
distinct depression in the electron density of states, reminis-
cent of the well-known peak-dip-hump (PDH) structure in the
quasiparticle excitation spectrum, the kink in the quasiparti-
cle dispersion, and the multiple nearly-degenerate electronic
orders, have been observed experimentally by virtue of sys-
tematic studies using the scanning tunneling microscopy
[24,25] and resonant X-ray scattering techniques [26–28],
particularly the ARPES measurements [29–38]. On the other
hand, although a few experimental results for the dispersion
kinks along the nodal and antinodal directions, associated
with the new phase diagram and the intrinsic EFS reconstruc-
tion, have been observed very recently in the electron-doped
side with the proper annealing condition [20], to date the
experimental data of the PDH structure are still lacking.
Furthermore, to the best of our knowledge, these intrinsic
properties of the quasiparticle excitations have also not been
discussed starting from a SC theory so far. In this case, the
crucial issue is to understand even from a theoretical analysis
which intrinsic aspects of the quasiparticle excitations are
universal to both electron- and hole-doped cuprate supercon-
ductors, and how they might depend on the specifics of the
participating electron- or hole-like states.

In our previous works [39–43], the doping dependence
of Tc and the related dressing of the electrons in the hole-
doped cuprate superconductors were investigated within the
framework of kinetic-energy driven superconductivity, where
we have shown that Tc takes a domelike shape with the
underdoped and overdoped regimes on each side of the
optimal doping δ ∼ 0.15, where Tc reaches its maximum,
and then the main aspects of the quasiparticle excitations
observed from the experiments, including the EFS recon-
struction [44–48], the nature of the charge-order correlation
[24–28], the striking PDH structure in the quasiparticle exci-
tation spectrum [29–33], the dispersion kink [34–38], and the

remarkable ARPES autocorrelation and its connection with
the quasiparticle scattering interference [48,49], are qualita-
tively reproduced. In particular, we have also shown that all
these exotic features are a natural result of the strong electron
correlation characterized by the strong electron interaction
mediated by a strongly dispersive spin excitation. However, a
comprehensive discussion of the electron-doped counterparts
has not been given. We believe that if the coupling of the elec-
trons with a strongly dispersive spin excitation is of the same
nature both in the electron- and hole-doped cuprate supercon-
ductors, it should reveal itself in the nature of the quasiparticle
excitation of the electron-doped cuprate superconductors as
it does in the hole-doped counterparts. In this paper, we try
to study the phase diagram and the related intrinsic proper-
ties of the quasiparticle excitations in electron-doped cuprate
superconductors. We show explicitly that the maximal Tc oc-
curs around the optimal doping δ ∼ 0.15, and then decreases
in both the underdoped and overdoped regimes. In particu-
lar, although the optimized Tc in the electron-doped side is
much smaller than that in the hole-doped case, the electron-
and hole-doped cuprate superconductors rather resemble each
other in the doping range of the SC dome, indicating an
absence of the disparity between the phase diagrams of the
electron- and hole-doped cuprate superconductors. Moreover,
the characteristic features of the intrinsic EFS reconstruction,
the PDH structure, and the dispersion kink in the electron-
doped cuprate superconductors are a clear analogy to those
obtained in the hole-doped counterparts. Our present results
therefore also show that the essential physics is the same for
both the electron- and hole-doped cuprate superconductors.

This paper is organized as follows. First, we present the
basic formalism in Sec. II, where we express explicitly the
single-particle diagonal and off-diagonal propagators (hence
the single-particle spectral function) of the electron-doped
cuprate superconductors based on the kinetic-energy driven
superconductivity. We then discuss the doping dependence of
Tc in Sec. III, where a comparison of the phase diagrams be-
tween the electron- and hole-doped cuprate superconductors
is made. In Sec. IV, we discuss the intrinsic aspects of the
quasiparticle excitations, and we show that a sharp quasiparti-
cle peak emerges on the entire EFS without an AF pseudogap
at around the crossing points. Finally, we give a summary and
discussions in Sec. V.

II. FORMALISM

Both electron- and hole-doped cuprate superconductors
have a layered crystal structure consisting of two-dimensional
CuO2 planes separated by insulating layers [1,2], and it is
believed that the exotic features in these systems are closely
related to the doped CuO2 planes [5–8]. In this case, as orig-
inally emphasized by Anderson [3], the essential physics of
the doped CuO2 plane is properly captured by the t-J model
on a square lattice [50,51],

H = −t
∑

l η̂σ

C†
lσCl+η̂σ + t ′ ∑

l τ̂ σ

C†
lσCl+τ̂ σ

+μ
∑

lσ

C†
lσClσ + J

∑

l η̂

Sl · Sl+η̂, (1)
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where the summation is over all sites l , and for each l over
its nearest neighbor (NN) η̂ or the next NN τ̂ , the hopping
integrals t > 0 and t ′ > 0 for the hole-doped case, while t < 0
and t ′ < 0 in the electron-doped side. In particular, the NN
hopping t in the t-J model (1) has an electron-hole sym-
metry because the sign of t can be absorbed by the change
of the sign of the orbital on one sublattice. However, the
electron-hole asymmetry can be properly accounted for by
the next NN hopping t ′ [52–54]. C†

lσ and Clσ are the electron
creation and annihilation operators, respectively, with spin
σ on site l , Sl is a localized spin operator, and μ is the
chemical potential. The high complexity in the t-J model (1)
comes mainly from the electron local constraint, i.e., this t-J
model (1) is supplemented by a local constraint of no double
electron occupancy in the hole-doped case:

∑
σ C†

lσClσ � 1,
while it acts on the space with no zero electron occupied
sites in the electron-doped side:

∑
σ C†

lσClσ � 1. However, for
the electron doping, we can work in the hole representation
via a particle-hole transformation Clσ → f †

l−σ
, with f †

lσ ( flσ )
that is the hole creation (annihilation) operator, and then the
local constraint of no zero electron occupancy in the elec-
tron representation

∑
σ C†

lσClσ � 1 is replaced by the local
constraint of no double hole occupancy in the hole represen-
tation

∑
σ f †

lσ flσ � 1. In this case, the t-J model (1) in both
the electron doping and hole doping is always subject to an
important on-site local constraint to avoid double occupancy,
and the difference between electron doping and hole doping
is expressed as the sign difference of the hopping integrals,
as mentioned above. This local constraint of no double occu-
pancy can be dealt with properly by the fermion-spin theory
[55,56] based on the charge-spin separation, and in particular,
the constrained hole operators fl↑ and fl↓ are decoupled as

fl↑ = a†
l↑S−

l , fl↓ = a†
l↓S+

l , (2)

where the spinful fermion operator alσ = e−i�lσ al describes
the charge degree of freedom of the constrained hole together
with some effects of spin configuration rearrangements due
to the presence of the doped charge carrier itself, while the
localized spin operator Sl describes the spin degree of freedom
of the constrained hole, and then the local constraint without
double hole occupancy is satisfied in analytical calculations.
Based on the t-J model in the fermion-spin representation,
the kinetic-energy driven SC mechanism has been established
[56–58], where in the doped regime without an AFLRO, the
coupling of the charge carriers and spin excitations directly
from the kinetic energy provides the attractive interaction be-
tween the charge carriers in the particle-particle channel that
pairs charge carriers together to form a d-wave charge-carrier
pairing state. Then the electron pairs with d-wave symmetry
originating from the d-wave charge-carrier pairing state are
due to the charge-spin recombination [39], and their conden-
sation reveals the SC ground state. The typical features of
the kinetic-energy-driven SC mechanism can be summarized
as follows: (a) the mechanism is purely electronic without
phonons; (b) the mechanism indicates that the strong electron
correlation favors superconductivity, since the main ingredient
is identified in an electron pairing mechanism not involving
the phonon, the external degree of freedom, but the internal
spin degree of freedom of an electron; (c) the electron pairing
state is controlled by both the electron pair gap and single-

particle coherence, which leads to the occurrence of maximal
Tc around the optimal doping, and then decreases in both the
underdoped and the overdoped regimes; and (d) superconduc-
tivity coexists with the AFSRO correlation. Within the frame-
work of this kinetic-energy-driven superconductivity, the
ARPES autocorrelation and the line shape of the quasiparticle
excitation spectrum in electron-doped cuprate superconduc-
tors have been studied recently [59]. Following these previous
discussions [59], the single-particle diagonal and off-diagonal
propagators G(k, ω) and �†(k, ω) of the electron-doped
cuprate superconductors can be obtained explicitly as

G(k, ω) = 1

ω − εk − 	tot (k, ω)
, (3a)

�†(k, ω) = Lk(ω)

ω − εk − 	tot (k, ω)
, (3b)

where εk = 4tγk − 4t ′γ ′
k − μ is the single-electron band

energy, with γk = (coskx + cosky)/2 and γ ′
k = coskxcosky,

Lk(ω) = −	pp(k, ω)/[ω + εk + 	ph(k,−ω)], while the
total self-energy 	tot (k, ω) is a combination of the normal
self-energy 	ph(k, ω) in the particle-hole channel and the
anomalous self-energy 	pp(k, ω) in the particle-particle
channel, and it is given explicitly by

	tot (k, ω) = 	ph(k, ω) + |	pp(k, ω)|2
ω + εk + 	ph(k,−ω)

. (4)

In the kinetic-energy-driven SC mechanism, both the normal
and anomalous self-energies 	ph(k, ω) and 	pp(k, ω) quan-
tify the interaction between electrons mediated by a strongly
dispersive spin excitation, and they have been given explicitly
in Ref. [59], where the sharp peak visible for temperature
T → 0 in the normal (anomalous) self-energy is actually a δ-
function broadened by a small damping used in the numerical
calculation at a finite lattice. The calculation in this paper for
the normal (anomalous) self-energy is performed numerically
on a 160 × 160 lattice in momentum space, with the infinites-
imal i0+ → i� replaced by a small damping � = 0.1J .

The result in Eq. (3) also shows that the basic Eliashberg
formalism [60] with the d-wave type SC gap is still valid,
although the pairing mechanism is driven by the kinetic en-
ergy by the exchange of spin excitations. The single-particle
spectral function A(k, ω) is related directly to the imaginary
part of the single-particle diagonal propagator in Eq. (3a) as
[5–7]

A(k, ω) = −2 Im	tot (k, ω)

[ω − εk − Re	tot (k, ω)]2 + [Im	tot (k, ω)]2
, (5)

and then the quasiparticle excitation spectrum measured by
ARPES experiments is proportional to this single-particle
spectral function (5), where Re	tot (k, ω) and Im	tot (k, ω)
are the real and imaginary parts of the total self-energy
	tot (k, ω), respectively. In particular, the real part of the total
self-energy offsets the single-electron band energy εk, while
the imaginary part of the total self-energy is identified as the
quasiparticle scattering rate,

�(k, ω) = Im	tot (k, ω), (6)

which broadens the spectral peak in the ARPES spectrum,
and therefore governs the lifetime of the quasiparticle [5–7].
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FIG. 1. Left panel: the doping dependence of the superconduct-
ing transition-temperature in the electron-doped side for t/J = −2.5
and t ′/t = 0.3. Right panel: the corresponding result in the hole-
doped case for t/J = 2.5 and t ′/t = 0.3 taken from Ref. [39].

This is why one can obtain the information about the total
self-energy from ARPES experiments by analyzing the energy
and momentum distribution data.

III. PHASE DIAGRAM

The understanding of the phase diagram of cuprate super-
conductors has been one of the central issues since its original
discovery in 1986 [1,2] through to the present day. Within
the framework of the kinetic-energy-driven superconductivity
[56–58], the evolution of Tc with the hole doping in hole-
doped cuprate superconductors has been obtained in our early
studies [39,58] in terms of the self-consistent calculation at the
condition of the SC gap �̄ = 0, where Tc has a domelike shape
doping dependence with the maximum Tc that occurs around
the optimal hole doping δ ∼ 0.15, in good agreement with
the experimental results observed on the hole-doped cuprate
superconductors [61]. Following these early studies for the
hole-doped case, we have also performed a self-consistent
calculation for the doping dependence of Tc in the electron-
doped side, and the result of Tc as a function of the electron
doping for parameters t/J = −2.5 and t ′/t = 0.3 is plotted
in the left panel of Fig. 1. To compare the present result of
the electron-doped cuprate superconductors with that of their
hole-doped counterparts, the corresponding result [39] of the
doping dependence of Tc in the hole-doped case for parame-
ters t/J = 2.5 and t ′/t = 0.3 is also shown in the right panel
of Fig. 1. One can immediately see from the results in Fig. 1
that the doping range of the SC dome in the electron-doped
side is very similar to that in the hole-doped case, where with
the increase of doping, Tc is raised gradually in the under-
doped regime, and it reaches the maximum around the optimal
doping δ ∼ 0.15; however, the optimized Tc in the electron-
doped side is much lower than that in the hole-doped case.
With a further increase of doping, Tc then decreases monoton-
ically in the overdoped regime, and finally superconductivity
disappears in the heavily overdoped regime. Apart from this
obvious similarity of the doping ranges of the SC domes
in the electron- and hole-doped cuprate superconductors, the
other typical features in Fig. 1 can also be summarized as
follows: (a) there is no disparity between the phase diagrams
of the electron- and hole-doped cuprate superconductors;

T/
J

0.0

0.02

0.04

0.06

0.15 0.20 0.25 0.30 0.35
t’/t

FIG. 2. The maximal superconducting transition-temperature as
a function of t ′ at the electron doping δ = 0.15 for t/J = −2.5.

(b) superconductivity coexists with the AFSRO correlation;
and (c) as evidence of the electron-hole asymmetry, Tc in
the hole-doped case is much higher than that in the electron-
doped side. This electron doping dependence of Tc in the
left panel of Fig. 1 and the related typical features are well
consistent with the true phase diagram observed recently
on Pr1−xLaCexCuO4−δ under the proper annealing condition
[18,19] and the corresponding μSR experimental results [62].
The good agreement between the present theoretical result of
the phase diagram in Fig. 1 and experimental observations
also shows the existence of a common SC mechanism for both
electron- and hole-doped cuprate superconductors.

However, it should be noted that in both electron- and
hole-doped cuprate superconductors, the values of t , t ′, and J
are believed to vary somewhat from compound to compound
[52–54,63–71], and then some differences were observed
experimentally among the different families, such as the sig-
nificant variation in the maximal Tc at optimal doping [5–8].
In particular, it has been shown experimentally and theoret-
ically that maximal Tc (and then the shape of the SC dome)
for different families of hole-doped cuprate superconductors
[69–71] is strongly correlated with t ′. In this case, we have
made a series of calculations for maximal Tc at optimal dop-
ing with different values of t ′ in the electron-doped cuprate
superconductors, and the results show that maximal Tc is also
correlated with t ′. To see this correlation more clearly, we
plot maximal Tc as a function of t ′ at the electron doping
δ = 0.15 for t/J = −2.5 in Fig. 2, where in a reasonably
estimative range [52–54,63–68] of the parameter t ′, maximal
Tc is enhanced by t ′, i.e., maximal Tc increases smoothly with
the increase of t ′. This anticipated result is also well consistent
with the corresponding experimental data [69] of the hole-
doped counterparts, and the numerical simulations [70,71] in
the same range of the parameter t ′, where the enhancement of
Tc by t ′ has been observed experimentally and confirmed by
numerical simulations.

IV. EXOTIC FEATURES OF THE DRESSING
OF ELECTRONS

The dressing of the electrons due to the strong coupling of
the electrons with various bosonic excitations leads to a rich
variety of phenomena. However, with the new phase diagram
in Fig. 1, the immediate problem becomes determining which
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FIG. 3. (a) The electron Fermi surface map at the electron doping
δ = 0.15 with T = 0.002J for t/J = −2.5 and t ′/t = 0.3, where the
dotted line represents the antiferromagnetic Brillouin zone boundary,
while AN, CP, and ND denote antinode, crossing point, and node,
respectively. (b) The experimental result of the electron Fermi sur-
face for Pr1−xLaCexCuO4−δ under the proper annealing at around the
electron doping δ = 0.15 taken from Ref. [18].

of these astonishing phenomena are universal to both the
electron- and hole-doped cuprate superconductors, and how
these astonishing phenomena depend on the specifics of the
participating electron- or holelike states.

A. Intrinsic electron Fermi surface reconstruction

In ARPES experiments [5–7], the weight of the ARPES
spectrum at zero energy is used to map out EFS. In other
words, EFS is determined by the single-particle spectral func-
tion A(k, ω = 0) in Eq. (5) at zero energy to map out the
locus of the maximum in the spectral weight of A(k, ω = 0).
For an understanding of the essential physics of an inter-
acting system, a study of the nature of EFS is a starting
point [72]. This follows from the fact that the EFS topology is
a fundamental ground-state property, and it influences directly
the low-energy transport properties. In particular, the shape of
EFS in cuprate superconductors has been central to addressing
the strong electron correlation effect and multiple nearly de-
generate electronic orders [24–28,73,74]. In this case, we first
characterize the EFS topology. In the case without considering
the electron interaction, a large EFS is characterized as a
closed contour of the gapless quasiparticle excitations in mo-
mentum space, where the peaks of the quasiparticle excitation
spectrum with the same weight distribute uniformly along
with the EFS contour, and then the quasiparticle lifetime is
infinitely long on this EFS contour. However, in the presence
of the strong interaction of the electrons with a strongly dis-
persive spin excitation, which is manifested by the energy and
momentum dependence of the total self-energy 	tot (k, ω), the
closed EFS contour is broken up into the disconnected Fermi
arcs. To see this EFS reconstruction more clearly, we plot the
underlying EFS map in the [kx, ky] plane at the electron doping
δ = 0.15 with T = 0.002J for t/J = −2.5 and t ′/t = 0.3 in
Fig. 3(a). For comparison, the experimental result [18] ob-
tained from the ARPES measurement on Pr1−xLaCexCuO4−δ

under proper annealing at around electron doping δ = 0.15 is
also shown in Fig. 3(b). In qualitative analogy to the hole-
doped counterparts [39,40], EFS has been reconstructed due
to the strong redistribution of the spectral weight, where there
are two typical regions: (a) the antinodal region, where the

result shows a heavy suppression of the spectral weight, caus-
ing EFS to be invisible around the antinodal region, and the
AF pseudogap at around the crossing points is totally absent;
and (b) the nodal region, where the result indicates a modest
reduction of the spectral weight, and then EFS is clearly visi-
ble as a reminiscence of the EFS contour in the case without
considering the electron interaction forming the Fermi arcs
centered around the nodal region. However, the dressing from
the quasiparticle scattering further moves the spectral weight
from the Fermi arcs to the tips of the Fermi arcs, which leads
to the fact that although a quasiparticle peak emerges in the
entire EFS, the spectral weight exhibits the largest value at
around the tips of the Fermi arcs. This EFS reconstruction is
also qualitatively consistent with recent experimental obser-
vations of electron-doped cuprate superconductors [17–20],
whereupon proper annealing, (a) the weight of the ARPES
spectrum around the antinodal region is suppressed, and then
EFS is truncated to form the Fermi arcs located around the
nodal region; and (b) the AF pseudogap is closed on the whole
EFS, and then the quasiparticle peak is observed on the whole
EFS. Moreover, as in the hole-doped case [42,48,49], these
tips of the Fermi arcs linked up by the scattering wave vectors
qi in the electron-doped side also can construct an octet scat-
tering model [59], and then different ordered electronic states
determined by the quasiparticle scattering processes with the
corresponding scattering wave vectors qi are therefore driven
by this intrinsic EFS instability. This is also why an exotic
feature in the electron-doped cuprate superconductor is the
coexistence and competition between different ordered elec-
tronic states and superconductivity [8,73,74]. In particular, it
has been shown that the charge-order wave vector q1 = Qco

connecting the straight tips of the Fermi arcs smoothly in-
creases with the increase of the electron doping [75], which
is consistent with the experimental results [74]. However, this
is unlike the case in the hole-doped counterparts [27,28,40],
where the charge-order wave vector smoothly decreases with
the increase of the hole doping, which is more evidence of the
electron-hole asymmetry. Furthermore, we have also studied
the doping dependence of the EFS reconstruction, and the
results show that the EFS reconstruction can persist into the
overdoped regime, also in agreement with the experimental
observations [17–20].

The physical origin of the EFS reconstruction in the
electron-doped side is the same as that in the hole-doped case
[40], and it can also be attributed to the highly anisotropic
momentum dependence of the quasiparticle scattering rate (6).
The EFS contour in momentum space is determined directly
by the poles of the single-particle diagonal propagator (3a)
at zero energy: εk + Re	tot (k, 0) = 0, and then the spec-
tral weight of the single-particle spectral function A(k, 0) in
Eq. (5) at EFS is governed by the inverse of the quasiparticle
scattering rate 1/�(k, 0). To reveal this highly anisotropic
�(k, 0) in momentum space clearly, we plot the angular de-
pendence of �(kF, 0) along EFS from the antinode to the node
at δ = 0.15 with T = 0.002J for t/J = −2.5 and t ′/t = 0.3
in Fig. 4 in comparison with the corresponding ARPES re-
sult [17] observed on Pr1.3−xLa0.7CexCuO4 under the proper
annealing condition (inset). Apparently, the main feature of
the quasiparticle scattering rate along EFS observed from the
ARPES experiment [17] is qualitatively reproduced, where
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FIG. 4. The angular dependence of the quasiparticle scattering
rate along kF from the antinode to the node at δ = 0.15 with T =
0.002J for t/J = −2.5 and t ′/t = 0.3. Inset: the corresponding ex-
perimental data of Pr1.3−xLa0.7CexCuO4 under the proper annealing
condition taken from Ref. [17].

the quasiparticle scattering rate increases as the momentum
approaches the antinode, and then the strongest scattering
emerges at the antinode, leading to a heavy suppression of
the spectral weight around the antinode. Moreover, the weak
quasiparticle scattering occurs around the nodal region, and
then the formation of the Fermi arcs is due to a modest
reduction of the spectral weight around the nodal region. This
strong redistribution of the spectral weight on EFS therefore
induces the EFS reconstruction or instability. It is very in-
teresting to note that a similar angular dependence of the
quasiparticle scattering rate was also observed experimentally
in the hole-doped case [76], indicating a common quasiparti-
cle scattering mechanism both in the hole- and electron-doped
cuprate superconductors.

However, as seen by a comparison with the experimental
data [17], there is also a substantial difference between theory
and experiment, namely the weakest quasiparticle scattering
occurs at the crossing points in experiment [17], while the cal-
culation in the present parameters t/J = −2.5 and t ′/t = 0.3
anticipates it at the tips of the Fermi arcs. In the electron-
doped cuprate superconductors, (a) as we have mentioned
above in Sec. III, the values of t , t ′, and J are different
between different families [63–68]; (b) however, the positions
of the tips of the Fermi arcs are strongly dependent on the
curvature of EFS, while this curvature [63–68] is dominated
by the next NN hopping t ′. In other words, the difference in
t ′ among the electron-doped cuprate superconductors [63–68]
leads to the difference of the positions of the tips of the Fermi
arcs. In this case, we have also made a series of calculations
for the different value of t ′, and we found that the positions
of the tips of the Fermi arcs can be located exactly on the
corresponding positions of the crossing points by the proper
choice or adjustment of the parameter t ′.

B. Peak-dip-hump structure

The dressing of the electrons affects the quasiparticle exci-
tation spectrum and the momentum and energy dependence
of the quasiparticle scattering rate, which can be obtained,
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FIG. 5. The quasiparticle excitation spectrum as a function of en-
ergy at (a) the antinode and (b) the node in δ = 0.15 with T = 0.002J
for t/J = −2.5 and t ′/t = 0.3, where the blue arrow indicates the
position of the dip, while AN and ND in the insets denote antinode
and node, respectively.

respectively, from the energy distribution curves and the
widths of the corresponding peaks in ARPES experiments
[5–7]. In the hole-doped cuprate superconductors, a hall-
mark of the spectral line shape of the ARPES spectrum
is the well-known PDH structure [29–33], which is closely
associated with the EFS reconstruction, and now has been
identified experimentally along the entire EFS. Since the
strong coupling of the electrons with bosonic excitations has
been observed experimentally in whole families of hole-doped
cuprate superconductors within a wide hole-doping range, it
is thus believed that the strong coupling of electrons with
bosonic excitations gives rise to the PDH structure [29–33].
In particular, we [40,41] have shown based on the kinetic-
energy-driven SC mechanism that this strong coupling of the
electrons with bosonic excitations can be identified as the
strong electron coupling to a strongly dispersive spin exci-
tation. In this subsection, we discuss the spectral line shape
in the quasiparticle excitation spectrum of the electron-doped
cuprate superconductors. We have performed a calculation
for the single-particle spectral function (5), and the results
of A(k, ω) as a function of energy at (a) the antinode and
(b) the node for δ = 0.15 with T = 0.002J for t/J = −2.5
and t ′/t = 0.3 are plotted in Fig. 5, where we find that the
main features of the PDH structure in the electron-doped side
are in striking similarity with those obtained in the hole-
doped case [29–33,40,41]. In particular, the position of the
dip in the PDH structure is shifted to lower energy when
one moves the momentum from the antinode to the node,
while the coupling strength of the electrons with a strongly
dispersive spin excitation appears to be weaker at around the
nodal region than at around the antinodal region. Moreover,
the results in Fig. 5 also show that the PDH structure is an
intrinsic feature of the quasiparticle excitation spectrum in the
electron-doped cuprate superconductors, and is found to be
present all around EFS. Although the experimental data of
the PDH structure in the quasiparticle excitation spectrum of
the electron-doped cuprate superconductors under the proper
annealing condition are still lacking to date, a similar PDH
structure has been observed experimentally on the electron-
doped cuprate superconductors under the improper annealing
condition [8–12], while our present results in Fig. 5 are also

014503-6



ANISOTROPIC DRESSING OF ELECTRONS IN … PHYSICAL REVIEW B 103, 014503 (2021)

-0.6 -0.4 -0.2 0
ω/J

-0.8

1.0

0.5

0.0

Γ(
k,
ω

) (
ar

b.
 u

ni
ts

)

1.5
(a)

0.5

0.25

0.0

(b)

ω/J
-0.6 -0.4 -0.2 0-0.8

FIG. 6. The quasiparticle scattering rate at (a) the antinode and
(b) the node as a function of energy in δ = 0.15 with T = 0.002J
for t/J = −2.5 and t ′/t = 0.3, where the blue arrow indicates the
position of the peak, and AN and ND in the insets denote antinode
and node, respectively.

qualitatively consistent with these experimental observations
[8–12].

The mechanism of the PDH structure in the quasiparticle
excitation spectrum of electron-doped cuprate superconduc-
tors is also the same as in their hole-doped counterparts
[33,40,41], and it is directly associated with the emergence
of the corresponding sharp peak in the quasiparticle scattering
rate. Following the single-particle spectral function in Eq. (5),
the position of the peak in the momentum distribution curve,
plotted as a function of energy in Fig. 5, is determined self-
consistently by the quasiparticle dispersion

Ēk = εk + Re	tot (k, Ēk ), (7)

while the weight of the peak (then the lifetime of the
quasiparticle excitation) is dominated by the inverse of the
quasiparticle scattering rate �(k, ω). In this case, the appear-
ance of the dip in the PDH structure of the quasiparticle
excitation spectrum along EFS is closely related to the emer-
gence of the corresponding sharp peak in �(k, ω). To see
this point more clearly, we plot �(k, ω) as a function of
energy at (a) the antinode and (b) the node for δ = 0.15 with
T = 0.002J for t/J = −2.5 and t ′/t = 0.3 in Fig. 6, where
the sharp peaks emerge at the antinode and node, respectively.
More specifically, we find that the position of the peak in
�(k, ω) at the antinode (node) in Fig. 6 corresponds exactly to
the position of the dip in the PDH structure in the quasiparticle
excitation spectrum at the antinode (node) shown in Fig. 5,
and then the spectral weight at around the dip is suppressed
heavily by the corresponding sharp peak in �(k, ω), which
leads to forming the PDH structure in the quasiparticle exci-
tation spectrum. In other words, the striking PDH structure in
the quasiparticle excitation spectrum shown in Fig. 5 is caused
directly by the emergence of the sharp peak in �(k, ω) shown
in Fig. 6. Furthermore, we have also discussed the spectral
line shape in the electron-doped cuprate superconductors in
the normal state, and we found a sharp peak in �(k, ω) that
can persist into the normal state, indicating that the PDH
structure is totally unrelated to superconductivity, as is the
PDH structure in the hole-doped counterparts [29–33].

C. Dispersion kink

The strong coupling of the electrons and various bosonic
excitations in cuprate superconductors manifested itself as a
slope change (or a kink) in the quasiparticle dispersion [5–7].
In the hole-doped cuprate superconductors, the quasiparticle
dispersion displays a kink around EFS [34–38], with the en-
ergy range 50–80 meV at which the kink appears. In spite of
the extensive studies, the controversy still exists as to what
bosonic mode causes the dispersion kink. In recent studies for
the hole-doped case [43], we have shown within the frame-
work of the kinetic-energy-driven superconductivity that the
quasiparticle dispersion is affected by a strongly dispersive
spin excitation, and then the dispersion kink associated with
the dressing of the electrons is electronic in nature. On the
electron-doped side, although the experimental results of the
PDH structure in the quasiparticle excitation spectrum under
the proper annealing condition are still lacking to date, as we
have mentioned above in Sec. I, the dispersion kinks in the
electron-doped cuprate superconductor Pr1.3−xLa0.7CexCuO4

under the proper annealing condition along the nodal and
antinodal directions have been detected very recently from the
ARPES spectra [20], where the bare band structure [20,77]
has been well fitted in terms of the single-band tight-binding
model with t ′/t = 0.15–0.19. In this subsection, we discuss
the nature of the dispersion kink in the electron-doped cuprate
superconductors, and we adopt the parameters t/J = −2.5
and t ′/t = 0.16 in the t-J model (1) for a quantitative or
semiquantitative comparison between theory and experiment.

In Fig. 7, we plot the intensity map of the single-particle
spectral function as a function of binding energy along (a)
the nodal cut and (b) the antinodal cut at δ = 0.15 with T =
0.002J for t/J = −2.5 and t ′/t = 0.16 in the upper panel.
In the lower panel, we plot the corresponding quasiparticle
dispersions along (c) the nodal cut and (d) the antinodal cut
extracted from the positions of the lowest-energy quasiparticle
excitation peaks in (a) and (b), respectively. The arrow in
Fig. 7 marks the kink where the linear quasiparticle dispersion
is separated as the low-energy and high-energy ranges with
different slopes. It is especially interesting to note that these
results of the dispersion kink in the electron-doped cuprate
superconductors shown in Fig. 7 are quite similar to those
obtained in the hole-doped counterparts [34–38,43]. In partic-
ular, with a reasonably estimative value of J ∼ 100 meV, the
quasiparticle dispersion deviates from the low-energy linear
dispersion at around the kink energy ωkink ∼ 0.79J = 79 meV
along the nodal cut, while this kink energy occurs at around
ωkink ∼ 0.40J = 40 meV along the antinodal cut, which are
semiquantitatively consistent with the corresponding results
[20] observed on the electron-doped cuprate superconductor
Pr1.3−xLa0.7CexCuO4 under the proper annealing condition
along the nodal and antinodal directions, respectively. The
results in Fig. 7 also indicate that although the kink in the
quasiparticle dispersion is present all around EFS, the kink
energy decreases when the cut moves from the nodal region
to the antinodal region. Moreover, it should be noted that the
coupling of the electrons with bosonic excitations has also
been observed early in all the electron-doped cuprate super-
conductors under the improper annealing condition [78–81],
where the quasiparticle dispersions present the kinks at around
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FIG. 7. Upper panel: the intensity maps of the electron spectral
function as a function of binding energy along (a) the nodal cut and
(b) the antinodal cut at δ = 0.15 with T = 0.002J for t/J = −2.5
and t ′/t = 0.16, where the insets show the respective locations of the
two cuts in the Brillouin zone relative to the electron Fermi surface.
Lower panel: the quasiparticle dispersions along (c) the nodal cut
and (d) the antinodal cut extracted from the positions of the lowest-
energy quasiparticle excitation peaks in (a) and (b), respectively,
where the arrow indicates the kink position.

50–70 meV along both the antinodal and nodal cuts, which are
also semiquantitatively consistent with our present results in
Fig. 7.

A natural and important question is, which bosonic mode
causes the dispersion kink in the electron-doped cuprate
superconductors? Within the framework of the kinetic-
energy-driven superconductivity, the dispersion kink in the
electron-doped cuprate superconductors arises from the strong
coupling between the electrons and a strongly dispersive spin
excitation. This follows the fact that from the quasiparticle
dispersion in Eq. (7), the dispersion kink shown in Fig. 7 does
not originate from the single-electron band energy εk, but it is
due to the slope change in the real part of the total self-energy
Re	tot (k, ω), while the drop seen around the kink is directly
associated with the corresponding peak in the quasiparticle
scattering rate �(k, ω) in Eq. (6) (then the imaginary part
of the total self-energy). To further explore how the total
self-energy generates the dispersion kink, we plot the real part
of the total self-energy Re	tot (k, ω) as a function of binding
energy along (a) the nodal dispersion and (b) the antinodal
dispersion as shown in Figs. 7(c) and 7(d), respectively, at
δ = 0.15 with T = 0.002J for t/J = −2.5 and t ′/t = 0.16
in the upper panel of Fig. 8, where the red arrow indicates
the inflection point (and then the point of the slope change
in the quasiparticle dispersion). In the lower panel, we plot
the corresponding quasiparticle scattering rate �(k, ω) as a
function of binding energy along (c) the nodal dispersion
and (d) the antinodal dispersion, where the blue arrow de-
notes the peak position (and then the point of the intensity

FIG. 8. Upper panel: the real part of the total self-energy as a
function of binding energy along (a) the nodal dispersion and (b) the
antinodal dispersion at δ = 0.15 with T = 0.002J for t/J = −2.5
and t ′/t = 0.16, where the red arrow indicates the inflection point.
Lower panel: the quasiparticle scattering rate as a function of binding
energy along (c) the nodal dispersion and (d) the antinodal disper-
sion, where the blue arrow denotes the peak position.

depletion in the quasiparticle dispersion). It is obvious that a
well-pronounced peak in �(k, ω) is clearly visible with a cor-
responding inflection point in Re	tot (k, ω) that appears at the
exactly same energy in �(k, ω). This sharp peak in �(k, ω)
suppresses heavily the spectral weight at around the inflec-
tion point. More importantly, we find that the position of the
dispersion kink in Fig. 7 matches exactly the position of the
inflection point in Re	tot (k, ω) [and then the position of the
peak in �(k, ω)] in Fig. 8. In other words, the emergence of
the dispersion kink is determined by both the inflection point
in Re	tot (k, ω) and the well-pronounced peak in �(k, ω).
This is why the dispersion kink marks the crossover between
two different slopes, while the weak spectral intensity appears
always at around the kink position [78–81].

D. Peak structure in self-energy

In ARPES experiments [5–7], the energy distribution
curves are observed when the photoemission intensity is
measured at constant momentum, while the momentum distri-
bution curves are observed when the photoemission intensity
is measured at constant energy. The information of the en-
ergy and momentum dependence of the electron self-energy
can then be extracted in terms of the single-particle spectral
function (5) by analyzing the spectral intensity of the energy
and momentum distribution curves. However, as shown in the
single-particle spectral function (5), only the total self-energy
can be extracted directly from ARPES experiments [5–7]. In
particular, for our exploration of the strongly dispersive spin
excitation coupling in the kinetic-energy-driven SC mecha-
nism that is how the normal and anomalous self-energy effects
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compete in the SC-state. It is thus crucial to extract the normal
and the anomalous self-energies separately. This also follows
a basic fact that in the kinetic-energy-driven superconductivity
[39,56–58], the SC-state is controlled by both the electron
pair gap and single-particle coherence, where the single-
particle coherence is dominated by the normal self-energy
	ph(k, ω), and therefore antagonizes superconductivity, while
the energy- and momentum-dependent electron pair gap is de-
termined completely by the anomalous self-energy 	pp(k, ω),
and therefore corresponds to the energy for breaking an elec-
tron pair. In this case, if both the normal and anomalous
self-energies are deduced from the experimental data, we can
examine the microscopic theory of the kinetic-energy-driven
superconductivity and understand the essential physics of
cuprate superconductors.

In the hole-doped cuprate superconductors, the machine-
learning technique has been applied recently to deduce both
the normal and anomalous self-energies from the experimen-
tal data of the ARPES spectra observed in Bi2Sr2CaCu2O8+δ

at the optimum doping and Bi2Sr2CuO6+δ in the underdoped
regime [82], and the deduced results show clearly that both
the normal and anomalous self-energies exhibit sharp low-
energy peak structures. Moreover, these machine-learning
“experimental” results confirm that the peak in the anoma-
lous self-energy makes a dominant contribution to the SC
gap, and thus they provide decisive testimony for the origin
of superconductivity [82]. In very recent studies [83], we
made a comparison of these deduced normal and anomalous
self-energies in Ref. [82] with those obtained based on the
kinetic-energy-driven SC mechanism, and then we showed
explicitly that the interaction between electrons by the ex-
change of spin excitations generates sharp low-energy peak
structures both in the normal and anomalous self-energies,
in striking agreement with the corresponding results in the
normal and anomalous self-energies deduced via machine
learning “experiments” [82]. In this subsection, we analyze
the normal and anomalous self-energies in the electron-doped
cuprate superconductors, and then we compare these normal
and anomalous self-energies with those obtained in the hole-
doped counterparts [82,83].

In Fig. 9, we plot (a) the real (blue line) and imaginary
(red line) parts of the normal self-energy, and (b) the real
(blue line) and imaginary (red line) parts of the anomalous
self-energy at the antinode as a function of energy in the elec-
tron doping δ = 0.15 with T = 0.002J for t/J = −2.5 and
t ′/t = 0.3. For a better comparison, the corresponding results
[83] of (c) the real and imaginary parts of the normal self-
energy, and (d) the real and imaginary parts of the anomalous
self-energy at the antinode as a function of energy in the hole
doping δ = 0.15 with T = 0.002J for t/J = 2.5 and t ′/t =
0.3, are also shown in Fig. 9. Surprisingly, both the normal
and anomalous self-energies in the electron-doped cuprate su-
perconductors also exhibit sharp low-energy peak-structures.
More specifically, the main features of these low-energy
peak structures are in stark similarity with the correspond-
ing low-energy peak structures in the normal and anomalous
self-energies of the hole-doped cuprate counterparts obtained
based on the kinetic-energy-driven superconductivity [83],
and deduced from the ARPES spectra via machine learn-
ing [82]. This is why the absence of the disparity between

FIG. 9. (a) The real (blue line) and imaginary (red line) parts of
the normal self-energy, and (b) the real (blue line) and imaginary
(red line) parts of the anomalous self-energy at the antinode as a
function of energy in the electron doping δ = 0.15 with T = 0.002J
for t/J = −2.5 and t ′/t = 0.3. The corresponding results of (c) the
real and imaginary parts of the normal self-energy and (d) the real
and imaginary parts of the anomalous self-energy of the hole-doped
cuprate superconductors at the antinode as a function of energy in the
hole doping δ = 0.15 with T = 0.002J for t/J = 2.5 and t ′/t = 0.3
taken from Ref. [83].

the phase diagrams of the electron- and hole-doped cuprate
superconductors can be observed experimentally [18–20].
In the SC-state, the pairing force and electron pair order
parameter have been incorporated into the anomalous self-
energy 	pp(k, ω), which is identified as the SC gap, and
therefore describes the strength of the electron pair. In this
case, the dominant contribution to the strength of the elec-
tron pair arises from the sharp low-energy peaks both in
Re	pp(kAN, ω) and Im	pp(kAN, ω) [82,83]. On the other
hand, from the total self-energy in Eq. (4), the dressing of
the electrons is mainly dominated by the normal self-energy
	ph(kAN, ω), indicating that the sharp low-energy peak in
Re	ph(kAN, ω) offsets mainly the single-electron band en-
ergy, while the sharp low-energy peak in Im	ph(kAN, ω)
governs mainly the lifetime of the quasiparticle excitation
[83]. However, the sharp low-energy peak in the anomalous
self-energy disappears in the normal state, while the sharp
low-energy peak in the normal self-energy can persist into the
normal state. This is also why the exotic features, including
the intrinsic EFS reconstruction, the PDH structure in the
quasiparticle excitation spectrum, the dispersion kink, and the
ARPES autocorrelation and its connection with the quasipar-
ticle scattering interference [59], arising from the dressing of
the electrons that emerge in the SC-state, also appear in the
normal state.

For a further understanding of the essential physics of
the electron-doped cuprate superconductors, we have also
studied the doping and momentum dependence of the low-
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energy peak structures both in the normal and anomalous
self-energies, and all the obtained results are consistent with
the corresponding results obtained in the hole-doped coun-
terparts [82,83]. We therefore complete the picture of the
dressing of the electrons for the electron-doped cuprate su-
perconductors, and we show the existence of the common
origin of the anisotropic dressing of the electrons both in
the electron- and hole-doped cuprate superconductors, i.e.,
the dressing of the electrons arises from the interaction
of the electrons with a strongly dispersive spin excitation.
Since the remarkable low-energy peak structures both in the
normal and anomalous self-energies of the hole-doped cuprate
superconductors [83] are well consistent with those deduced
via machine learning “experiments” [82], we therefore predict
that the similar low-energy peak structures both in the normal
and anomalous self-energies can also be deduced from the
experimental data of the ARPES spectra observed on the
electron-doped cuprate superconductors in the proper anneal-
ing condition via machine learning.

V. CONCLUSIONS

Within the framework of kinetic-energy-driven supercon-
ductivity, we have studied the phase diagram of electron-
doped cuprate superconductors and the related exotic features
of the anisotropic dressing of the electrons. Our results show
that although the optimized Tc in electron-doped superconduc-
tors is much smaller than that in their hole-doped counterparts,
the electron- and hole-doped cuprate superconductors rather
resemble each other in the doping range of the SC dome, indi-
cating an absence of the disparity between the phase diagrams
of the electron- and hole-doped cuprate superconductors. In
particular, the anisotropic dressing of the electrons due to the
strong electron coupling to a strongly dispersive spin exci-
tation induces an EFS reconstruction, where the closed EFS

contour in the case without considering the strong electron
interaction is broken up into the disconnected Fermi arcs
centered around the nodal region, in qualitative agreement
with the available experimental data. Moreover, we reveal the
spin excitation effect in the quasiparticle excitation spectrum,
where the dip in the PDH structure developed in the quasi-
particle excitation spectrum at around the antinodal (nodal)
region is directly related to the corresponding sharp peak
in the antinodal (nodal) quasiparticle scattering rate, while
the appearance of the dispersion kink is always associated
with the emergence of the inflection point in the real part of
the total self-energy and the sharp peak in the quasiparticle
scattering rate. By comparing directly with the corresponding
results in the hole-doped cuprate superconductors, our present
results therefore show that the EFS reconstruction to form the
Fermi arcs, the PDH structure in the quasiparticle excitation
spectrum, and the dispersion kink are the intrinsic properties
of both the electron- and hole-doped cuprate superconduc-
tors. Although some subtle differences between the electron-
and hole-doped cuprate superconductors appear due to the
electron-hole asymmetry, the coupling of the electrons with
a strongly dispersive spin excitation is the common origin for
the anisotropic dressing of the electrons both in the electron-
and hole-doped cuprate superconductors. The theory also pre-
dicts that both the normal and anomalous self-energies exhibit
notable low-energy peak-structures, which should be verified
by future machine learning “experiments.”
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