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The vertical electric field response of dark- and bright-excitonic fine structures in self-assembled quantum dots
remains largely unexplored. Using an atomistic tight-binding model, combined with a configuration-interaction
approach, we show that the fine structure of both bright and dark excitons can be effectively tuned with a vertical
field. The dark-exciton splitting reveals parabolic evolution under an applied electric field, contrary to linearlike
trends for the bright-exciton splitting, with a linear change rate of the latter related to the bright-dark splitting.
Atomistic results are further investigated in terms of the hole-band-mixing term, which reverses its sign under
the electric field leading to a vanishing bright-exciton fine structure, and a minimum of the dark-exciton splitting
in a nonalloyed case. Surprisingly, we find that the dark-exciton optical activity is also highly tunable with the
electric field, despite the quantum dot’s cylindrical shape, with potential implications for applications involving
dark excitons. Finally, we study different random realizations of the same alloyed quantum dot, showing that
mere alloy randomness substantially affects the bright-exciton splitting both at zero field and at the splitting
minimum.
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I. INTRODUCTION

The optically active bright-exciton states confined in quan-
tum dots [1,2] are an important platform for various schemes
of entanglement generation [3–6], whereas optically inac-
tive (or weakly active) states, known as dark excitons [7],
are considered for applications in quantum-information pro-
cessing [8–13]. The details of bright- and dark-exciton
spectra, the excitonic fine structure [7], are strongly deter-
mined by quantum-dot morphological properties [14–19],
with various growth and postgrowth schemes [20–29] aim-
ing for reduction of the bright-exciton splitting in particular.
Moreover, there have been extensive efforts to control the
fine-structure splitting with the postgrowth application of
external fields [5,30–39]. From a theoretical point of view,
detailed modeling of the excitonic fine structure still presents a
formidable computational challenge both for approaches uti-
lizing continuum-media approximation [15,40,41] and even
for atomistic methods [10,18,42]. In this work we use
the tight-binding method coupled with the configuration-
interaction (exact diagonalization) approach, which has been
proved to be able to report an excitonic fine structure in good
agreement with experiment [18,43,44]. We study the proper-
ties of bright and dark excitons under the influence of vertical
electric field for both an idealized, nonalloyed, self-assembled
InAs/GaAs quantum dot of high symmetry and for a more
realistic alloyed In0.5Ga0.5As quantum dot of low symme-
try. We compare the results of atomistic calculation with a
phenomenological model, which allows us to correlate the
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field-induced evolution of the bright-exciton splitting with the
dark-bright-exciton splitting (isotropic exchange interaction).
Moreover, we find that the electric field is able to strongly
tune the dark-exciton optical activity. This effect occurs in
the absence of symmetry-reducing facets [10], or other shape
deformation [45], and is merely due to the field along the
growth axis.

The paper is organized as follows. After a brief theoretical
introduction in Sec. II, we start in Sec. III by inspecting an
idealized, lens-shaped InAs quantum dot of C2v symmetry
embedded in the GaAs barrier. By discussing its single-
particle spectra and in particular changes of charge probability
distribution of electron and hole states, we can gain some
understanding of how these relate to the details of excitonic
spectra. A considerable part of Sec. III aims to bridge an atom-
istic description of the excitonic fine structure and an effective
model given in terms of light-hole/heavy-hole mixing. Sec-
tion IV provides a thorough discussion of a nonalloyed system
giving a foundation for further studies of alloyed quantum
dots.

II. SYSTEMS AND METHODS

The calculation starts with finding atomic positions that
minimize the total elastic energy, by using the valence force
field method of Keating [46,47] and minimization of strain
energy performed with the conjugate gradient method [48,49].
Next the piezoelectric potential [50–54] is calculated by ac-
counting for both linear and quadratic contributions, with
piezoelectric coefficients from Ref. [52]. The single-particle
spectra of electrons and holes are obtained with the empir-
ical sp3d5s∗ tight-binding method accounting for d orbitals
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FIG. 1. Schematics of systems under consideration: (a) lens-
shaped InAs/GaAs self-assembled quantum dot located on a wetting
layer and (b) alloyed In0.5Ga0.5As quantum dots with the same
dimensions, however with five randomly generated samples (realiza-
tions) corresponding to the same average composition, yet different
(random) atomic arrangement. See the text for details. The surround-
ing GaAs material is not shown.

and spin-orbit interaction [44,55–57]. The tight-binding cal-
culation is effectively performed on a smaller domain than
the valence force field calculation [58,59]. The details re-
garding the sp3d5s� tight-binding calculations for various
nanostructures have been discussed thoroughly in our earlier
papers [44,48,57,60]. A static vertical electric field is included
in the tight-binding calculation via a potential-energy shift of
the orbital energies [61,62] (see the Appendix). Finally, the
excitonic spectra [63] are calculated with the configuration-
interaction method described in detail in Ref. [60]. More
details regarding the Coulomb matrix element computa-
tion for tight-binding wave functions can also be found in
Refs. [64,65] as well as in our recent papers [66,67].

We start the discussion of the results with the electric
field dependence of a C2v nonalloyed InAs/GaAs lens-shaped
quantum dot located on a wetting layer [Fig. 1(a)]. The height
of the quantum dot is equal to 3 nm and its diameter is
25.4 nm. The quantum dot is located on a 0.6-nm-thick (one
lattice constant) wetting layer. Such a quantum-dot system
has been studied thoroughly in the literature (including our
own work [44,57]) as a model of an idealized self-assembled
quantum dot. Here we start by analyzing its general properties,
in particular single-particle spectra under an electric field, and
later show how these relate to the details of the bright- and
dark-exciton many-body spectrum field dependence. In the
process, we calculate the spectra of excitons with the full
tight-binding/configuration-interaction approach for over 70
different field values. The nonalloyed lens-shaped quantum
dot is also used as a convenient starting point to understand
the properties of more realistic, alloyed self-assembled quan-
tum dots, which are discussed extensively in Sec. IV. We
consider there five random samples [Fig. 1(b)], or five dif-
ferent random realizations of the same alloyed lens-shaped
quantum dot, with nominally the same average composition
yet different atomic arrangement on a microscopic scale. We
consider a 50% admixture of barrier material in the dot region,
i.e., an In0.5Ga0.5As quantum dot in the GaAs surround-
ings, thus with a composition close to experimental systems

FIG. 2. Single-particle (a) electron and (b) hole spectra of the
nonalloyed InAs/GaAs quantum dot as a function of external electric
field. Dashed red lines for e1 and h1 are fits to a model calculation.
Vertical dashed black lines are guides to the eye for zero-field cases.
Note the reverse ordering of hole states. See the text for more details.

[7,68–71], with a uniform averaged composition profile,
rather than accounting for the effects of spatial changes in
the overall composition [70,72–75]. For each quantum-dot
realization, the field calculation is performed for at least 40
different field values, altogether (more than 200 cases) pre-
senting a significant computational challenge.

III. NONALLOYED InAs/GaAs QUANTUM DOTS

Let us start by inspecting the evolution of single-particle
states under an external electric field as shown in Fig. 2.
Electron states demonstrate a well-defined shell structure [1],
which remains unaltered even in the presence of the field.
They also reveal a mostly quasilinear drift of energies under
an applied field, indicating a substantial built-in dipole mo-
ment [76] as a result of the quantum dot’s lens shape. On the
other hand, hole states show the lack of a shell structure for
the zero-field case, a well-known effect [44] occurring for
strained, lens-shaped InAs/GaAs quantum dots. Moreover,
an external field strongly affects the interlevel spacing and
splittings of hole states. For example, h3 and h4 apparently
cross at the field value of approximately 80 kV/cm, whereas
h2 and h3 do not form a p shell for all fields considered. The
field-induced evolution of the hole ground state has a more
parabolic dependence displaying a substantial polarizability
of the hole states, with an apparent energy minimum of h1 for
a field value equal to −370 kV/cm. These field dependences
can be quantified. By treating the external field as a perturba-
tion, the evolution of both electron and hole energies can be
fit to a formula [76]

E = E0 + pF + βF 2, (1)

where p is a built-in dipole moment (linear term), β measures
the polarizability (quadratic term), and F is the magnitude
of the electric field in the z axis. For the electron and hole
ground states Eq. (1) fits very well the atomistic calcula-
tion. This fit is shown as thick red dashed lines in Fig. 2.
For the electron p = 5.47 × 10−4 kV−1 cm and β = −4.45 ×
10−6 kV−2 cm2. For the hole ground state, we obtain p =
8.45 × 10−4 kV−1 cm and β = 11.6 × 10−6 kV−2 cm2. Thus,
the hole has magnitudes of both linear (dipole moment) and
nonlinear (polarization) coefficients approximately twice as
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FIG. 3. Single-particle electron and hole ground-state probability densities (integrated over the [100]/[010] plane) for several values of
external electric field and as a function of position along the growth [001] axis. Two closely spaced vertical dashed lines mark the position of
the wetting layer and the third line corresponds to the top of the quantum dot. The strongest overlap is observed for a field of −100 kV/cm,
whereas a nonvanishing dipole moment between the electron and hole can be seen at the zero field. See the text for details.

large as those of the electron, indicating stronger hole-state
susceptibility to the external field as also apparent from an
inspection of Fig. 2.

A. Single-particle states

The field-related evolution of single-particle energies is
accompanied by a change in single-particle charge densities
as shown in Figs. 3 and 4, which were obtained by summing
the charge probability in the lateral and growth directions,
respectively. We note that (for the sake of clarity) Fig. 3
shows charge densities on anion layers only. For comparison,
a picture showing charge densities on both anion and cation
layers is presented in Appendix A.

Since the electric field has the opposite effect on elec-
tron and hole charges, it moves them in opposite directions

along the [001] growth axis. For negative-field values the
electron charge is pushed toward the bottom of the quan-
tum dot, whereas the hole state is shifted toward its upper
part [Fig. 3(a)]. However, already for the zero-field case
[Fig. 3(d)], the electron and the hole have maxima of their
charge distributions somewhat shifted from each other in the
vertical direction, leading to the formation of a built-in dipole
moment. This effect has been studied in the literature [77–79]
and results from the dome/lens shape of a quantum dot (rather
than from a graded composition profile that is not present in
C2v quantum dots). As a result of the nonvanishing dipole
moment between the electron and hole in the zero field, for
(relatively small magnitude) negative-field values the electron
and hole states are apparently brought “closer” to each other,
whereas for positive-field values the electron and hole are
further separated. For a field approximately equal to −100

FIG. 4. Single-particle electron and hole ground-state probability densities (integrated along the [001] direction) for several values of the
external electric field, as a function of position on the [001]/[010] plane. The dashed box highlights the zero-field case. Whereas the electric
field does not alter the lateral probability density of the electron state significantly, it spatially reorients the hole ground state, with its elongation
changing from along [110] for positive fields to [110] for negative. At approximately −400 kV/cm the elongation of the hole ground state
apparently vanishes, with both the electron and hole having approximate cylindrical symmetry. See the text for more details.
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kV/cm [Fig. 3(c)] the overlap of the electron and hole ground
states reaches an apparent maximum along the growth axis
and is reduced with a further increase of field magnitude
[Figs. 3(a) and 3(b)]. Thus, the vertical electric field max-
imizes the probability density overlap in the growth axis,
between electron and hole ground states, for field values close
to −100 kV/cm.

In contrast, the spatial overlap viewed in the lateral
quantum-dot plane (Fig. 4) reveals a different trend. The lat-
eral charge density distribution of the electron ground state
is rather immune to the vertical electric field, with this state
retaining its (quasi)cylindrical symmetry over the entire range
of field values considered. However, the hole ground state
undergoes a rather different and nontrivial field evolution. For
the zero field [Fig. 4(i)] the hole ground state is elongated
in the [110] direction due to the underlying crystal lattice,
the presence of strain, and piezoelectricity. This elongation
is further increased for positive-field values, yet it is sys-
tematically decreased for negative-field values. For a large
magnitude of negative fields [e.g., −600 kV/cm, Fig. 4(f)]
the direction of elongation is fully reversed with respect to the
zero-field case and the hole ground state is elongated along
the [110] direction. Importantly, for field values close to −400
kV/cm the elongation of the hole ground state vanishes, with
both electron and hole ground states having an approximate
cylindrical symmetry. This effect is also reflected in the hole-
energy spectra [Fig. 2(b)], where the hole ground-state energy
reaches its minimum.

The hole ground state is thus subject to lateral elongation
in the [110] direction for positive-field values, where part of
the hole charge density penetrates the wetting layer. However,
the hole ground state gets elongated also along [110] for
the negative-field values, where a substantial part of the hole
wave function reaches the curved interface at the top surface
of the quantum dot. At approximately −400 kV/cm both
contributions apparently compensate each other, leading to a
quasicylindrical spatial distribution as shown in [Fig. 4(g)],
with notable consequences for the excitonic fine-structure
splitting, as discussed further in the text.

B. Bright excitons

Before we inspect the details, let us investigate the main
features of excitonic spectra as shown in Fig. 5(a). The lowest
excitonic states (the fine structure is not visible on this energy
scale) are well separated from the rest of the spectra. Only
for the largest field magnitudes considered, higher excitonic
states start to coalesce and rapidly decrease toward the lower
part of the spectrum. However, in the range of electric field
values considered the exciton is still well bound within the
quantum dot and its ground state is well separated from the
highly excited part of the spectrum. The field-induced evolu-
tion of excitonic levels follows a parabolic trend [Fig. 5(a)],
as expected from mostly parabolic changes of single-particle
levels, which constitute the exciton. The exciton ground-state
energy reaches its maximum for a field approximately equal
to −70 kV/cm, this maximum being a net effect of single-
particle energies and the electron-hole interaction evolution
in the field [Fig. 5(b)]. Should we neglect the electron-hole
interaction, i.e., assume an excitonic energy equal to the

FIG. 5. (a) Several lowest excitonic states and (b) the exci-
ton ground-state binding energy �EX, as well as the electron-hole
Coulomb attraction integral −Jeh as a function of external electric
field for the nonalloyed InAs/GaAs quantum dot. The excitonic
binding energy closely follows the Coulomb integral −Jeh as appar-
ent from inspection of Eq. (4), with its minimum corresponding to the
strongest lateral overlap of electron and hole functions as discussed
earlier. See the text for more details.

single-particle gap EX ≈ e1 − h1, the evolution of the exciton
ground state would be very similar. In such a case the only
notable difference would be the energy maximum shifted
to −110 kV/cm, indicating that excitonic field evolution is
dominated by the contribution from the single-particle states.
Nevertheless, it is still instructive to study further the electron-
hole (direct Coulomb) interaction as shown in Fig. 5(b). The
ground-state exciton binding energy �EX reaches its mini-
mum for approximately −400 kV/cm. The binding energy
is defined as the difference between the exciton ground-state
energy EX and the single-particle effective gap e1 − h1, in-
dicating the relative strength of the Coulomb interaction,
namely,

�EX = EX − (e1 − h1). (2)

The trend of excitonic binding energy �EX in Fig. 5(b) is
closely followed by the field evolution of the Jeh Coulomb
integral. This is expected as the exciton ground-state energy
can be expressed as

EX = e1 − h1 − Jeh − corr(EX), (3)

where Jeh is the Coulomb attraction calculated for the electron
and the hole in their ground states and corr(EX) is the correc-
tion due to effects of correlations (in the presence of higher
states) and the electron-hole exchange interaction. The above
formula leads to

�EX = Jeh − corr(EX). (4)

Since corr(EX) usually has values of the order of several
meVs, Jeh has the dominant contribution to exciton binding
energy. Finally, we note that the magnitudes of both �EX and
−Jeh reach their minima at field values approximately equal
to −400 kV/cm, corresponding to the largest electron-hole
spatial overlap in the lateral direction, when both the elec-
tron and the hole have quasicylindrical symmetry [Figs. 4(b)
and 4(g)], rather than for −100 kV/cm, at which the external
field maximizes the electron-hole overlap in the growth direc-
tion [Fig. 3(c)].
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FIG. 6. Absolute value of the bright-exciton splitting as a func-
tion of external electric field for different configuration-interaction
treatments. Results show different bright-exciton splittings at zero
field, yet similar values of the field magnitude corresponding to a
vanishing bright-exciton splitting. The red dashed line shows the fit
to a phenomenological model. See the text for details.

The evolution of single-particle states has a strong in-
fluence on the details of excitonic spectra, namely, the
bright-exciton splitting (BES), which is shown in Fig. 6.
The BES has a nontrivial field dependence, which is ap-
parently parabolic for small field magnitudes and linearlike
for field values lower than approximately −200 kV/cm. At
approximately −370 kV/cm the BES goes through zero and
the order of the bright-excitonic lines is reversed. Figure 6
also presents the BES at different levels of approximation
of the configuration-interaction calculation. Namely, the re-
sults are shown for three different configuration-interaction
bases involving electron and hole s shells only (four excitonic
configurations), with both s and p shells accounted for (36
excitonic configurations), and the most extended calculation
with s, p, and d shells included (144 configurations). Since
contrary to electrons there is no shell structure of hole levels,
these approximations correspond to accounting for the lowest
one, three, or six hole states, respectively (or actually two,
six, and 12 states with spin; we emphasize again the reverse
level ordering for holes). We note that the spd treatment is
usually sufficient [80] for good quality results of the exciton
fine structure in quantum dots, whereas the field calculation
with a possibly more accurate approach involving even higher
levels is currently beyond our reach due to computational
limitations.

Figure 6 shows that the only qualitative difference between
various configuration-interaction treatments is notable at the
zero field, where the BES goes from 46 through 51 and up
to 56 μeV with an increasing number of levels accounted for.
These differences are rather small, as could be expected from
the (approximately) cylindrical symmetry of the lens-shaped
quantum-dot base. Thus, the BES is dominated by a contribu-
tion from the electron and hole ground states. Moreover, all
configuration-interaction approaches report virtually the same

field value (approximately −370 kV/cm) for which the BES
vanishes, strongly suggesting that the vanishing fine structure
is related to electron and hole ground-state properties.

Let us note that the vanishing bright-exciton fine structure
at field values close to −400 kV/cm is consistent with a
traditional [7,81,82] understanding of fine-structure splitting
originating from breaking of rotational symmetry. In our case,
the electric field, by tailoring electron and hole wave func-
tions into quasicylindrical shapes [Figs. 4(b) and 4(g)], is
apparently able to reduce the fine structure, although we em-
phasize that such an analogy would be hard to extend to other
C2v nanostructures such as square-based pyramidal quantum
dots [43].

To get a better understanding, one can aim to define a
phenomenological model, describing the BES evolution in
a broad range of field values and preferably defined in the
minimal excitonic basis of two bright states only. Following
Bennett et al. [31], the effective bright-exciton Hamiltonian in
the vicinity of a level crossing can be given as

H = IEX +
[

0 S
2

S
2 −γ (F − F0)

]
, (5)

where I is the identity matrix, EX is the exciton ground-state
energy, F0 is the field value at the minimal splitting of the
bright-excitonic doublet, F is the electric field, and γ is the
difference in field response between bright states. Moreover,
S
2 is the off-diagonal part of the BES, which cannot be tuned
by a vertical electric field. For convenience, we substitute
E0 = γ F0, where E0 is the contribution to the bright-exciton
splitting (at zero field) that can be removed by the electric
field. In this model the magnitude of the BES is thus given as

|BES| =
√

S2 + (E0 − γ F )2. (6)

Equation (6) could also be viewed as a general formula de-
scribing splitting of coupled levels close to an anticrossing.

For the C2v case and no alloying S should be equal exactly
to zero by symmetry. This allows for a level crossing, rather
than anticrossing, when S �= 0. Thus, in the C2v case and close
to the crossing the BES magnitude can be very well described
as quasilinear

|BESC2v
| ≈ |E0 − γ F |. (7)

In the case considered γ = 0.21 μeV kV−1 cm and E0 =
77.54 μeV (and thus F0 = E0/γ = −369.24 kV/cm) gives a
good quality fit as shown with a red dashed line in Fig. 6(b).

To get more detailed insight into the origins of fine-
structure splitting, let us recall the widely used exchange
Hamiltonian [7,83] expressed in the basis of bright- and dark-
exciton states

Hexch = 1

2

⎡
⎢⎢⎢⎣

δDB δ1e−i�1 0 0
δ1ei�1 δDB 0 0

0 0 −δDB δ2e−i�2

0 0 δ2ei�2 −δDB

⎤
⎥⎥⎥⎦, (8)

where δDB describes the bright-dark-exciton splitting, i.e., the
quartet splitting into bright and dark doublets, δ1 is respon-
sible for bright doublet splitting, δ2 refers to dark-exciton
splitting, and �1 and �2 are phase factors, with �1 defining
the rotation of polarization axes with respect to a given system
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of coordinates (e.g., [110] crystal axis, with typically �1 = 0
for C2v systems). Two blocks of zero off-diagonal matrix ele-
ments indicate the lack of bright-dark-exciton coupling due to
high system symmetry [7,10]. We also emphasize that various
authors use different naming, sign, and phase conventions
for δ and �. Moreover, these parameters can be obtained
either by fitting to experimental results [7,10] or extracted
from calculation using various approaches [19,81,82,84]. An-
alytical calculations can also be performed by expressing the
exchange Hamiltonian [85] in a basis spanned by bright |∗〉±1̃
and dark |∗〉±2̃ heavy-hole/light-hole mixed states [85–89]

|∗〉±1̃ =
√

1 − β2

∣∣∣∣±3

2
,∓1

2

〉
+ βe−i2�

∣∣∣∣∓1

2
,∓1

2

〉
,

|∗〉±2̃ =
√

1 − β2

∣∣∣∣±3

2
,±1

2

〉
+ βe−i2�

∣∣∣∣±1

2
,∓1

2

〉
, (9)

where β is a light-hole contribution which is effectively the
measure of that mixing and the angle � (mixing phase)
determines the angle of rotation of the quantum-dot main
anisotropy axis with respect to the crystal axis [110]. With that
approach the absolute value of the bright-exciton splitting for
C2v (corresponding to � = 0) is given as [85]

|BES| =
∣∣∣∣(1 − β2)�H + β2�L + 4β√

3

√
1 − β2�ST

∣∣∣∣, (10)

where �HH and �LH are terms related to heavy- and light-hole
contributions, respectively, and �ST refers to the bright-dark
splitting. This equation can be rearranged as

|BES| =
∣∣∣∣β2�LH + β

√
1 − β2

4√
3
�ST + �HH

∣∣∣∣, (11)

where �LH = �L − �H is introduced for brevity and it can be
treated as a single fitting parameter, with the entire equation
viewed as a sum of quadratic, quasilinear, and constant terms.
Thus, �HH refers to the magnitude of bright-exciton splitting
that is present even with vanishing light-hole content and is
present in C2v systems due low atomistic symmetry [15].

Retrieving �ST from an atomistic calculation needs
some caution since first we typically perform configuration-
interaction calculations in a much larger excitonic basis than
that of Eq. (8) or (9) and second �ST is related [85] to
δDB from Eq. (8) as δDB = (1 − 4

3β2)�ST. One can aim to
obtain an effective δDB from atomistic results by calculating
the energy difference between centers [90] of bright and dark
doublets, respectively, and using it instead of �ST. In our case
such an approach is particularly well justified since (as will
be shown later) β � 1 and thus �ST ≈ δDB. Therefore, in the
following �ST will be replaced with δDB. Figure 7 shows both
�ST and δDB as a function of the electric field and demon-
strates that such an approximation is fully justified, with these
two quantities practically overlapping on the plot. Figure 7
also shows that the bright-dark splitting changes with the field,
with a parabolic dependence with a maximum of 0.38 meV
(when accounting for s, p, and d shells) at the field value of
approximately −280 kV/cm. We also note that in the range of
field values closer to zero (from approximately −100 to 200
kV/cm) the bright-dark-exciton splitting changes quasilin-
early with the field. Either way, δDB is an apparent function of
the electric field [δDB ≡ δDB(F )]; however, we will continue

FIG. 7. Bright-dark-exciton splitting as a function of external
electric field calculated as the energy difference between the centers
of bright-exciton and dark-exciton doublets (δDB) at different levels
of configuration-interaction treatment. Here �ST = δDB(1 − 4

3 β2)−1

is presented as a dashed line for comparison, showing that �ST ≈
δDB. See the text for details.

using the simple notation δDB for brevity. For comparison,
Fig. 7 shows as well the bright-dark-exciton splitting calcu-
lated with different configuration-interaction basis sets, all
resulting in qualitatively similar results, with the maximum of
the isotropic electron-hole exchange interaction close to the
field value corresponding to the maximal overlap of electron
and hole single-particle wave functions (as shown earlier in
Figs. 3 and 4).

Retrieving β from the atomistic calculation is also far from
straightforward, due to, e.g., the multiband character of the
tight-binding calculation (involving d orbitals), the compli-
cated character of the wave-function envelope with respect
to the angular momentum, the presence of multiple excitonic
configurations in the configuration-interaction expansion, etc.
However, following our earlier work [80,90], one can aim at
retrieving the effective value of β from the exciton optical
spectra. To this end, Fig. 8(a) shows optical spectra of both
bright excitons as a function of the external electric field. Due
to the C2v symmetry, excitonic lines are polarized along [110]
and [110], with nonzero (approximately 3%) polarization
anisotropy in the zero-field case, with polarization anisotropy
defined as [87] C = (Imax − Imin)/(Imax + Imin).

Both emission lines show a quadraticlike change of in-
tensity under the field, with the maxima of these parabolic
dependences being shifted with respect to each other by about
100 kV/cm. Importantly, for the field magnitude of approx-
imately −120 kV/cm both excitons have equal oscillator
strength, which leads to a vanishing polarization anisotropy,
as confirmed by the inset in Fig. 8(a). Since polarization
anisotropy due to hole mixing can be described as [87,88]

C(β ) = 2β
√

3(1 − β2)

3 − 2β2
, (12)
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FIG. 8. (a) Bright-exciton oscillator strengths and (b) light-hole
β content as a function of external electric field. The inset in
(a) shows bright-exciton polarization anisotropy. Nonzero polariza-
tion anisotropy at zero field is a hallmark of C2v symmetry and the
strong role of the underlying crystal lattice. Vanishing polarization
anisotropy at −120 kV/cm corresponds to zeroing of light-hole con-
tent β, whereas β content changes quasilinearly with applied vertical
field. See the text for details.

we can use Eq. (12) to retrieve β from polarization anisotropy
calculated atomistically (following Ref. [87] and assuming
β > 0 at zero field); such a β dependence is shown in
Fig. 8(b), revealing β to be rather small, i.e., not exceeding
10% in the range of electric field magnitudes studied, and
showing a linearlike trend under the electric field in a broad
range of values. This trend can be presumed, since for small
β values (such as those considered here)

C(β ) ≈ 2√
3
β, (13)

i.e., polarization anisotropy is proportional to the light-hole
content β. Therefore, as a consequence of linearlike change in
polarization anisotropy [inset in Fig. 8(a)] under an external
field, β demonstrates a linearlike trend as well [Fig. 8(b)].
As a result, the β dependence can be very well fit to a linear
function of the field

β ≈ aF + β0, (14)

where a = 0.214% kV−1 cm and β0 = 2.547% is the light-
hole content in the zero-field case [Fig. 8(b)], whereas the
percentage measure has been used for convenience.

Therefore, the electric field applied in the vertical di-
rection effectively modifies the excitonic light-hole content.
At first this may seem surprising; however, since in self-
assembled quantum dots strain varies [48,91] substantially
along the growth direction (with biaxial strain even changing
its sign) and since the biaxial strain is responsible for the light-
hole/heavy-hole coupling [92,93], moving or transferring the
hole wave function with the electric field (as seen earlier in
Fig. 3) from the top to the bottom of a quantum dot (or vice
versa), i.e., from regions of opposite signs of biaxial strain,
can in turn reverse the sign of β and in effect lead to β reach-
ing zero for a field magnitude of approximately −120 kV/cm.
Vanishing β is related to vanishing polarization anisotropy,
whereas the actual field value for which this happens will be
important for our further investigations of the dark-exciton
spectra.

FIG. 9. Bright-exciton splitting as a function of external electric
field. Negative values of splitting correspond to reverse order of
excitonic lines. Dashed and dotted lines show fits to different models
discussed in the text. All models describe very well the linear part
of the spectra, close to the anticrossing. However, only an extended
model of Eq. (17) is able to provide an accurate description of the
splitting close to the zero-field region and for positive-field values.
The flat black solid line is a guide to the eye to mark zero splitting.

With β and �ST ≈ δDB retrieved from the atomistic cal-
culation, one can finally use Eq. (11) (i.e., BES = β2�LH +
β
√

1 − β2 4√
3
δDB + �HH ), discussed earlier in the text, and

fit it to the BES dependence as shown in Fig. 9. With �LH =
2 meV, �HH = 52 μeV, and both β ≡ β(F ) and δDB ≡
δDB(F ) being functions of the electric field and taken from
the atomistic calculation as described above, we obtain a very
good fit (Fig. 9), especially in the linear range close to the
crossing. However, notably we get only qualitative agreement
in the range of positive-field magnitudes. Finally, we note that
in Fig. 9 we have additionally omitted the absolute value to
empathize the change of BES sign.

Next we note that for small β one can neglect quadratic
terms in Eq. (11) and obtain

|BES| ≈
∣∣∣∣ 4β√

3
δ0

DB + �HH

∣∣∣∣. (15)

We have further simplified Eq. (11) by assuming that δ0
DB is

an effective constant, rather than a function of electric field,
and δ0

DB would be estimated at a field range close to the level
crossing, rather than at zero field. With δ0

DB = 366.8 μeV
and δHH = 46.7 μeV, we obtain an excellent fit in the region
where the bright-exciton splitting vanishes (Fig. 9) and the δ0

DB
value is (close to the bright-dark-exciton splitting maximum
of 380 μeV) in fact consistent with the initial assumption. We
also note that with the help of Eq. (13) one obtains |BES| ≈
|2C(β )δ0

DB + �HH|.
Since β is quasilinear with the field, Eq. (15) is equivalent

to the previously discussed equation (7) based on Ref. [31].
To bridge these relations, Eq. (15), with the help of Eq. (14),
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can be further analyzed in terms of the field dependence, and
by comparing Eq. (15) with Eq. (7) we obtain

γ ∝ δDB; (16)

thus with the help of the combined atomistic calculation and
the phenomenological model, the difference between dipole
moments of the two exciton eigenstates γ [31], or the slope of
electric field evolution, can be related to the bright-dark split-
ting (or electron-hole isotropic exchange), which is not only
useful for fitting, but also is in itself an interesting theoretical
outcome.

Extended phenomenological model

For a C2v quantum dot, with substantial bright-exciton
splitting at zero field, Eq. (6) and its linear simplification (7),
based on the phenomenological model of Bennet et al. as well
as our linear formula (15), are apparently unable to reproduce
the splitting evolution in the region of small field magnitudes
or increasing positive fields (Fig. 9). Equation (11), with
quadratic terms in β, is able to describe the trend for positive
fields qualitatively (Fig. 9), yet it is impossible to fit Eq. (11)
to accurately reproduce the evolution of the bright-exciton
splitting at the same time for both the zero crossing and
positive-field magnitudes.

To achieve such a desired formula let us return to the model
of Ref. [31] and reiterate that at zero field the BES is equal to
E0. This effect is due to the presence of the underlying crystal
lattice and the overall C2v quantum-dot symmetry. In addition,
E0 could also be viewed as the result of the nonequivalence
of the [110] and [110] directions in C2v quantum dots. We
could treat that effectively by replacing E0 with a functional
dependence

E0(F ) = E ′
0 −

√
S2

C2v
+ (EC2v

− γC2v
F )2,

where we have reused Eq. (6), the constants SC2v
, EC2v

, and
γC2v

now describe the BES or E0(F ) dependence in the range
of small field values, the lattice/shape anisotropy (SC2v

and
EC2v

) dominates over the field contribution, and the prime is
used to distinguish from E0 used previously in Eq. (6).

The dependence E0(F ) is now incorporated back in the
BES formula, resulting in

|BESC2v
| = |E ′

0 − γ ′F −
√

S2
C2v

+ (EC2v
− γC2v

F )2|. (17)

This effective formula fits well the atomistic data in the entire
range of field magnitudes considered, which is shown with a
thick red dashed line in Fig. 9, with SC2v

= 23.83 μeV, EC2v
=

−9.32 μeV, γC2v
= 0.136 μeV kV−1 cm, E ′

0 = 82.25 μeV,
and γ ′ = 0.094 μeV kV−1 cm. At zero field, the split-
ting is dominated by E ′

0, yet it is reduced significantly

by −
√

S2
C2v

+ EC2
2v

= −25.6 μeV. Moreover, (EC2v
− γC2v

F )2

vanishes for F = EC2v
/γC2v

≈ 6.9 kV/cm; thus it is indeed
related to small positive-field behavior. On the other hand, for
large-magnitude (negative) fields (i.e., close to the level cross-
ing), the splitting is quasilinear with respect to the field with
γ ≈ γ ′ + γC2v

= 0.23 μeV kV−1 cm, therefore, as desired,
very close to the linear-model value of 0.21 μeV kV−1 cm
found earlier.

FIG. 10. (a) Dark-exciton splitting and (b) dark-exciton oscil-
lator strengths as a function of external electric field, for different
configuration-interaction treatments. Insets show magnifications
close to the minima, revealing quadraticlike changes of both dark-
exciton splitting and its optical activity in that region. Notably, the
dark-exciton splitting minimum does not match the minimum of the
z-polarized dark-exciton optical activity. See the text for details.

To summarize, Eq. (17) is able to describe bright-exciton
splitting in the broad range of electric values, including the
crossing region for a high negative field, and substantial zero-
field splitting of the C2v system.

C. Dark excitons

Figure 10(a) shows dark-exciton splitting (DES) calculated
as a function of the external electric field for the same C2v

lens-shape InAs/GaAs quantum dot studied so far. Consis-
tently with earlier discussion, the results are presented at
different levels of configuration-interaction calculation, re-
vealing some interesting differences, yet generally providing
good mutual agreement. For field magnitudes close to 80
kV/cm there is an apparent kink in the dark-exciton splitting
evolution in the sp approximation, i.e., including the lowest
six (12 with spin) electron and hole states (e1, e2, e3 and
h1, h2, h3). However, as h2 and h3 do not form a shell and
h3 crosses with h4 at 80 kV/cm, this results in an ill-defined
basis for configuration interaction, leading to this artificial
feature in the spectra, which naturally vanishes when higher
states (incorporating h4) are accounted for. Apart from that
issue, the dark-exciton splitting spectra are very similar in
all three bases. As expected [7], the dark-exciton splitting is
significantly smaller than the splitting of the bright doublet,
with a magnitude of about 1 μeV at zero field. There is also
another quite striking difference with respect to the bright
exciton, namely, the dark-exciton splitting varies in a quadrat-
iclike manner as a function of the field, especially close to
the splitting minimum [inset in Fig. 10(a)]. In the range of
electric field magnitudes considered, the dark-exciton splitting
changes from approximately 0.9 μeV at the minimum for
a field equal to −130 kV/cm up to about 6 μeV for −600
kV/cm. We note that for higher field magnitudes hole states
start to rapidly coalesce (eventually leading to breaking of the
confined excitonic state), causing irregularities in the dark-
exciton splitting plot for large negative fields. Larger field
magnitudes are therefore not considered here. Finally, we note
that, importantly, the dark-exciton splitting cannot be tuned by
the vertical electric field to zero.
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The dark-exciton states in C2v systems have nonvanishing
optical activity [7,10,15]. Actually, in our case the higher-
energy (DE2) dark-exciton state has a weak optical activity
with emission polarized along the [001] (z, growth) axis,
whereas the lower-energy dark exciton (DE2) remains com-
pletely optically inactive. Figure 10(b) shows the DE2 state
oscillator strength as a function of the electric field, expressed
in units of bright-exciton oscillator strength at zero field.
The electric field dependence resembles a parabolic one, es-
pecially close to the zero-field region [inset in Fig. 10(b)],
with the effect of different shells mostly related to a shift
of the field magnitude for which the minimum occurs. In
addition, the electric field is able to tune the optical activity
of the dark exciton exactly to zero, thus effectively close the
radiative decay channel, potentially allowing us to increase the
dark-exciton lifetime with possible implications for various
quantum-information schemes aiming to utilize dark excitons
localized in quantum dots. In contrast, the electric field is also
able to substantially increase the optical activity of the dark
exciton, which can reach 1

20 000 of the one for bright excitons,
for large negative fields. Whereas this value appears to be
relatively small, the electric field [in the case of the spd basis,
inset in Fig. 10(a)] effectively increases the dark-exciton oscil-
lator strength by three orders of magnitude as compared to the
zero field. Therefore, the electric field can be used in principle
to tailor the optical intensity of the dark exciton similarly to
shape elongation [19,45,80], shape symmetry breaking [10],
and alloying [18]. Nevertheless, it is worth noting that the
optical activity of the dark exciton remains rather small com-
pared to that of the bright exciton.

The minimum of the dark-exciton splitting corresponds to
nearly the same field magnitude (−130 kV/cm), for which
we noticed both polarization anisotropy and β reaching zero.
To connect with a phenomenological model and get a bet-
ter understanding of dark-exciton spectra, one can employ a
treatment analogous to that used for the bright exciton, with
the exciton basis of heavy-hole/light-hole mixed states [as
earlier in Eq. (9)]. For the C2v system this procedure results
in a formula for the splitting given in terms of the light-hole
content β and δDB bright-dark splitting, and a parameter δ2

related to the heavy-hole contribution [85]

DES = (1 − β2)δ2 + 4
3β2δDB. (18)

Therefore, the dark-exciton splitting is in fact expected to
change parabolically as a function of β and as a result (in
our case) as a function of the electric field. To study this
further, Fig. 11(a) shows again the dark-exciton splitting (in
the spd configuration-interaction treatment), yet this time
compared with the model (18) and terms therein. The only
free parameter here is δ2 = 0.885 μeV, which was chosen
to fit the atomistic results. It determines the minimum of the
dark-exciton splitting that is due to low C2v symmetry and is
mediated by the heavy-hole contribution. Since β2 is small,
(1 − β2)δ2 ≈ δ2 and this term remains nearly field indepen-
dent. As the isotropic exchange δDB � δ2, the overall trend
is dominated by the quadratic term in β with δDB acting as
a multiplicative factor. However, as δ2 > 0 the dark-exciton
splitting cannot be removed by the electric field, and it is
present even if β is tuned to zero. Equation (18) gives thus
a solid footing for correlating the vanishing of polarization

FIG. 11. (a) Dark-exciton splitting as a function of external elec-
tric field. The results are the same as the spd results shown in
Fig. 10(a), but this time compared with the model (18). Terms oc-
curring in Eq. (18) are shown for comparison. (b) Optical activity of
the dark exciton as a function of external electric field, with atomistic
results [spd in Fig. 10(b)] compared now with a phenomenological-
model fit showing excellent agreement. See the text for details.

anisotropy at fields close to −130 kV/cm (and thus β reaching
zero) to the minimum in the dark-exciton splitting.

By analyzing Figs. 10(a) and 10(b) one notices that the
dark-exciton oscillator strength also change as a quadratic
function of the applied field. This is expected, since the dark-
exciton optical activity is predicted in a phenomenological
modeling to be proportional to the β content [85,86,89]:
|M|2 ∝ β2. However, in all configuration-interaction treat-
ments considered, the minimum of the dark-exciton optical
activity is shifted with respect to the minimum of the dark-
exciton splitting (β ≈ 0) by a considerable fraction of the
applied field (an approximately −100 kV/cm shift in the spd
case, corresponding to an approximately 2% difference in β

value). To account for this an excellent quality fit to atomistic
results can be obtained with

|M|2 ∝ (β − β0)2, (19)

where β0 = 2.285% accounts for the shift of the optical ac-
tivity minimum. There are several possible reasons why β0

needs to be introduced. One is that the model of Eq. (9) and
the formulas it produces (such as |M|2 ∝ β2) do not assume
any dark-exciton optical activity for a vanishing light-hole
content β. This is in contrast to group-theoretic considera-
tions [15] predicting (weak) nonzero optical activity of the
dark exciton even for a purely heavy-hole exciton in C2v

quantum dots. Therefore, β0 accounts in part for heavy-hole-
related z-polarized optical activity of the dark exciton, which
is naturally included in the atomistic treatment. Second, the
model (19) is rather simple with β0 hiding all the complex-
ities, such as changes of the single-particle function shape
under the applied field, the complicated multiband character
of states, and the many-body treatment.

To summarize, dark-exciton spectra can be tuned with a
vertical electric field, revealing parabolic evolution of both
dark-exciton splitting and its oscillator strengths, where the
latter can be reduced by the field to zero optical activity or
conversely increased with the field by a considerable factor.
Furthermore, similarly to the bright exciton, a phenomenolog-
ical model can be used to substantially support the analysis of
atomistic results.
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FIG. 12. Single-particle (a) electron and (b) hole spectra of an
alloyed In0.5Ga0.5As quantum dot as a function of external electric
field. The vertical black dashed line is a guide to the eye for zero-field
cases. Note the reverse ordering of hole states. See the text for more
details.

IV. ALLOYED InGaAs QUANTUM DOTS

In the following we study the properties of alloyed
quantum dots, which could be considered a far better ap-
proximation to real self-assembled quantum dots than C2v

nonalloyed systems. Alloying has several effects on quantum-
dot spectra including the introduction of the high band-gap
(GaAs) material into the quantum-dot region that effectively
shifts single-particle electron levels higher in energy (by ap-
proximately 0.3 eV) [Fig. 12(a)], whereas hole states (due
to reversed ordering) are lower in energy (by approximately
0.15 eV) [Fig. 12(b)] than in the nonalloyed case. Alloying
will thus increase the difference of single-particle spectra by a
considerable value of 350–400 meV. The results presented in
Fig. 12 were obtained for one arbitrarily chosen quantum-dot
sample, yet results for other samples show similar trends.
Further, by mixing with the barrier material, the confining
potential depth in the quantum dot is effectively half of that for
a nonalloyed quantum dot. As the electron and hole states will
reside in a shallower confinement, intershell spacing of elec-
tron states will be considerably smaller than in the nonalloyed
case, with larger intrashell splittings (e.g., between e2 and
e3 states). Due to the shallower confinement single-particle
states appear to be more strongly affected by the field, and for
magnitudes larger than 150 kV/cm (for which e1 reaches its
maximum) higher-lying states start to drift down in energy,

effectively breaking the electron shell structure. In contrast,
the hole ground state reaches its minimum for the field value
of −200 kV/cm, for which the field can approximately restore
the shell structure of hole states. This second effect is rather
small; however, we checked that it consistently appears in all
random samples considered and therefore is not accidental.
We also note that for fields of −200 and 300 kV, respectively,
hole levels start to strongly coalesce and drift high in energy.
For even larger field magnitudes single-particle states start
to strongly leak of out the quantum dot and into the barrier;
therefore, in the following we do not study the results for field
magnitude larger than |400| kV/cm.

Next we follow with Figs. 13 and 14, which show the
single-particle probability distribution as a function of electric
field, this time for an alloyed system. Figure 13 demonstrates
that electron and hole maxima lie at approximately the same
spatial position as in the zero-field case. This is a result of
the uniform composition profile [78,79] and the fact that al-
loying significantly reduces spatial anisotropy that dominates
the properties of C2v quantum dots and shifts electron and
hole positions vertically with respect to each other [as shown
earlier in Fig. 3(d)]. The electron ground state is however
more spatially delocalized, with larger tails in the barrier
and notably smaller probability density at the maximum as
compared to the hole. The effect of the field can be mostly
described as leading to the separation of electron and hole
states. There is also a subtle increase of probability maxima
whenever the charge densities are shifted toward the wetting
layer, i.e., the lower part of the dot, which is wider in the
lateral direction, thus leading to a better spatial localization
of single-particle states.

Figure 14 offers the top view of the charge density inte-
grated in the growth direction, revealing rather weak changes
of charge distribution in the lateral plane, as an effect of
the vertical electric field. Electron states demonstrate very
weak elongation along the [110] direction and a rather regular
shape despite alloying, whereas the hole ground state shows
weak elongation along the [110] direction, with substantial
irregularities due to alloy randomness [94]. Negative fields
lead to somewhat large spatial localization of the hole ground
states, as the hole state is moved toward the curved top of
the quantum dot. Similarly, for positive fields the hole state
appears to be spatially more extended, as the hole drifts in
the spatially larger wetting layer region. However, in contrast

FIG. 13. Single-particle electron and hole ground-state probability density (integrated in the [100]/[010] plane) for an alloyed In0.5Ga0.5As
quantum dot and several values of the external electric field, as a function of position along the growth ([001]) axis. Contrary to a C2v quantum
dot, there is no apparent dipole moment between the electron and hole at zero field. See the text for details.
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FIG. 14. Single-particle electron and hole ground-state probability density (integrated along the [001] direction) for an alloyed In0.5Ga0.5As
quantum dot and several values of the external electric field, as a function of position on the [001]/[010] plane. The dashed box highlights the
zero-field case. In contrast to the unalloyed C2v quantum dot, the hole ground state shows only weak elongation along the [110] direction, with
substantial irregularities due to alloy randomness. See the text for details.

to the C2v case, the hole ground state does not undergo an
obvious change of spatial orientation with the applied field.

Next Fig. 15(a) shows the excitonic ground-level evolution
as a function of the electric field for five different samples (as
discussed in the Introduction) with the same average compo-
sition and different (random) atomic arrangement. Excitonic
energies are considerably (by approximately 400 meV) shifted
higher in energy by alloying, reaching 1280 meV at zero field,
thus close to typical results for InGaAs quantum dots [9],
although we do not aim to match any particular experimental
systems. There is an approximately 7-meV spread of excitonic
energies between different samples, due to alloy randomness.
Alloying reduces the anisotropy of the system; therefore (con-
trarily to the nonalloyed system), the maxima of excitonic

FIG. 15. (a) Several lowest excitonic states and (b) the bright-
dark-exciton splitting as a function of external electric field for five
alloyed In0.5Ga0.5As quantum dots with the same average compo-
sition and different atomic arrangement. The inset in (a) presents
changes of the electron-hole attraction integral and the inset in
(b) shows magnification of bright-dark splitting close to the maxi-
mum. See the text for details.

energies occur close to zero field. This can be related to
electron and hole single-particle energies reaching their ex-
trema for (approximately) opposite field values, whereas the
electron-hole attraction integral has a much weaker contribu-
tion, reaching at most 22 meV [inset in Fig. 15(a)], at field
values close to −100 kV/cm.

For larger field magnitudes (both negative and positive) the
electric field starts to separate spatially the electron and the
hole, reducing the Jeh Coulomb interaction. A similar trend
can be observed for the bright-dark-exciton splitting calcu-
lated for the same group of five quantum dots as a function
of the field, shown in Fig. 15(b). With one exception, the
maximum of the bright-dark splitting is observed for small
negative fields (approximately −50 kV/cm) with an approxi-
mately 15-μeV spread of values due to alloying, compared to
the 190–200 μeV magnitude of the splitting in the maximum.
As a result of shallower confinement, the bright-dark-exciton
splitting is considerably smaller than in the nonalloyed case
(where it peaked at 380 meV).

A. Bright excitons

Similar to the bright-dark splitting, the bright-exciton split-
ting [Fig. 16(a)] is also systematically smaller in alloyed
systems, with magnitudes varying from 5 to 15 μeV at zero
field. This is consistent with experimental results [22,23,31]
and can be expected since the intermixing should generally
reduce the anisotropy and thus in turn the bright-exciton split-
ting. We note here that the configuration mixing in alloyed
cases is able to shift the position of minima as well as af-
fect the magnitude of the splitting. Nonetheless, qualitatively
the bright-exciton splitting is similar in all configuration-
interaction treatments. For the sake of clarify, this comparison
is left to Appendix B.
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FIG. 16. (a) Bright-exciton splitting as a function of external
electric field for five alloyed In0.5Ga0.5As InAs/GaAs quantum dots
with the same average composition, yet different atomic arrange-
ment. (b) Same results as in (a) offset by F0 (i.e., centered at the
F0 field), with one sample omitted for clarity. The black dashed line
demonstrates the trend expected for a quantum dot with a vanishing
splitting at the crossing for an unalloyed C2v case. For alloyed cases,
the splitting cannot be removed by the vertical field only. The inset in
(a) shows bright-exciton splitting in a broader range of electric field.
See the text for details.

One could expect the bright-exciton splitting to follow
the same electric field evolution as the electron-hole direct
Coulomb and exchange interactions shown in Fig. 16. Such
behavior was found in our recent work [18] for alloyed
nanowire quantum dots, where the overall shape symmetry
was disklike and the splitting between bright states was sim-
ply reduced with the field due to increasing electron-hole
separation. However, self-assembled quantum dots have a
dome/lens shape, lacking inversion symmetry in the growth
direction, leading to a different dipole moment of both bright-
exciton species even in an alloyed case. This strongly affects
the bright-exciton spectra and leads to an apparent anticross-
ing of the bright-exciton doublet at relatively small fields.
The overall trend of the bright-exciton evolution in alloyed
quantum dots is quite complicated; however, close to the min-
imum it can be very well described by a model of Eq. (6), i.e.,
|BES| =

√
S2 + (E0 − γ F )2. The position of the anticrossing

(F0 = E0/γ ) varies from dot to dot (from approximately −10
to −75 kV/cm) and the magnitude of the splitting in the
minimum (S) varies from 3 to 5 μeV. We can fit our atomistic
result to this equation, with results shown in Fig. 16(b), where
for better comparison the results are centered at F0 = E0/γ

and we omitted one sample result for the sake of visual clarity.
By fitting we have obtained the set of pairs S1 = 3.1 and
γ1 = 1.28, S2 = 3.3 and γ2 = 1.53, S3 = 3.5 and γ3 = 1.52,
S4 = 3.5 and γ4 = 1.41, and S5 = 4.7 and γ5 = 1.22, with S
values given in μeV and γ in μeV kV−1 cm and lower indices
numbering the samples, which were arbitrarily ordered with
an increasing value of S. As noted by Bennet et al. [31], there
is no apparent correlation between γ and excitonic energy
or the splitting magnitude at zero field. However, consis-
tent with our earlier discussion and Eq. (16) (i.e., γ ∝ δDB),
we find that there is an apparent correlation between the
bright-dark-exciton splitting and γ even in an alloyed case,
as illustrated in the inset in Fig. 15(b) with extreme γ values
corresponding to extreme values of the bright-dark splitting.
We can thus analyze the atomistic results, yet again with the

help of a phenomenological approach. For the quantum-dot
case with low symmetry the bright-exciton splitting is given
as [85]

|BES| =
√

[(1 − β2)�h − β2�l ]2 + 16
3 (1 − β2)2β2�2

DB.

(20)

Assuming again that β is small in the alloyed case as well and
neglecting higher terms in β, we obtain

|BES| ≈
√

�2
h + 16

3 β2�2
DB; (21)

therefore, by assuming a linear change of β with the elec-
tric field and comparing Eq. (21) with Eq. (6), we can
clearly see that �h ≈ S and γ ∝ �DB. To further verify how
Eq. (21) relates to atomistic results, Figs. 17(a)–17(e) show
the bright-exciton optical spectra for five random samples,
with insets showing the polarization anisotropy. Since the
lattice anisotropy is strongly reduced by alloy randomness,
alloyed systems reveal rather weak polarization anisotropy at
near-zero fields. With increasing field magnitudes, the overall
oscillator strengths are reduced due to increased separation of
electron and hole states; however, there are noticeable dips
in oscillator strengths in regions corresponding to the bright-
exciton splitting minima [Figs. 17(f)–17(j)]. In two cases
[Figs. 17(b) and 17(c)] the minima of oscillator strengths of
both bright states overlap with each other and the zero of
polarization anisotropy matches the minimum of the bright-
exciton splitting. In these two particular situations, model
predictions match very well atomistic results as shown in
Figs. 17(g)–17(j). Here we used β values extracted from
the polarization anisotropy case (as we did earlier in the
nonalloyed case), �DB was also taken from the atomistic
calculation, and only a single fitting parameter was used by
setting �h equal to S, with S determined earlier in the dis-
cussion of Fig. 16. However, in other cases, most notably
in Fig. 17(j), there are two apparent dips in polarization
anisotropy. One of the dips is related to the bright-exciton
splitting minimum occurring at the anticrossing of exciton
levels and the second one matches the field region where both
bright excitons have the same oscillator strengths (vanish-
ing polarization anisotropy) despite nonzero splitting. Despite
these differences, in all cases considered �DB very well deter-
mines the slope γ of bright-exciton splitting evolution under
the electric field.

B. Dark excitons

As the bright-exciton splitting is strongly affected by the
electric field, so is the dark-exciton splitting as shown in
Fig. 18(a). The evolution of dark-exciton splitting under the
electric field resembles parabolic trends observed earlier for
the nonalloyed system. The evolution is however generally
more complicated in the alloyed system. We found that
this is related to an increased role of configuration mixing
with higher shells (see Appendix B). Interestingly, the lack
of quantum-dot shape inversion symmetry (due to its lens
shape and the presence of the wetting latter) has also a pro-
nounced effect on the dark-exciton spectra, which appear to
be asymmetric in the field, especially when considering large
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FIG. 17. (a)–(e) Bright-exciton (BE1 and BE2) oscillator strengths as a function of external electric field for five alloyed In0.5Ga0.5As
InAs/GaAs quantum dots with the same average composition, yet different atomic arrangement. Insets in (a)–(e) show polarization anisotropy.
(f)–(j) Corresponding bright-exciton splitting field evolution, where atomistic results (as presented earlier in Fig. 16) are now compared with a
phenomenological model. See the text for details.

field magnitudes. Namely, for large positive fields, the hole
state leaking into the wetting layer, and the electron leaking
out of the dot [Fig. 13(e)], the magnitude of the splitting
reaches approximately 2 μeV, whereas in the opposite case
of strong negative fields, the electron leaking into the wet-
ting layer, and the hole leaking toward the (curved) top of
the quantum dot, the dark-exciton splitting can reach up to
4 μeV. Notably, in all cases considered the magnitude of
the splitting never drops below 1 μeV, except for very large
field magnitudes (greater than 400 kV/cm) that effectively
push the electron and the hole apart and out of the quantum
dot.

As in the C2v case, the position of the dark-exciton splitting
minima in alloyed systems is not straightforwardly related to

FIG. 18. (a) Dark-exciton splitting and (b) dark-exciton oscil-
lator strength in the [001] (z, growth) direction as a function of
external electric field for five alloyed In0.5Ga0.5As InAs/GaAs quan-
tum dots with the same average composition, yet different atomic
arrangement. Despite alloying, the vertical electric field can strongly
tune z-polarized dark-exciton emission to zero or conversely strongly
increase it. Insets show the results in a broader range of electric field.
See the text for details.

its optical activity minima shown in Fig. 18(b). Importantly,
Fig. 18(b) shows also that the effect of strong optical activity
enhancement due to a vertical field is present in alloyed C1

quantum dots as well, having again a well-defined parabolic
dependence. In the alloyed case, contrary to the C2v system,
both dark excitons can have (weak) nonzero optical activity
already at zero field due to low symmetry [15]. Moreover,
this activity is not limited to z polarization only, but there are
weak oscillator strengths related to the in-plane emission as
well. However, only the z-polarized emission of the higher-
energy state (DE2) is significantly increased by the electric
field. Therefore, in Fig. 18(b) only the z-polarized emission
from DE2 is shown; the study of other (small) components
is left for future work. Moreover, to compare the different
alloyed cases Fig. 18(b) uses the same (arbitrary) units as
in Fig. 17 for the bright exciton. Therefore, the dark-exciton
emission can reach up to 1

1000 of the bright-exciton intensity.
Figure 18(b) demonstrates again an important possibility of a
significant increase of the dark exciton’s optical activity with
vertical electric fields even in more realistic, alloyed quantum
dots. Moreover, even in an alloyed system the z-polarized
component of the oscillator strength can be effectively tuned
to zero by the field.

V. CONCLUSION

We used the tight-binding/configuration-interaction sim-
ulations to explore the effects of a vertical electric field
on the fine structure of bright and dark excitons in alloyed
self-assembled quantum dots. We started with a nonalloyed
InAs lens-shaped quantum-dot system, in an attempt to bridge
atomistic results and a phenomenological model describing
the exciton fine structure in terms of hole-band mixing. We
found that the light-hole contribution is effectively tuned by
a vertical electric field and as a result so is the exciton fine
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structure. We also found that the linear rate at which the
bright-exciton splitting changes in the electric field is related
to the isotropic electron-hole exchange.

We then followed with a study of an alloyed quantum
dot. Instead of calculations with various quantum-dot dimen-
sions or composition profiles, we focused on the role of alloy
randomness. We therefore studied five random realizations
(samples) of the In0.5Ga0.5As quantum dot with the same
dimensions and average composition. We assumed no lateral
shape elongation of the quantum dot, which is often used to
mimic fine-structure splitting in theoretical approaches strug-
gling to model the exciton fine structure. As a result, we
found that the exciton fine structure depends on the interplay
of lattice anisotropy and disorder due to alloy randomness.
Although we did not attempt to address any particular ex-
periment (which is often very difficult due to experimental
uncertainties in sizes, shapes, and compositions [95,96]), our
findings are in good agreement with experimental results,
in terms of both bright-exciton splitting magnitudes and the
corresponding electric field ranges [31,97]. We showed that
both bright- and dark-exciton splittings in an alloyed sys-
tem cannot be tuned to zero by a vertical electric field.
In contrast, the optical activity of the dark exciton can be
very efficiently controlled with the field, substantially in-
creased or decreased to zero, with possible implications
for utilization of dark excitons in quantum-information
processing.
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APPENDIX A: CHARGE DENSITIES ON IONIC PLANES

For the sake of clarity, the charge densities shown in Figs. 3
and 13 were presented on subsequent anion (arsenic) planes
only, corresponding to a spatial resolution equal to half of the
lattice constant. For comparison, Fig. 19 shows electron and
hole probability densities for a nonalloyed quantum dot [at
zero field, corresponding to Fig. 3(d)], yet with both cation
and anion planes included in the plot. This plot has a quarter of
the lattice constant effective spatial resolution and reveals the
highly oscillatory atomistic character of single-particle wave
functions.

APPENDIX B: CONFIGURATION INTERACTION AND
ALLOYING

In Figs. 20(a)–20(e) we show the bright-exciton splitting as
a function of vertical electric field, calculated for five random
samples and for three different configuration-interaction treat-
ments. The presence of higher shells systematically increases
(by up to several μeV) the magnitude of the bright-exciton
splitting, both at zero field and at the splitting minimum.
The inclusion of higher shells also tends to shift [with the

FIG. 19. Single-particle electron and hole ground-state proba-
bility density (integrated in the [100]/[010] plane) at zero electric
field, as a function of position along the growth ([001]) axis, as
in Fig. 3(d) yet with both cation and anion planes accounted for
in the plot, showing strongly oscillatory character between nearby
anion/cation monolayers. See the text for details.

exception of one sample in Fig. 17(c)] the position of the
minimum toward a larger magnitude of negative fields. Apart
from that, the bright-exciton splitting evolution appears to
be qualitatively similar in all treatments, although qualitative
difference are not negligible.

Figures 20(f)–20(j) show an analogous comparison for the
dark-exciton splitting. For a large magnitude of the nega-
tive field (F < 100 kV/cm) higher shells (in particular, the
p shell) are responsible for a small increase of the dark-
exciton splitting, i.e., by a fraction of μeV only. Somewhat
larger shifts are observed at zero and positive fields. The
differences between all approaches are however small and
do not exceed 1 μeV, yet since the dark-exciton splitting is
generally relatively small (as compared to the bright-exciton
splitting), the configuration mixing apparently affects no-
tably the dark-exciton splitting evolution. In effect, the trend
changes from a parabolic to a somewhat more “flat” depen-
dence for positive-field values. Importantly, however, in all
cases considered the field is unable to reduce the magnitude
of the dark-exciton splitting to zero, as discussed in the main
text.

APPENDIX C: ATOMISTIC TIGHT-BINDING
CALCULATION

The atomistic tight-binding method (combined with the
configuration-interaction approach) we used was described
in detail in our earlier works [44,48,57,60,98,99]; here we
briefly discuss the main points of the tight-binding method and
inclusion of the electric field. The single-particle tight-binding
Hamiltonian for the system of N atoms and m orbitals per
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FIG. 20. (a)–(e) Bright-exciton and (f)–(j) dark-exciton splitting calculated at different levels of configuration-interaction treatment for five
samples, as a function of the electric field.

atom can be written as [60]

ĤTB =
N∑

i=1

m∑
α=1

Eiαc†
iαciα +

N∑
i=1

m∑
α=1,β=1

λiα,βc†
iαciβ

+
N∑

i=1

NN∑
j=1

m∑
α,β=1

tiα, jβc†
iαc jβ, (C1)

where c†
iα (ciα) is the creation (annihilation) operator of a

carrier on the (spin) orbital α localized on the site i, Eiα

is the corresponding on-site energy, and tiα, jβ describes the
hopping between the orbitals on the four nearest-neighbor
sites. Site i goes over all atoms, whereas j iterates over the
four nearest neighbors only. Orbital α is a composite (spin and
orbital) index of the on-site orbital, whereas β is a composite
index of the neighboring atom orbital. Here λiα,β accounts
for the spin-orbit interaction following the description given
by Chadi [56], using the sp3d5s∗ parametrization of Jancu
et al. [55].

In order to account for the external electric field, the elec-
tric field potential V̂ is added to the tight-binding Hamiltonian
as

Ĥ = Ĥ0 + V̂ , (C2)

where Ĥ0 is zero-field tight-binding Hamiltonian and V̂ ≡
V ( R) is the (diagonal) electric field potential calculated at

each atomic site R, which for a static, uniform vertical electric
field gives [76] V ( R) = eFz, where e is elementary charge,
F is the external electric field (magnitude) applied along the
z (growth) direction, and z is the z component of atomic
position R, with z = 0 taken at the center of the quantum
dot height. Thus we assume that V̂ modifies the on-site di-
agonal matrix elements only [62,100,101], reconciling the
accuracy to the necessity of the gauge/choice of the origin
invariance [102,103].

Finally, we note that the tight-binding calculation is per-
formed on a smaller domain than strain (valence force
field) calculation [58,59], with boundary conditions treated
as described in Ref. [58], and the buffer thickness, i.e.,
the thickness of the GaAs material surrounding both InAs
quantum dots (in other words, the separation of InAs
quantum dots from the computational box boundary), ex-
ceeding 5 nm, thus sufficient to obtain electron and hole
spectra with sub-meV accuracy [58,59]. Nonetheless, the
computational box still contains 0.6 × 106 atoms and the
size of the tight-binding domain exceeds 10 × 107. Since
in our numerical tests we found that the perturbative ap-
proach [61,104] often fails for larger fields and alloyed
systems, the tight-binding Hamiltonian needs to be solved
for every field value (followed by a configuration-interaction
calculation), thus presenting a formidable computational
challenge.

[1] L. Jacak, P. Hawrylak, and A. Wojs, Quantum Dots (Springer,
Berlin, 1998).

[2] D. Bimberg, M. Grundmann, and N. N. Ledentsov, Quantum
Dot Heterostructures (Wiley, Chichester, 1999).

[3] Quantum Dots for Quantum Information Technologies, edited
by P. Michler, Nano-Optics and Nanophotonics Vol. 237
(Springer, Cham, 2017).

[4] O. Benson, C. Santori, M. Pelton, and Y. Yamamoto, Reg-
ulated and Entangled Photons from a Single Quantum Dot,
Phys. Rev. Lett. 84, 2513 (2000).

[5] R. M. Stevenson, R. J. Young, P. Atkinson, K. Cooper, D. A.
Ritchie, and A. J. Shields, A semiconductor source of trig-
gered entangled photon pairs, Nature (London) 439, 179
(2006).

245423-15

https://doi.org/10.1103/PhysRevLett.84.2513
https://doi.org/10.1038/nature04446
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[18] M. Zieliński, Spectra of dark and bright excitons in alloyed
nanowire quantum dots, Phys. Rev. B 100, 045309 (2019).
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[40] S. Tomić and N. Vukmirović, Symmetry reduction in multi-
band Hamiltonians for semiconductor quantum dots: The role
of interfaces and higher energy bands, J. Appl. Phys. 110,
053710 (2011).

[41] O. Marquardt, S. Schulz, C. Freysoldt, S. Boeck, T. Hickel,
E. P. O’Reilly, and J. Neugebauer, A flexible, plane-wave
based multiband k · p model, Opt. Quantum Electron. 44, 183
(2011).

[42] R. Singh and G. Bester, Effects of atomic ordering on
the electronic and optical properties of self-assembled
InxGa1−xAs/GaAs semiconductor quantum dots, Phys. Rev. B
84, 241402(R) (2011).

[43] G. W. Bryant, N. Malkova, and J. Sims, Mechanism for
controlling the exciton fine structure in quantum dots us-
ing electric fields: Manipulation of exciton orientation and
exchange splitting at the atomic scale, Phys. Rev. B 88,
161301(R) (2013).
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