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Influence of hydrostatic pressure on hidden order, the Kondo lattice, and magnetism in URu2Si2−xPx
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Within the chemical substitution series URu2Si2−xPx , there is an evolution in the ground-state behavior from
hidden ordered (HO) for x � 0.03, to Kondo lattice behavior with no ordering (NO) for 0.03 � x � 0.26,
to antiferromagnetism (AFM-2) for 0.26 � x � 0.5 [A. Gallagher et al., Nat. Commun. 7, 10712 (2016); A.
Gallagher et al., J. Phys.: Condens. Matter 29, 024004 (2016)]. To better understand what factors control this
behavior, temperature-dependent electrical resistivity measurements are performed for this series under applied
pressures P up to 20.5 kbar. Specimens in the HO x region show similarities to the parent compound, where
HO transforms into antiferromagnetism (AFM-1) at a critical pressure (Pc). Pc decreases with increasing x and
collapses towards P = 0 near x ≈ 0.03, suggesting that AFM-1 occurs at ambient pressure for this concentration.
No pressure-induced phase transitions are observed in the NO x region and the AFM-2 state is only weakly
suppressed by P. Measurements further reveal that AFM-1 and AFM-2 are distinct from each other. Calculations
of the wave functions using the tight-binding Hartree-Fock approximation are performed and show (i) that the
radial probability distributions for the phosphorus ions are more tightly bound than those for the silicon and (ii)
that the energy difference between the orbitals decreases with increasing x. The cumulative effect of these two
factors is that Si → P substitution decreases the hybridization strength, which correlates with the weakening of
HO. At large x, additional effects such as electrical charge tuning also play an important role in determining the
ground-state behavior.

DOI: 10.1103/PhysRevB.102.245152

I. INTRODUCTION

URu2Si2 is well known for its transition into the hidden
order (HO) state near T0 ≈ 17.4 K and the superconduc-
tivity that occurs below Tc = 1.5 K [1–3]. Thermodynamic
and electrical transport measurements show that HO emerges
through a bulk second-order phase transition [1,4], yet many
measurements show that it does not involve a magnetic order
parameter (e.g., neutron scattering [5] and nuclear magnetic
resonance [6]). Experiments, such as angle-resolved pho-
toemission spectroscopy [7–10], infrared spectroscopy [11],
scanning tunneling microscopy [12,13], and optical conduc-
tivity [11,14,15], reveal the importance of the hybridization
between the uranium f electrons and the conduction electrons.
Recent electronic Raman spectroscopy measurements have
further advanced the field by showing that HO is a type of
commensurate chirality density wave state that breaks local
vertical and diagonal reflection symmetries at the uranium
sites [16]. However, even after substantial efforts, which have
spanned over three decades, the HO state and its relationship
to more common ordered states such as magnetism remain
enigmatic [17,18].

Numerous experiments that probe HO using an applied
magnetic field, applied pressure, and chemical substitution
have highlighted its uniqueness and its close proximity to
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magnetic ordering in the electronic phase space. For instance,
an applied magnetic field H suppresses HO and produces a
cascade of complex magnetically ordered states above H =
35 T [19–22], while applied pressure transforms HO into
antiferromagnetism (AFM-1) around 10 kbar [23–26]. Iso-
electronic chemical substitution at the Ru site with Fe or Os
produces a similar phase diagram, and based on this it has
been inferred that strengthening hybridization is responsible
for the conversion from HO to AFM-1 [27–31]. In contrast,
nonisoelectronic substitutions at the Ru site using Rh [32–37]
or Ir [33] (i.e., electron doping) suppresses T0, stabilizes
AFM-1, produces a Kondo lattice without an ordered ground
state, and eventually stabilizes another antiferromagnetic re-
gion (AFM-2). Substitutions with Tc or Re [33,38–43] (i.e.,
hole doping) suppress T0 and stabilize ferromagnetism. Fi-
nally, chemical substitution at the uranium site with rare earth
elements shows the importance of the uranium 5 f orbitals to
the stability of HO [44–46].

These earlier works provide insights but are complicated
in each case because the f - and d-electron states are directly
disrupted. To avoid this complexity, the chemical substitu-
tion series URu2Si2−xPx was recently investigated [47,48].
There it was proposed that the primary tuning parameter is
a combination of electron doping at the s/p sites and lattice
compression. Experiments show that for low phosphorus con-
centrations (x � 0.03), HO is slightly suppressed and abruptly
collapses towards zero temperature near x = 0.03 (see Fig. 1,
inset); further substitution (0.03 � x � 0.26) results in Kondo
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FIG. 1. The room-temperature-normalized electrical resistivity
ρ(T )/ρ(300 K) for URu2Si2−xPx at ambient pressure for select con-
centrations in the hidden order, no order, and antiferromagnetic x
regions (x = 0, 0.03, 0.1, and 0.35). Arrows indicate the transition
temperature T0 for x = 0 and 0.03 and TN2 for x ≈ 0.35. Inset: Tran-
sition temperature and chemical concentration T -x phase diagram
from Ref. [48].

lattice behavior with no ordered (NO) ground state, and for
x � 0.26 AFM-2 emerges at temperatures TN2 � 40 K. To-
gether with earlier results from Ru → Rh, Ir substitution
studies [32,33,35–37] this suggests that electron doping re-
sults in a quasiuniversal electronic phase diagram.

In the current study, we present results addressing the in-
fluence of applied pressure (P � 20.5 kbar) in URu2Si2−xPx.
For concentrations that exhibit HO, applied pressure produces
phenomena that are similar to those of the parent compound:
HO is converted to antiferromagnetism (AFM-1), where the
critical pressure for this transformation decreases towards
zero pressure with increasing phosphorus content. Within the
NO x region, applied pressure does not induce any ordered
states and slightly perturbs the underlying Kondo lattice up to
P = 13.5 kbar. Within the large-x region, AFM-2 is slightly
suppressed with P and exhibits behavior that is distinct from
that of AFM-1. In order to better understand these results,
tight-binding Hartree-Fock calculations were performed to
assess the hybridization between the U, Si, and P orbitals.
While these calculations do not account for potential changes
in the electronic structure due to charge doping, they show that
the Si → P substitution causes a decrease in the hybridization
strength. This is consistent with our observation in the HO
x region that T0 decreases with increasing x, in contrast to
what is seen under applied pressure and for isoelectronic
chemical substitution at the Ru site where the hybridization
strength (and T0) increases. Thus, these results provide new in-
sights into the quasiuniversal phase diagram that results from
Si → P and Ru → Co/Ir substitution and may also point the
way towards stabilizing HO in related compounds that exhibit
AFM in their natural form.

II. EXPERIMENTAL METHODS

Single crystals of URu2Si2−xPx were grown using a
molten indium flux in a resistive tube furnace as reported
previously [47,48]. The actual chemical composition was
determined using energy dispersive x-ray spectroscopy with
scanning electron microscopy measurements. Electrical resis-
tivity ρ(T ) measurements were performed on single-crystal
specimens for concentrations x = 0 and x ≈ 0.01, 0.02, 0.03,
0.1, 0.2, 0.33, and 0.35 using a standard four-wire configura-
tion with the current applied along the crystalline ab plane in
a Quantum Design Physical Property Measurement System at
temperatures T = 1.8–300 K. Applied pressures up to 20.5
kbar were achieved using a double-wall beryllium copper
clamped piston cylinder cell and a quasihydrostatic pressure
environment was provided with Daphne 7575 oil, which has
a solidification pressure of 40.5 kbar at room temperature and
is otherwise similar in physical properties to Daphne 7474 oil
[49]. The pressure was determined using fluorescence from
a ruby crystal that was located between the URu2Si2−xPx

samples. The pressure dependence of the R1 fluorescence line
is well established [50] and the shift in wavelength of the
R1 line from ambient pressure was measured using a 523-nm
green laser.

III. RESULTS

Each region of the URu2Si2−xPx temperature vs phospho-
rus concentration T -x phase space at ambient pressure has a
distinct signature in the electrical resistivity ρ(T ) at low T , as
shown in Fig. 1. For the well-established case of x = 0, ρ(T )
features a broad maximum due to Kondo-lattice behavior with
Tcoh ≈ 70 K and a sharp peak indicating the occurrence of the
HO phase with T0 = 17.4 K [T0 is defined as the minimum
in ∂ρ/∂T ; see Fig. 2(b)]. As x increases, the Kondo lattice
behavior is preserved for all x, while the HO peak decreases
in amplitude and gradually shifts to lower temperatures. In
the NO x region, ρ(T ) is smooth and quadratic at low T , and
in the AFM-2 x region it exhibits a kneelike bend due to a
reduction of magnetic scattering of conduction electrons at the
antiferromagnetic ordering temperature TN2 [TN2 is defined as
the sharp increase in ∂ρ/∂T ; see Fig. 2(q)]. Here, we expand
the T -x phase diagram along the pressure P axis through ρ(T )
measurements at fixed P for x = 0, 0.01, 0.02, 0.03, 0.1, 0.2,
0.33, and 0.35 (Fig. 2). The T -x-P phase diagram shows that
the HO phase transforms into antiferromagnetism (AFM-1),
similarly to the parent compound under applied pressure, the
NO behavior is robust and no additional ordering appears in
this x region to connect AFM-1 and AFM-2, and the antifer-
romagnetism at large x (AFM-2) is gradually suppressed with
P.

The behavior of URu2Si2 (x = 0) under applied pressure is
well established: the transition temperature increases with P
at a constant rate of ∼0.10 K/kbar and there is an increase
in the rate to ∼0.25 K/kbar at the critical pressure Pc = 10–
15 kbar, where HO transforms to AFM-1 [23,25,51,52]. Our
data show similar behavior [Figs. 2(a) and 2(b)], and we
additionally observe that the peak feature in ρ(T ) progres-
sively changes shape up to 11.8 kbar, where ∂ρ/∂T abruptly
broadens [Fig. 2(b)]. To quantify this change, we show the
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FIG. 2. The temperature-dependent electrical resistivity ρ(T ) at various pressures P for URu2Si2−xPx: (a) x = 0, (d) x ≈ 0.01, (g) x ≈ 0.02,
(j) x ≈ 0.03, (m) x ≈ 0.2, and (p) x ≈ 0.35. The samples x ≈ 0.1 and 0.33 for the NO and AFM-2 regions, respectively, were measured and
their results are similar to those for x ≈ 0.2 and 0.35, therefore they are not shown. Black arrows indicate the direction of applied pressure.
Insets: The derivative of the data with respect to temperature ∂ρ/∂T zoomed in on the HO transition (b, e, h, k), the low-T region of no
ordering (n), and the AFM-2 transition (q). For clarity, several measured pressure curves have been omitted.

pressure dependence of the peak height �ρ/ρmin and width
W in Fig. 3(c) and its inset, where the height is the difference
between the local maximum ρmax and the local minimum ρmin

and scaled by ρmin. The peak height decreases in the HO
phase, nearly flattens at 11.8 kbar, and subtly increases in the
AFM-1 phase. In addition, there is an abrupt increase in W
between 9.4 and 11.8 kbar. Based on these features, and com-
bined with the change in slope of the ordering temperature,
we define Pc = 10.6 kbar with the width of possible values
indicated by the bars in Figs. 3(c) and 4.

Results for the other HO x-region samples are shown in
Figs. 2(d), 2(g) and 2(j). First, we note that Tcoh(P) linearly
increases for all x values in the HO region, suggesting that
the hybridization strength between the f and the conduction
electrons increases with increasing P. At lower temperatures,
the pressure-dependent results for x ≈ 0.01 and 0.02 are sim-
ilar to those for x = 0: the transition temperature increases
with P and there is a kink in their T -P lines at Pc = 9.35
and 5.7 kbar, respectively. Although the differences in the
behavior of ∂ρ/∂T between the HO and the high-pressure
region is less obvious than for x = 0, close inspection of the
data [Figs. 3(a) and 3(b)] reveals trends that are similar to what
is seen for x = 0 for �ρ/ρmin and W [Fig. 3(c)]. This suggests
that, similarly to x = 0, applied pressure converts HO into
AFM-1, and we define Pc and its width in the same way as
described for x = 0. From this, it is seen that the temperature
and pressure energy scales for the hidden order phase are
directly linked together, as seen in the tendency of both to be
suppressed with increasing x.

We unexpectedly find a different result for x ≈ 0.03
[Figs. 2(j) and 2(k)], where the ∂ρ/∂T curves are broad in

comparison to those seen at lower x, and there is no evidence
for a transition from HO to AFM-1 in the T -P phase boundary
line. The reason for this is not obvious; however, even for
P = 0 their shape is similar to what is seen in the AFM-1
state at lower x, suggesting that this concentration may already
exhibit AFM order even at ambient pressure. This would be
similar to what is observed in the Ru → Rh series at ambi-
ent pressure for concentrations near the collapse of the HO
phase [36,37], although in our series the associated x range
is smaller. It is also possible to extrapolate from the values of
Pc(x) that the hidden order to AFM-1 transition might collapse
to zero pressure by x = 0.03 (Fig. 4).

Similarly to earlier studies, we fit ρ(T ) (covering ∼90%
T0) using the expression

ρ(T ) = ρ0 + AT 2 + B
T

�

(
1 + T

�

)
e−�/T , (1)

which includes the residual resistivity ρ0, a Fermi liquid
term AT 2, and an exponential term with an energy gap �

[4,23,25,51,52] [dashed red lines in Figs. 2(c), 2(f) 2(i), 2(l)].
Although it has been established that HO is nonmagnetic
[17,18], � is thought to represent the gap for bosonic exci-
tations of the order parameter. For all three concentrations
in the HO x region, a similar fit to the data was performed
using Eq. (1) and the resulting �(P) behavior is summarized
with the x = 0 data (Fig. 4, inset). We first point out that, in
general, their behavior is similar to that at x = 0, where �

increases with the pressure during the transformation from
HO to AFM-1, and the pressure where the increase occurs
precedes Pc (marked by the black arrow at the top axis). This
provides further evidence that the behavior at x ≈ 0.01 and
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FIG. 3. (a,b) A zoom-in on the electrical resistivity ρ vs tempera-
ture T for URu2Si2−xPx in the vicinity of the ordering temperature for
x ≈ 0.01 and 0.02, respectively. (c) The pressure dependence of the
peak height �ρ/ρmin as defined in (a) for x = 0, 0.01, and 0.02. Inset:
Temperature width W at the phase transition. Results for x ≈ 0.01
are similar to those for x = 0 but are omitted for clarity. Lines are
guides for the eye, arrows indicate the critical pressure Pc for the
HO → AFM-1 transition, and spanning bars represent the range of
pressure where Pc could be defined based on the method described in
the text.

0.02 is analogous to that of the parent compound. It is also
shown that the pressure where � increases is suppressed with
increasing x and that the absolute value of � decreases. This
emphasizes that both the characteristic energy scales, T0 and
Pc, are suppressed by phosphorus substitution. Finally, fits for
the x ≈ 0.03 curves show that � is further suppressed and that
there is no rapid increase that would indicate a transformation
from HO to AFM-1. This reinforces the view that this concen-
tration is already in the AFM-1 state at ambient pressure.

Results for samples in the NO region are displayed in
Fig. 2(m). Here, applied pressure has the effect of sup-
pressing the absolute value of ρ(T ) down to the lowest
temperatures while shifting Tcoh to higher temperatures.
Fits to ρ(T ) up to 40 K were carried out using a sim-
ple Fermi-liquid function, ρ(T ) = ρ0 + AT 2 [see Fig. 2(o)],

FIG. 4. Transition temperature T0,N1 vs phosphorus concentra-
tion x vs applied pressure P phase diagram for URu2Si2−xPx for
x = 0, 0.01, 0.02, and 0.03 with linear fits (solid lines). The critical
pressure Pc for the HO → AFM-1 transition is indicated by the
dashed vertical lines and gray circles with spanning bars [the same
as in Fig. 3(c)], and the solid gray line is a linear fit to Pc that marks
the HO/AFM-1 phase boundary. Inset: The energy gap parameter �,
extracted from fits to data with Eq. (1) as described in the text, for
these concentrations and for x ≈ 0.35. The error bars, determined
from the fitting algorithm, are smaller than the symbols, except for
x ≈ 0.03.

and yielded ρ0 = 228.5 μ� cm and A = 0.606 μ� cm/K2 at
P = 3 kbar, which change at a rate of −2.85 μ� cm/kbar and
−0.013 μ� cm/K2 kbar, respectively. Importantly, there is no
evidence for the emergence of an ordered ground state up to
14 kbar. The finding that the Kondo lattice behavior is robust
against pressure and no ordered states appear shows that (i)
while the Kondo lattice provides the environment for HO, it
is not the only criterion for this phase to appear, and (ii) the
pressure-induced AFM-1 in the HO x samples is not obvi-
ously connected to the AFM-2 phase observed at large x and
at ambient pressure. Measurements to even higher pressures
would be of interest to determine how far this trend persists or
if other ordered states appear.

Results for samples in the AFM-2 region are displayed in
Fig. 2(p). Here, applied pressure slowly suppresses TN2 and
Tcoh(P) remains roughly constant, while the residual resis-
tivity slowly increases. Importantly, both the shape of this
transition and its evolution with P are distinct from what is
seen for the pressure-induced AFM-1 in the HO x samples.
This indicates that these ordered states are different from those
seen at low x and likely not directly connected to them in
the T -x-P phase space. Indeed, the magnetism that is ob-
served for the structurally related compounds URh2Si2 [53],
UIr2Si2 [53,54], and UCo2Si2 [55] results in electrical trans-
port behavior that is similar to that seen in the AFM x region,
suggesting a connection between these types of behaviors. Fits
to the data were also carried out using Eq. (1) to 80% of TN2

in order to extract �, and the result is shown in the inset in
Fig. 4 (downward orange triangles). The ambient pressure �

is significantly larger than those seen at lower x and follows
the opposite trend of decreasing with increasing P, further

245152-4



INFLUENCE OF HYDROSTATIC PRESSURE ON HIDDEN … PHYSICAL REVIEW B 102, 245152 (2020)

demonstrating that this magnetic order is distinct from the
pressure-induced AFM-1 seen in the HO x samples.

IV. DISCUSSION

The full T -x-P phase diagram constructed from the above
measurements consists of (i) the low-x HO/AFM-1 region
that collapses with both increasing x and increasing P (Fig. 4),
(ii) a robust Kondo lattice region with no ordered ground state,
and (iii) a second distinct AFM-2 region that strengthens with
increasing x but is gradually suppressed with P. First, we
focus on the HO/AFM-1 region. As shown previously, the
phase boundaries between the paramagnetic and the ordered
states have linear slopes, and fits to the data (solid lines in
Fig. 4) below and above Pc yield slopes of ∼ 0.11 K/kbar
in the HO x region and ∼0.26 K/kbar in the AFM x region.
These slopes are persistent for x � 0.03 and also consistent
with results from other chemical substitutions series where
HO/AFM-1 phases were observed [27,56]. Pc is suppressed
with increasing x and is extrapolated to collapse towards zero
pressure near x ≈ 0.03. This is consistent with there being no
change in the shape of ρ(T ) around the ordering temperature
and with the phase boundary exhibiting a single slope for all P
that is consistent with the AFM-1 phase. Thus these measure-
ments show that Si → P substitution not only weakens HO at
zero pressure, but also suppresses the energy scale to convert
HO to AFM-1.

Some insight into this evolution is gained by contrasting it
with what is seen for Ru → Fe chemical substitution under
applied pressure, where both tuning parameters initially en-
hance T0 and eventually drive a conversion into the AFM-1
state. This is believed to show that (i) the chemical pressure
Pch is equivalent to the applied pressure, (ii) the parameters
are additive such that Pch(xc) + Pc(x) = Pc(x = 0), and (iii)
these both increase the hybridization strength between the f
and the conduction electrons [56]. Ru → Os chemical substi-
tution also produces a similar T -x phase diagram [28], and
this has been understood as resulting from an enhancement of
the hybridization strength due to the more spatially extended
osmium 5d orbitals and the possible impact of a strengthened
spin-orbit coupling [30]. Based on these combined results, it
would be natural to infer that the decreasing unit cell volume
that is seen in the Si → P substitution series would lead to
an enhanced hybridization strength and a similar T -x-P phase
diagram. However, this is in contrast to what is observed
experimentally and suggests that other factors influence the
behavior of this system.

In order to better understand the impact of Si → P substi-
tution on the hybridization between the U 5 f electrons and the
conduction electrons, tight-binding Hartree-Fock calculations
were performed [57–62]. The radial probability distributions
for the uranium, silicon, and phosphorus orbitals are displayed
in Fig. 5, where it is shown that the phosphorus radial prob-
ability is more tightly bound than that of the silicon orbital.
This results in a decreased overlap with the uranium radial
function and thus a decrease in the hybridization strength.
However, calculations also show that the energy difference
also decreases (Table I), which increases the hybridization
strength by 20%. Calculating the two-center tight-binding
integrals with the U 5 f and Si or P 3p Hartree-Fock wave

FIG. 5. The radial probability distributions for U, Si, and P ex-
pressed in atomic units.

functions, we find that the cumulative effect of these factors
with the bond orientations [63–67] is that the hybridization
energies decrease due to P substitution. This can be correlated
with the suppression of T0 with increasing x and is consistent
with the view that T0 is enhanced with increasing hybridiza-
tion strength and suppressed with decreasing hybridization
strength.

Upon moving to the larger-x region of the phase diagram,
it is likely that additional effects such as electrical charge
tuning also play an important role. In the simplest model,
the underlying band structure of the parent URu2Si2 would
be preserved across the entire T -x phase diagram, the re-
placement of Si with P would raise the Fermi energy, and
eventually a Fermi surface reconstruction would occur as
different branches of the band structure are traversed. This
alone might account for the appearance of both the NO and the
AFM-2 x regions if the different low-temperature states result
from varying Fermi surface nesting wave vectors. However,
our results suggest that a more realistic model also includes a
decreasing hybridization strength, which further complicates
this evolution. Even without a detailed understanding of how
this occurs, it nonetheless agrees with the experimental result
that the AFM-1 and AFM-2 regions are distinct and likely are
not continuously connected through the NO x region, even at
high P.

TABLE I. Hybridization energies between the αth 5 f and the αth
3p orbitals in units of Rydbergs.

�α Si P

�x(x2−3y2 ) 2.9796 × 10−2 2.4191 × 10−2

�y(y2−3x2 ) 2.9796 × 10−2 2.4191 × 10−2

�xyz 1.3276 × 10−2 1.0410 × 10−2

�z(x2−y2 ) 1.5901 × 10−2 1.3029 × 10−2

�x(5z2−r2 ) 2.6998 × 10−2 2.2109 × 10−2

�y(5z2−r2 ) 2.6998 × 10−2 2.2109 × 10−2

�z(5z2−3r2 ) 2.1279 × 10−3 1.5357 × 10−3
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These results further clarify the factors that control the
complex electronic and magnetic behavior that is seen in
URu2Si2 and shed some light on how it relates to its chem-
ical analogs. In particular, it appears that the dual quantities
of hybridization strength and charge tuning act as entangled
axes to set the ground-state behavior. Applied pressure and
Ru → Fe/Os substitution tune primarily along the hybridiza-
tion axis, while nonisoelectronic tuning at the Ru or Si site
is a combination of hybridization and charge tuning. Despite
the complexity of this situation, we note that electron dop-
ings (Ru → Co, Rh [32–37], Ir [33], or Si → P [47,48]) all
produce similar phase diagrams that eventually feature order-
ing that is phenomenologically similar to AFM-2, while hole
dopings (Ru → Mn [39], Tc [33,39], Re [33,38–43]) suppress
the HO/AFM boundary but produce ferromagnetism at large
doping. This universality raises the possibility that the several
compounds closely related to URu2Si2 that have magnetic
ground states (e.g., UCo2Si2 [55], URh2Si2 [53], UIr2Si2

[53,54], UNi2Ge2 [68], and UCr2Si2 [69]) might eventually
be driven into the hidden order state using tailored chemical
substitution. In order to do this, it will be necessary to reex-
amine and expand the knowledge about the Fermi surfaces and
electronic hybridization characteristics of these other U-based
compounds that form in the same crystalline structure.

V. CONCLUSIONS

Temperature-dependent electrical resistivity measurements
were performed under applied pressures P up to 20 kbar in
the chemical substitution series URu2Si2−xPx. Specimens in
the HO x region show similarities to the parent compound,
where HO transforms into antiferromagnetism (AFM-1) at a

critical pressure (Pc). Pc decreases with increasing x and col-
lapses towards P = 0 near x ≈ 0.03, suggesting that AFM-1
occurs at ambient pressure for this concentration. No pressure-
induced phase transitions are observed in the NO x region
and the AFM-2 state is only weakly suppressed by P. Mea-
surements further reveal that AFM-1 and AFM-2 are distinct
from each other. In order to better understand these phenom-
ena, tight-binding Hartree-Fock calculations were performed,
which show (i) that the radial probability distributions for the
phosphorus ions are more tightly bound than that of the silicon
and (ii) that the energy difference between the orbitals de-
creases with increasing x. The cumulative effect of these two
factors is that Si → P substitution decreases the hybridization
strength, which correlates with the weakening of HO. At
larger x, additional effects such as electrical charge tuning
also play an important role in determining the ground-state
behavior. Additional measurements, such as angle-resolved
photoelectron spectroscopy, that directly measure the Fermi
surface will be needed to establish this possibility.
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