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Impact of next-nearest-neighbor hopping on ferromagnetism in diluted magnetic semiconductors
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Being a wide band gap system GaMnN attracted considerable interest after the discovery of highest reported
ferromagnetic transition temperature TC ∼ 940 K among all diluted magnetic semiconductors. Later, it became
a debate due to the observation of either very low TC ∼ 8 K or sometimes the absence of ferromagnetism. We
address these issues by calculating the ferromagnetic window TC vs p, within the t-t ′ Kondo lattice model using
a spin-fermion Monte Carlo method on a simple cubic lattice. The next-nearest-neighbor hopping t ′ is exploited
to tune the degree of delocalization of the free carriers to show that the carrier localization (delocalization)
significantly widens (shrinks) the ferromagnetic window with a reduction (enhancement) of the optimum TC

value. We correlate our results with the experimental findings and explain the ambiguities in ferromagnetism
in GaMnN.
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I. INTRODUCTION

Search for high TC ferromagnetism in diluted magnetic
semiconductors (DMSs) has been a topic of core importance
over the last two decades in view of potential technological
applications [1–4]. A DMS, with complementary properties
of semiconductors and ferromagnets, typically consists of
a nonmagnetic semiconductor (e.g., GaAs or GaN) doped
with a few percent of transition metal ions (e.g., Mn) onto
their cation sites. The coupling between electron states of
the impurity ions and host semiconductors drives the long-
range ferromagnetism. The ultimate goal is to demonstrate the
dual semiconducting and ferromagnetic properties of DMSs at
room temperature.

Mn doped GaAs (GaMnAs) [5–10] is one of the most
extensively investigated DMSs for which the highest reported
TC is limited to 200 K [11,12]. Meanwhile, wide band gap
based DMSs have attracted substantial attention after the dis-
covery of room temperature TC in Mn doped GaN (GaMnN)
[13–15]. Wide band gap materials are preferred over narrow
band gap semiconductors like GaMnAs for two useful rea-
sons: (i) possibility of room temperature ferromagnetism and
(ii) suitability of its band structure for spin injection [16].
But, the ferromagnetic state in GaMnN is still a debated topic
[17,18]. In the search of high TC , nonmagnetic ions (like
K, Mg, and Ca) are also considered as potential dopants in
nitride-based wide band gap semiconductors such as GaN and
AlN [19–22]. Calculations show that the induced magnetic
moment for Ca substitution of Ga (single donor) in GaN is
1.00 μB [21], while it increases to 2.00 μB for K substitution
[22] (K substitution of Ga is a double donor). Interestingly
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Ga vacancy induces even a larger magnetic moment (∼3 μB)
[21–23] in GaN.

In order to avoid the complication arising due to metal
ions, cation-vacancy-induced intrinsic magnetism is actively
investigated in wide band gap nitride-based materials [23–25].
The strong localization of defect states favors spontaneous
spin polarization that leads to the formation of local moments
[23]. Usually the high formation energy of such cation va-
cancies due to unpaired electrons of the anions around the
vacancy sites prohibits us to have enough vacancy concentra-
tion that is required for collective magnetism [26]. Theoretical
studies show that the formation energy can be reduced by
applying an external strain [27]. Overall, there is still no
consensus regarding a pathway to engineer high TC nitride
based DMSs.

After a considerable amount of effort has been given to the
transition metal doped GaN based DMS, there is still a lack
of fundamental understanding of the origin of magnetism. In
the present work we focus on certain aspects of the Mn doped
GaAs and GaN-like systems using a model Hamiltonian study
to address this fundamental issue. The nature of ferromag-
netism in GaMnAs is reasonably well understood [3,4], and
so is regarded as the model system to understand other similar
DMSs. Here a few percentage of Mn2+ ion (S = 5/2) replaces
Ga3+, thereby contributing a hole to the host valence band
(VB) which mediates the magnetic interaction between the
Mn spins. But the hole density (holes per Mn ions) is smaller
than 1 due to As antisites [28] (AsGa) and Mn interstitials
[29] (MnI) which act as double donors. It is well known
that codoping and post-growth annealing are some effective
techniques to alter the hole density [30,31]. These holes reside
in the shallow acceptor level introduced by Mn ions in the host
band gap ∼0.1 eV above the VB [32–35] reflecting the long-
range nature of magnetic interactions between the Mn ions.
If these levels form a distinct spin-polarized impurity band
(IB) for a finite impurity concentration x, then the location
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of the Fermi energy EF will play a crucial role in determin-
ing the TC . Qualitatively, in this IB picture maximum TC is
expected when the impurity band is half-filled and supposed
to decrease if EF is near the top or bottom of the band. In
fact, the nonmonotonic ferromagnetic window is reported in
experiments for a wide range of hole density [36,37]. This is
in agreement (disagreement) with the predictions of Ref. [10]
in the high (low) compensation regime, reveling the decisive
role of sample structures along with compensation on the TC

in DMSs.
Mn interstitial is the crucial source of compensation as

its removal improves both the hole concentration and the
magnetically active Mn ions. Yu et al. [38] have shown
that the MnI concentration reduces drastically by diffusing
from the thin GaMnAs film to the growth surface. They
also showed that all MnI can be removed in case of thick-
ness d < 15 nm. Due to the effective removal of MnI and
interfacial effects the TC is reported to be 173 K for d =
50 nm [10], 185 K for d ∼ 25 nm [39,40], and 191 K
for d = 10 nm [12]. In comparison to thin films remov-
ing MnI from the bulk systems (d � 60 nm) is difficult,
thereby limiting the TC to 120 K [36,37,41]. Overall, the
hole density, affected by disorder, is very much dependent
upon the growth process, the thickness, and the structure of
the DMS. In addition, structural defects formed during the
growth process can affect the electronic structure and hence
the TC of DMS. In spite of prolonged and intensive scien-
tific efforts, GaMnAs is still far from the room temperature
applications.

GaMnN seems to be a potential candidate to overcome the
above issue with TC over 300 K [13–15]. However, achiev-
ing a ferromagnetic state in GaMnN is often challenging
[17,18] and the physical origin of the ferromagnetism in this
material still remains controversial due to the contradicting
experimental reports [42–44]. In contrast to GaMnAs, Mn is
a deep acceptor in GaMnN forming a distinct narrow IB that
is ∼1.5 eV above the VB maximum. Consequently, the hole
mediated interactions between the Mn ions are short range in
nature [16,45–49]. Where p-type codoping (Mg in the case of
GaMnN) has shown to enhance the saturation magnetization
[50], the theoretical investigations found that extrinsic doping
of p-type generating defects such as Ga vacancies reduce
the stability of the ferromagnetic state [51]. In addition, the
coexistence of Mn2+ (majority) and Mn3+ (minority) [52]
and the characteristics of defect states [51–53] have made the
nature of ferromagnetism in GaMnN more complicated com-
pared to GaMnAs. So the theoretical studies to understand the
ferromagnetism in GaMnN remain elusive to date.

The aim of this paper is to shed light on the unresolved
aspects of high TC ferromagnetism in GaMnN. We consider
the t-t ′ Kondo lattice model and calculate the magnetic and the
transport properties using a travelling cluster approximation
based spin-fermion Monte Carlo method [54] on a simple
cubic lattice. Degree of delocalization of the free carriers
and hence the magnetic properties are exploited by tuning
the next-nearest-neighbor (NNN) hopping t ′. We start with a
brief introduction to the model Hamiltonian and the method-
ology of our approach. Next, the organization of this paper
is threefold: First we establish an appropriate set of param-
eters for GaMnAs and GaMnN-like systems. The electronic

and magnetic properties of GaMnAs are investigated in the
second part. And finally we calculate and connect our results
with GaMnN.

II. MODEL HAMILTONIAN AND METHODOLOGY

We consider the diluted Kondo lattice Hamiltonian [55–58]

H = −t
∑
〈i j〉σ

c†
iσ c jσ − t ′ ∑

〈〈i j〉〉σ
c†

iσ c jσ

+ JH

∑
m

Sm.�σm − μ
∑

i

ni,

where c†
iσ (ciσ ) is the fermion creation (annihilation) opera-

tor at site i with spin σ . t and t ′ are the nearest-neighbor
(〈i j〉) and the NNN hopping parameters (〈〈i, j〉〉), respectively.
The third term is the Hund’s coupling JH (> 0) between
the impurity spin Sm and the itinerant electrons �σm (repre-
sented by Pauli spin matrices) at randomly chosen site m.
We consider the spin Sm to be classical and absorb its mag-
nitude 5/2 into JH without loss of generality. Direct exchange
interaction between the localized spins due to magnetic mo-
ment clustering is neglected by avoiding the nearest-neighbor
Mn pairing. The overall carrier density p is controlled through
the chemical potential (μ) given in the last term. μ is chosen
self-consistently during the thermalization process to get the
desired p at each temperature. For impurity concentration
x we have 103x number of spins and p is defined as the
holes per Mn impurity site. We consider x = 0.15–0.25 in a
simple cubic lattice, where GaAs is face centered cubic with
four atoms per unit cell. So the impurity concentration we
have taken for qualitative analysis in a simple cubic lattice
is four times that of the fcc lattice. Therefore x = 25% for the
impurity concentration corresponds to roughly 6.25% Mn in
the fcc systems like GaMnAs [59]. We choose t = 0.5 eV by
comparing the bare bandwidth (=12t) of our model to that of
the realistic bandwidth 6 eV for the host III-V semiconduc-
tors. Other parameters such as JH , t ′, and temperature T are
scaled with t .

The model Hamiltonian incorporating spatial fluctuations
due to randomly distributed magnetic impurities, as in DMSs,
must be carried out for a reasonably large system size for bet-
ter results of the physical quantities such as TC [55,58]. We use
the exact diagonalization based classical Monte Carlo method
to anneal the system towards the ground state at fixed carrier
density and temperature. First the classical spin Sm is updated
at a site and in this background of new spin configuration the
internal energy is calculated by exact diagonalization of the
carriers. Then the proposed update is accepted or rejected by
using the Metropolis algorithm. A single system sweep com-
posed of the above processes repeated over each classical spin
once. Note that the exact diagonalization grows as O(N4) per
system sweep and is numerically too expensive for a system
size of N = 103, where at each temperature we require at
least over 1000 system sweeps to anneal the system properly.
We avoid the size limitation by employing a Monte Carlo
technique based on a travelling cluster approximation [54,60]
in which the computational cost drops to O(N × Nc

3) for each
system sweep. Here Nc is the size of the moving cluster recon-
structed around the to-be-updated site and the corresponding

245112-2



IMPACT OF NEXT-NEAREST-NEIGHBOR HOPPING ON … PHYSICAL REVIEW B 102, 245112 (2020)

FIG. 1. Shows the (a) density of states N (ω) with the formation
of IB for different values of the Hund’s coupling JH . Fermi energy
is set at zero. (b) Change in the binding energy Eb and the Ew

with JH showing the localization-induced narrowing of the IB (the
double arrow shows the width of the IB for JH = 6). (c) Variation
of the participation ratio with JH distinguishing the extended states
from the localized states. (d) Decrease in the dc conductivity (in
units of πe2/h̄a) with JH indicating carrier localization as in (c).
All calculations are made at fixed impurity concentration x = 0.25,
carrier concentration p = 0.2, and temperature T = 0.05.

Hamiltonian is diagonalized rather than that of the full lattice.
This allows us to handle a system size of N = 103 using a
moving cluster of size Nc = 63. All physical quantities are
averaged over ten different random configurations of magnetic
impurities.

III. FORMATION OF THE IMPURITY BAND

The nature of the IB plays the key role in determining the
ferromagnetic state which solely depends on the exchange
interaction JH and the amount of the magnetic impurities
x in the system. Ultrafast transient reflectivity spectra [61]
and magnetic circular dichroism measurements [36] show the
existence of a preformed IB inside the band gap of GaMnAs.
We start our calculation for x = 0.25, where a separated IB
starts to form for JH = 4 even at relatively high temperature
T = 0.05 as shown in the density of states (DOS) N (ω) =
〈 1

N

∑
α δ(ω − εα )〉 in Fig. 1(a). Here the binding energy Eb =

(bottom of the IB − top of the VB) ∼0.2t , where the small
finite density of states between the VB and the IB is due to the
broadening used to calculate the DOS. We define the quantity
Ew = (top of the IB − top of the VB), which must be smaller
than the band gap of the host semiconductor. So Ew − Eb is
the width of the impurity band. With an increase in the local
Hund’s coupling the carriers get localized at the impurity sites,
consequently the IB becomes narrower and also moves away
from the VB as evident from Fig. 1(b). From these results
next we fix the JH values to mimic GaMnAs and GaMnN-like
systems.

GaMnAs is a low band gap (∼1.5 eV) system with long-
ranged ferromagnetic interaction where the Eb is only about
∼0.1 eV. Hence we choose JH = 4 for GaMnAs for which

Eb ∼ 0.1 eV (0.2t) and Ew ∼ 1.5 eV (3t). Direct measure-
ments yield JH = 1.2–3.3 eV [6–8] for GaMnAs. Note that
we absorbed the impurity spin magnitude 5/2 into JH which
scales with t (=0.5 eV). So our JH value is in the range as
reported in experiments. In contrast, the band gap of GaMnN
is ∼3.4 eV. And the IB is distinctly separated from the VB
located at an energy ∼1.5 eV (Eb) above the VB implying the
short-range character of the ferromagnetic interactions. So in
this case we choose JH = 10, where Eb ∼ 2.75 eV and Ew

is ∼3.5 eV (7t ). Later we will see that the NNN hopping t ′
hardly alters the Ew value but significantly affects the ferro-
magnetic state.

The degree of structural or magnetic disorder is inversely
proportional to the participation ratio PR = 1/

∑
i(ψ

i
l )4,

where {ψl} are the quasiparticle wave functions. PR together
with the DOS provide an extensive picture of both spectral
and spatial features of quasiparticle states. The participation
ratio provides a measure of the number of lattice sites over
which the state is extended. For normalized wave functions
the PR can range between N for a fully extended state and 1
for a site-localized state. In Fig. 1(c) we plot the PR of the
state at the Fermi energy (EF ) with JH at fixed p = 0.2 and
T = 0.05. For the chosen Hund’s couplings JH = 4 and 10
the states are extended over ∼400 sites and only over ∼150
sites, respectively. It reflects the fact that the long- and the
short-range nature of the exchange interactions in GaMnAs
and GaMnN-like systems are automatically accounted for in
the calculations.

Then we calculate the dc conductivity by using the Kubo-
Greenwood formula [62,63]

σ (ω) = A

N

∑
α,β

(nα − nβ )
| fαβ |2

εβ − εα

δ[ω − (εβ − εα )], (1)

with A = πe2/h̄a, where a is the lattice spacing.
nα (Fermi factors) = f (μ − εα ) and εα , εβ are the
corresponding eigenenergies. And fαβ = 〈ψα| jx|ψβ〉 are
the matrix elements of the current operator jx = it

∑
i,σ

(c†
i+x,σ ci,σ − H.c.). Finally, the dc conductivity is obtained

by averaging the conductivity over a small low frequency
interval 
ω defined as

σav (
ω) = 1


ω

∫ 
ω

0
σ (ω)dω.


ω is chosen three to four times larger than the mean
finite-size gap of the system (determined by the ratio of the
bare bandwidth and the total number of eigenvalues). This
procedure has been benchmarked in a previous work [63].
The conductivity for fixed p = 0.2 at T = 0.05 is shown in
Fig. 1(d). The decrease in conductivity with JH substantiates
the fact that the carriers get localized with Hund’s coupling as
seen in Figs. 1(a)–1(c).

IV. FERROMAGNETIC WINDOWS FOR t ′ = 0

In order to see the effects of localization on ferromag-
netism we estimate the TC from the ferromagnetic structure
factor S(0), where S(q) = 1

N

∑
i j Si · S j eiq·(ri−r j ) (q are the

wave vectors). The average structure factors for JH = 4 and
10 are shown in Fig. 2(a) for p = 0.2 using system sizes 103

245112-3



CHAKRABORTY, DAS, AND PRADHAN PHYSICAL REVIEW B 102, 245112 (2020)

FIG. 2. Displays various physical quantities for JH = 4 and 10
at fixed x = 0.25. In case of fixed carrier density calculations, p =
0.2. It demonstrates the (a) ferromagnetic structure factor S(0) for
two system sizes 103 and 123, which are almost indistinguishable.
The arrows point the TC values. (b) TC with error vs the number of
configurations Nconf clarifying that Nconf = 10 is reasonably good for
our qualitative investigations. (c) Ferromagnetic windows TC vs p
showing the localization induced widening of the FM window in case
of JH = 10. (d) dc conductivity vs temperature illustrating the more
metallicity of the long-range interacting systems (JH = 4) compared
to the short-range interacting systems (JH = 10). The inset shows
the variation of chemical potential μ with temperature for JH = 4,
required to set the desired p = 0.2.

and 123. As the data of these two system sizes are barely
distinguishable from each other, we use N = 103 for all calcu-
lations in this work. We estimate TC from each structure factor
and then average it over ten different configurations, which is
sufficient enough as shown in Fig. 2(b). TC value remains more
or less the same with the number of configurations Nconf. The
error for JH = 4 and p = 0.2 is found to decrease with the
number of configurations and is in the acceptable range for
Nconf = 10 for our qualitative investigations. And, for JH = 10
and p = 0.2, the error is insignificant, i.e., the error bars are
smaller than point sizes for all different Nconf we considered.

Next we plot the ferromagnetic windows for JH = 4 and 10
in Fig. 2(c). The range of the FM window for JH = 4 is from
p = 0 to 0.3. In the higher hole density regime the carriers
hopping get restricted due to large delocalization length, and
as a result kinetic energy is minimized and hence the TC is
suppressed. On the other hand, carriers are less extended for
JH = 10 (see Fig. 1). Consequently, the carrier hopping is
stimulated to gain kinetic energy resulting in a wider FM
window. In addition, in Fig. 2(d) we plot the dc conductivity
in a wide range of temperature to corroborate the fact that the
carriers are relatively more localized for JH = 10 as compared
to JH = 4. All calculations with temperature are carried out
for fixed carrier density p. The standard procedure to set
the desired p at all temperatures is by varying the chemical
potential μ accordingly with temperature as shown for JH = 4
and p = 0.2 in the inset.

The nature of the carriers that mediate the ferromagnetism
and in turn controls the TC depends upon the location of the

IB relative to the VB. Where, for JH = 4 (GaMnAs-like),
the gap is very small, and that for JH = 10 (GaMnN-like)
is large, clearly displaying a separated IB (see Fig. 1). Keeping
aside the GaMnN case, in literature there are two conflict-
ing theoretical viewpoints on the nature of the carriers in
GaMnAs. In one of those extreme limits the IB is very
much broadened and indistinguishable from the valence band,
known as the VB picture. In this approach, within the mean-
field Zener model, the magnetic impurities induce itinerant
carriers in the VB of the host materials, which mediate the
long-range magnetic interactions [9,10]. It has been generally
accepted because of its ability to explain a variety of fea-
tures of GaMnAs [3,9,10,18,64–69]. The key prediction of
this approach is that TC increases monotonically with both
the effective Mn concentration and the carrier density [10].
However, this model is contradicted by electronic structure
calculations [45,70,71] and argued that ferromagnetism in
GaMnAs is determined by impurity-derived states that are
localized. This is commonly known as the IB picture. Sev-
eral experiments on the optical [72–75] and transport [76,77]
properties have reported that EF exists in the IB within the
band gap of GaMnAs. Results from resonant tunneling also
suggests that the VB remains nearly nonmagnetic in ferro-
magnetic GaMnAs and does not merge with the IB [78]. This
picture successfully explains the nonmonotonic variation of
TC with p observed in Refs. [36,37]. This is in clear disagree-
ment with the prediction of the valence band picture [9,10].
However, recently it was also suggested that both mechanisms
can be active simultaneously in GaMnAs [17]. In spite of
all efforts the issue of IB picture versus VB picture is still
inconclusive.

In this battle of bands [79] where do our assumption of IB
picture for JH = 4 in Fig. 1 stands? As we have considered
x = 25% in a N = 103 system, in the ideal situation the IB
picture can be assigned when the participation ratio is within
250, i.e., the carriers are located only at the magnetic sites.
DOS along with PR in Fig. 1 reveal that for higher values
of JH (6 or more) the carriers are restricted to the magnetic
sites [see Fig. 1(c)] and so can be categorized in the IB model.
But, in the case of JH = 4, the IB is very close to the VB
and so there is significant probability of hopping of the holes
from the magnetic to host sites. In fact, due to this hopping
process, the participation ratio for JH = 4 [see Fig. 1(c)] is
∼400. This shows that there is significant mixing between
the VB and IB. Interestingly, even in the mixed nature of the
carriers in the case of JH = 4 the TC varies nonmonotonically
unlike in the valence band picture [10]. So there is a natural
curiosity to check the TC trend in the pure VB picture in our
calculation. For this we consider the lower Hund’s coupling
JH = 2. The DOS plotted in Fig. 3(a) shows that there is no
signature of IB at all. Also, the calculated PR of the Fermi
state for p = 0.2 is ∼800. Clearly this comes in the category
of VB picture with more metallicity compared to moderately
and strongly coupled systems [see the inset of Fig. 3(b)].
Most interestingly, the TC shows an optimization behavior
with respect to p as in the case of JH = 4 [see Fig. 3(b)]. So
we found that the nonmonotonic behavior of TC is indepen-
dent of the VB and the IB pictures. Similar results were also
found by other techniques such as spin wave and earlier MC
calculations [55,59,80,81].
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FIG. 3. Shows the (a) density of states N (ω) for JH = 2 and 4
at fixed p = 0.2 and T = 0.05. Fermi energy is set at zero. There is
no signature of IB for JH = 2 and (b) ferromagnetic windows TC vs
p for JH = 2 and 4. Inset plots the resistivity (in units of h̄a/πe2)
vs temperature, at p = 0.2, indicating more metallicity in case of
JH = 2. We fixed x = 0.25 for these calculations.

V. CORRESPONDENCE BETWEEN t-JH

AND t-JH -V MODELS

The properties of the IB and hence the ferromagnetic
window can be tuned by varying the binding energy of the
carriers. Hence it is worthwhile to highlight the t-JH -V model
at this point before proceeding with the NNN hopping term
in the Hamiltonian. Here the potential term is represented
by

∑
m Vmnm with Vm = V at impurity sites and 0 otherwise.

Apart from the magnetic nature of the Hund’s term both
JH and V act as the trapping centers for the carriers at the
impurity sites. So it would be interesting to check whether
the t-JH -V model can be qualitatively replaced by an only
t-JH model or not, in the parameter regime we consider.
We benchmark our results by comparing these two models.
Figure 4(a) shows the DOSs for (JH ,V ) = (10, 0) and (4, 6),
where the IB is seen to be unaffected. Figure 4(b) presents
the binding energy Eb and the Ew for different sets of (JH ,V )
values. In the x axis JH + V is defined in two different ways:
(i) by varying V with fixed JH = 4 representing the t − V -JH

model and (ii) by varying JH with fixed V = 0 representing
the t-JH model. Although the Ew and the Eb differ from one
representation to another for the whole parameter range, the
widths of the IBs match well (see the inset). Consequently,
the PR and the conductivity results [see Fig. 4(c) and its inset]
for the t-JH -V model is more or less the same as the t-JH

model. The comparison of the ferromagnetic windows for
both sets of parameters (JH ,V ) = (10, 0) and (4, 6) indicate
that the t-JH -V model can be qualitatively replaced with a
suitable choice of t-JH only, shown in Fig. 4(d). Therefore
for simplicity we specifically explore the t-JH model for our
further investigations.

VI. EFFECTS OF NEXT-NEAREST-NEIGHBOR
HOPPING FOR JH = 4

In the recent past Dobrowolska et al. [36] demonstrated the
existence of a preformed IB in GaMnAs and the TC is decided
by the location of the Fermi energy within the impurity band.
In this picture the states at the center of the impurity band are
extended resulting in maximum TC . And the TC gets reduced
towards both the top and the bottom ends of the band due
to localized states. In the process insulator-metal-insulator
(I-M-I) transition is observed with carrier density. Most im-
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FIG. 4. The comparison of various physical quantities between
the t-JH and the t-JH -V models at fixed x = 0.25. It compares the
(a) density of states N (ω) for two sets of parameters (JH ,V ) = (4, 6)
and (10,0), where features of the IBs are shown to match completely.
Fermi energy is set at zero. (b) Variation of the binding energy Eb

and the Ew for different sets of (JH ,V ) values. In the x axis JH + V
is varied in two different ways: (i) by varying V with fixed JH = 4
and (ii) by varying JH with fixed V = 0. The second one is the t-JH

model for which the physical quantities are replotted from Fig. 1.
This shows that although Eb and Ew differ from one representation
to other, the width of the IBs match well in the whole parameter
range (see the inset). (c) Variation of the participation ratio and the
dc conductivity (in units of πe2/h̄a) (in the inset) with (JH + V )
values as in (b). There is one-to-one correspondence between them,
and (d) ferromagnetic windows TC vs p showing a good match for
the two sets of parameters as in (a). In (a)–(c) the calculations are
carried out at fixed p = 0.2 and T = 0.05.

portantly, they observed the ferromagnetic state in a wide
range of hole density p ∼ 0.1–0.9. In Fig. 2(c) our FM win-
dow ranges only from p = 0 to 0.3 for JH = 4. So now we
are going to investigate this mismatch by taking the impact of
NNN hopping on the carrier mobility and magnetic properties
into account.

We start with the comparison of the spin-resolved density
of states for t ′ = 0 and 0.2 at fixed p = 0.2 and T = 0.004
[see Fig. 5(a)] for which ground states are ferromagnetic. In
both cases the impurity band is spin polarized, while the VB
remains more or less unpolarized. In our hole picture positive
t ′ acts as a localizing agent which can be visualized from the
DOS, where the IB becomes narrow and shifts away from
the VB. This is also apparently clear from the PR shown
in Fig. 5(b), where the quasiparticle states in the case of
t ′ = 0.2 are localized compared to t ′ = 0 in the whole range
of p. It is also important to note that t ′ does not alter the
value of Ew (∼3t) which is well within the band gap of the
host. Alternatively, higher JH can also localize the carriers [as
shown in Fig. 1(a)] and ultimately broaden the FM window
[see Fig. 2(c)], but Ew becomes larger [see Fig. 1(b)] than the
band gap which is not physically acceptable for a narrow band
gap host like GaAs.
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FIG. 5. The effects of the next-nearest-neighbor hopping (t ′ =
+0.2) and its comparison to t ′ = 0 are shown for various physical
quantities at fixed JH = 4 and x = 0.25. It presents the (a) spin-
resolved density of states at fixed T = 0.004, where the IB shrinks
and moves away from the VB due to carrier localization. The Fermi
energy is set at zero. (b) Change in the participation ratio (PR) with
p at fixed T = 0.05 showing the higher degree of localization for
t ′ = +0.2. (c) Displays the t ′-induced broadening of the ferromag-
netic window TC vs p. (d) dc conductivities (in units of πe2/h̄a) with
p at fixed T = 0.004. I-M-I is confirmed from the resistivity (in units
of h̄a/πe2) vs temperature plot for different carrier densities, in the
inset. The localization driven I-M-I transition is consistent with the
results presented in (c).

We present the ferromagnetic window TC vs p for GaM-
nAs in Fig. 5(c). The TC optimizes around p = 0.15 and the
ferromagnetism is restricted to a small window of p = 0–0.3
for t ′ = 0. At higher hole concentration the carrier mobility
is suppressed due to larger delocalization length in GaMnAs,
see Fig. 5(b). One can remobilize the carriers by reducing
their overlap with a mild localization of the carriers which is
stimulated by the NNN hopping parameter t ′ = 0.2 as shown
in Fig. 5(b). Consequently, the ferromagnetism is activated
and the window [see Fig. 5(c)] becomes wider (p = 0–0.8) as
observed in the experiments (p ∼ 0.1–0.9) [30,36]. In order
to correlate the magnetic and transport properties we plot the
low temperature (T = 0.004) dc conductivity in Fig. 5(d). In
a carrier-mediated magnetic system a minimum amount of
carrier is necessary to initiate the magnetic interactions, and
at higher p the magnetism is suppressed due to the decrease
in carrier mobility. Hence in these regimes the system is insu-
lating and in intermediate p the system is metallic resulting in
higher TC . For both t ′ = 0 and 0.2 conductivity goes through
IMI transition with optimization around the same value of
p as in case of TC vs p window, which supports the above
carrier localization picture and also qualitatively matches with
the experiment [36]. Resistivity vs temperature plot in the
inset of Fig. 5(d) explicitly shows the IMI transition as we
increase the hole density. Experimental data together with our
findings hint at the presence of NNN hopping in GaMnAs-like
systems. But further probe and investigations are necessary to
establish this scenario.
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FIG. 6. The effects of the t ′ = +0.2 and its comparison to t ′ = 0
are presented for (a) the spin-resolved density of states at fixed
T = 0.004, where the IB moves away from the VB due to carrier
localization and (b) the ferromagnetic window TC vs p showing the
localization-induced broadening. The effects of the t ′ = −0.2 and
−0.5 with its comparison to t ′ = 0 are presented for (c) the spin-
resolved density of states at fixed T = 0.004, where the IB extended
towards the VB due to carrier delocalization, and (d) the ferromag-
netic windows showing the delocalization-induced shrinking. The
Fermi energy is set at zero. We fixed JH = 10 and x = 0.25 for all
calculations.

VII. EFFECTS OF NEXT-NEAREST-NEIGHBOR HOPPING
FOR JH = 10

Now we study the GaMnN with the chosen Hund’s cou-
pling JH = 10. The spin-resolved DOS and the FM windows
are evaluated with the same set of parameter values as in
Fig. 5. Figures 6(a) and 6(b) show that the effect of NNN
hopping on the IB and FM window are qualitatively similar as
in the case of JH = 4. Quantitatively, the effect of localization
due to t ′ is much more prominent for JH = 10 and as a result
the deduction of TC is significant. But the electronic structure
calculations reveal that the Ga defects in GaMnN introduce
states between the VB and the IB which depopulate the IB
and in turn destroy the ferromagnetism in GaMnN [51]. We
mimic the situation by introducing negative NNN hopping
which delocalize the carriers and consequently broaden the
IB towards the VB. This can be seen from the DOS plotted
in Fig. 6(c) for t ′ = −0.2 and −0.5 along with t ′ = 0 at
fixed p = 0.2 and T = 0.004. Note that the binding energy Eb

decreases but Ew remains more or less unaffected (i.e., Ew is
within the band gap of host GaMnN). As positive and negative
t ′ play opposite roles in the system, so the ferromagnetic
window shrinks and the optimum TC increases with carrier
delocalization, as shown in Fig. 6(d).

The solubility of Mn in GaAs and GaN is low, so we estab-
lish our findings by calculating the ferromagnetic windows for
lower impurity concentrations. First we consider x = 0.2 and
the results for the spin-resolved DOS and the FM windows
are presented in Figs. 7(a) and 7(b), respectively. The IBs
show qualitatively similar evolution with t ′ as in the case of
x = 0.25. Apart from the disappearance of ferromagnetism in

245112-6



IMPACT OF NEXT-NEAREST-NEIGHBOR HOPPING ON … PHYSICAL REVIEW B 102, 245112 (2020)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9p
0

0.01

0.02

0.03

0.04

0.05

Tc

t’=0.0
t’=-0.2
t’=-0.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9p
0

0.01

0.02

0.03

0.04

Tc

t’=0.0
t’=-0.2
t’=-0.5

-10 -8 -6 -4 -2 0 2
ω

-0.1

-0.05

0

0.05

0.1

0.15

N(ω)

t’=0
t’=-0.2
t’=-0.5

-0.5 -0.4 -0.3 -0.2 -0.1 0
t’

0.05

0.06

0.07

0.08

0.09

0.1

pMn

(a) (b)

(c) (d)x=0.2

x=0.15

x=0.2 x=0.2

p=0.1

FIG. 7. The effects of the t ′ = −0.2 and −0.5 with its compar-
ison to t ′ = 0 at fixed x = 0.2 are shown for (a) the spin-resolved
density of states at fixed T = 0.004 and (b) the ferromagnetic win-
dows TC vs p. For a higher degree of delocalization the FM window
becomes significantly narrow. (c) The average carrier density per
magnetic impurity site (pMn) vs t ′ at fixed p = 0.1 and T = 0.05,
which reveals the outflow of carriers to nonmagnetic sites with de-
localization. In consequence the overall conductivity of the system
increases as shown in the inset. We find similar narrowing of the FM
window for x = 0.15 and presented in (d). We considered JH = 10
for all calculations.

the higher p regime, interestingly, the magnetism also van-
ishes for very low carrier densities for t ′ = −0.5 making the
FM window furthermore narrow. Note that we have consid-
ered the relative carrier density, i.e., number of carrier per
Mn impurity site as in experiments. So, in the low x and
lower p regime the magnetic sites accumulate a tiny amount
of holes resulting in weaker magnetic interactions. Here, if we
increase the carrier mobility, the holes get depleted from the
magnetic to the nonmagnetic sites which further suppresses
the spin-spin couplings. The outflow of carriers is displayed
in Fig. 7(c) where we plot the average carrier density at the
magnetic sites pMn vs t ′ at fixed p = 0.1. Eventually the fer-
romagnetism vanishes at lower p as in the case of t ′ = −0.5.

On the other hand, the overall conductivity of the system
increases with the degree of delocalization as shown in the
inset. We find similar results for x = 0.15 [Fig. 7(d)]. The
vanishing ferromagnetism in both lower and higher p regimes
for t ′ = −0.5 makes the ferromagnetic window significantly
narrow, which suppresses the probability of getting a FM
state. In experiments the presence of defects makes the sample
preparation very crucial and our results indicate that unless
the system has a favorable combination of x and p in a narrow
window then there is a higher chance to observe either low
TC or the absence of ferromagnetism. In addition, the sharp
increase in the optimum TC in a thin window of p clarifies
the room temperature ferromagnetism occasionally observed
in experiments.

VIII. CONCLUSIONS

In conclusion, we investigated the magnetic and the trans-
port properties of III-V DMSs using a classical Monte Carlo
method within the t-t ′ Kondo lattice model on a simple cubic
lattice. We have shown that the carrier mobility induced by
the NNN hopping t ′ plays a vital role in determining the
ferromagnetic states in both GaMnAs and GaMnN-like sys-
tems. In the case of GaMnAs a small positive t ′ (that helps
to localize the carriers) is shown to be necessary to reproduce
the robustness of the ferromagnetic states in a wide range of
carrier concentration as observed in experiments. On the other
hand, if we delocalize the carriers by activating negative t ′ the
ferromagnetic window significantly shrinks with an enhance-
ment of the optimum value of TC in GaMnN. We correlate our
findings with the experimental results and suggest that Ga-like
vacancy in GaMnN that depopulate the IB triggers high TC in
low hole density. In reality, the presence of intrinsic defects
is inevitable and also the carrier density is not controllable.
So the probability of having an optimal amount of holes in a
narrow regime in Ga defected GaMnN is very low. This could
be the reason for an occasional appearance of ferromagnetism
and in turn keeps the high TC issue of GaMnN unresolved
till date.
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