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Energy transfer during resonant neutralization of hyperthermal protons at an aluminum surface
studied with time-dependent density functional theory
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We present time-dependent density functional molecular dynamics (TDDFT-MD) simulations with an adi-
abatic approximation to the exchange-correlation potential for hyperthermal protons (H™) with initial kinetic
energies in the range of 2-50 eV impinging on the fcc-hollow site and the on-top site of an Al(111) surface.
The surface is modeled by a finite-size cluster and the results are generalized to H"-Al surface scattering. From
the simulation, neutralization distances are determined and the time development of the kinetic energy and the
electronic excitation energy are derived. The results can be rationalized on the basis of the ground-state potential
energy surface and the H*-Al(111) interaction potential. Furthermore, the difference in initial kinetic energy
between H* and H° projectiles required to yield identical exit velocities is derived. Notably, this difference
changes sign within the studied range of kinetic energies. This is traced back to the neutralization distances and
the difference between both the ground-state potential energy surface and the H"-Al(111) interaction potential

at those distances.

DOLI: 10.1103/PhysRevB.102.235421

I. INTRODUCTION

Modeling the interaction of plasmas with solid surfaces
is a challenging problem within low-temperature plasma sci-
ence and technology [1,2]. Ions are accelerated by the plasma
sheath potential and can be scattered, and neutralized, at the
surface. The question of charge transfer dynamics in ion scat-
tering has often been approached from the theoretical side by
using a Brako-Newns-Anderson type Hamiltonian [3-5] or an
LCAO Hamiltonian [6]. There also exist approaches based on
a Newns-Anderson Hamiltonian that describe correlation with
the help of Green’s function techniques [7-9]. In this paper we
will discuss results from time-dependent density functional
theory (TDDFT) simulations [10-12] for the charge and the
energy transfer during the collision of a hyperthermal ion
(i.e., an ion with an initial kinetic energy in the sub-eV up to
few 10-eV range) with a metal surface. In these simulations,
the entire information about the electronic structure of the
projectile and the substrate is taken into account. As an ex-
ample already intensely investigated experimentally [13-21]
and theoretically [6,22-34] by various groups, we consider
a proton (H* ion) incident on an Al(111) surface. The main
focus of our study will be on the energy transfer from the
incident ion into the electronic degrees of freedom of the
substrate.

In his review, comparing the scattering of neutral projec-
tiles and ionic projectiles which are or are not neutralized,
Winter [15] traces back energy and angle shifts observed in
the spectra of the projectile after scattering at the metal surface
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to an image charge effect. As he points out, this effect should
provide a means to experimentally estimate the neutralization
distance of the H* projectile by observation of the kinetic
energy transfer: The acceleration and deceleration of the pro-
jectile by the attractive force from its image charge—as long
as it is not neutralized—affects the kinetic energy and angle
distribution of the scattered (neutralized) particle. However,
Winter also explicates that for H™ scattered at an Al(111)
target the experimental data suggest a peak of the distribution
function of charge transfer at around 6 bohr in front of the
image plane, while the value expected from theory was around
3bohr [15,35]. It has been argued that Auger neutralization
should dominate over the resonant charge transfer process in
order to understand the experiment [16]. Merino et al. [25],
however, have come to the conclusion that at low proton
kinetic energies (less than 4 keV) the charge transfer between
the Al orbitals and the hydrogen 1s orbital is a resonant one.
Moreover, in Ref. [6] Merino et al. construct a “diabatic” state
and present an interaction energy of the proton (H*) in front of
an Al(100) surface, which deviates from the 1/[4(z — Zimage)]
image behavior when the proton gets close to the surface.
In this paper we present TDDFT molecular dynamics (MD)
simulations for the resonant charge transfer of hyperthermal
protons incident on an Al(111) surface. As we deal with small
kinetic energy of the projectile we do not consider further
effects like core electron promotion [36]. We demonstrate a
method to derive an approximation to the HY-Al(111) inter-
action potential directly from the simulation by means of an
extra TDDFT-MD run for a fast (1 keV) proton. This yields
the “generalization” of the image potential to small (<7 bohr)
projectile—surface separations, where the interaction indeed
becomes repulsive. This affects the energy transfer between
the projectile and the metal.

©2020 American Physical Society
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II. COMPUTATIONAL METHODS

The simulations (i.e., both the TDDFT-MD simulations
and the DFT-based relaxations) have been carried through
with the program OCTOPUS (version 6) [12,37,38]. The gener-
alized gradient approximation PBE-GGA [39] has been used
for the exchange-correlation energy functional (from ground-
state DFT). The H* ion is incident normally to an Al(111)
surface at a fcc-hollow or a top site. The surface is modeled
using Al clusters with 172 or 188 atoms for H* incident
at the fcc-hollow or top site, respectively. The clusters have
been created starting from a relaxed Al(111) surface (with a
theoretical Al lattice constant 7.648 bohr) and cutting out a
half sphere. Subsequently, the uppermost layer of Al atoms
has been kept fixed and the cluster has been relaxed ioni-
cally until the forces are below 10~ Hartree/bohr. H and Al
are described by ionic semilocal norm-conserving Troullier-
Martins pseudopotentials [40] created and analyzed using
the FHI98PP software [41]. The Al pseudopotential has been
created with 10 electrons as frozen-in core states and cutoff
radii ' = 1.791 bohr, rﬁ‘l = 1.974 bohr, ri! = 2.124 bohr.
The p potential has been chosen as the local potential. For
the H pseudopotential we have used cutoff radii ri! = ril =
1.276 bohr, and the s potential has been chosen as the local
potential.

In the time-dependent simulations, the adiabatic approxi-
mation is applied to the exchange-correlation (XC) potential
vxc, together with the above mentioned PBE-GGA [39] for
the XC functional from ground-state DFT. The wave functions
are confined to a user-defined box with distance between
the box edge and atoms of at least 12 bohr, which fits into
a cube with 60-bohr edge length. The FFT for solving the
Poisson equation requires a box with twice the edge length
of this cube. A Coulomb kernel with a spherical cutoff as
provided within OCTOPUS has been used [42]. The Kohn-Sham
wave functions are sampled on a real-space mesh with mesh
spacing Ax = 0.5bohr. The filtering method of Tafipolsky
and Schmid [43] is applied to the pseudopotentials in order
to avoid Fourier components above the cutoff determined by
the mesh spacing. Prior to the time-dependent simulation, the
electronic ground state of the Al cluster was determined. For-
mally, a Methfessel-Paxton smearing [44] has been applied,
with the smearing parameter finally reduced to the very small
value of 20 meV.

The time-dependent Kohn-Sham wave functions are prop-
agated using a time step of 0.02 atu (0.5 attoseconds). For
simplicity, the ionic time step has been chosen identical to the
electronic time step. After the ground state of the Al cluster
has been determined, a bare H pseudopotential has been added
to the simulation box at a distance of 16 bohr above the first
layer of Al-surface atoms. The total charge of the system
is +1 (i.e., equals the proton charge). In order to minimize
the number of ground-state calculations for the subsequent
determination of electronic excitation energies, all Al atomic
coordinates are kept frozen during the time-dependent sim-
ulations. The only exceptions are three simulations entering
Table II, which, beside electronically nonadiabatic effects,
include the kinetic energy transfer into the substrate ionic
degrees of freedom (13 Al atoms were allowed to move).
In those simulations, the position of the ions follows from
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FIG. 1. Variation of kinetic energy for protons (H*, solid and
dash-dotted curves) and a spin-unpolarized hydrogen atom (H°,
dash-dot-dotted curve) impinging on the Al(111) on-top site of an
Al;gg cluster. For comparison, the change of ground-state potential
energy for an antiproton is shown (p, dots). The initial kinetic energy
of the projectile at z;,; = 16 bohr is noted in the legend.

Ehrenfest dynamics [12,45], i.e., the ions move along a unique
trajectory.

For convergence analysis, time-dependent calculations for
the E]i‘fr‘f = 10eV on-top trajectory have been performed with
a larger Al-cluster size of 302 atoms. As a result, the values
for charges g(z) as defined in Eq. (4) vary less than 0.03e.
Decreasing either the mesh spacing Ax from 0.5 to 0.4 bohr,
or the time step At from 0.02 to 0.01 atu resulted in a variation
of ¢ that is one order of magnitude less. Regarding the kinetic
energy convergence with Ax and Af, maximum differences of
10 meV were obtained during scattering, in both cases.

Regarding the accuracy of the dissipated energy, we com-
pared the kinetic energy loss of an H? atom impinging on
the Al(111) fcc-hollow site of an Als, and an Alj7;, cluster
with E" = 10eV. The difference due to the two cluster sizes
amounts to 200 meV with respect to the propagation inside
the bulk from z™™ = 8 bohr to z°" = 8 bohr with reflection at
the third layer. For comparison, in this case a total energy of
3.0eV is dissipated due to electronic friction effects.

III. RESULTS
A. Proton impinging on Al(111) on-top site

We have carried through TDDFT-MD simulations for H
ions starting at zi,y = 16 bohr in front of the Al cluster with
initial kinetic energy E,% of 2, 10, and 50 eV. The proton is in-
cident normally to the Al(111) surface at the on-top position.
The change of kinetic energy of the projectile,

AExin = Ein(z(1)) — E5, (D
is shown in Fig. 1 as a function of distance z of the H* from
the topmost Al layer. We find that—as long as the electron
transfer from the cluster to the H™ has not yet occurred—all
curves almost lie on top of each other, independent of the ini-
tial kinetic energy. This is interpreted in terms of conservation
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of total energy Eyin(z) + ES (). Here ESY(2) denotes the
(non-ground-state) potential energy of a positive elementary
charge in front of the electrically polarized cluster, provided
that there is no charge transfer (i.e., describing the interac-
tion of the positive charge with its induced image dipole). In
order to obtain an estimate for this HT-AlI(111) interaction
potential El(of)(z) in Fig. 1 we present the change of kinetic
energy AEy, of a fast HT projectile with initial kinetic energy
equal to 1 keV. From the projection of the time-dependent
Kohn-Sham orbitals onto the H1s orbital (details will be given
below) we conclude that the charge transfer to the 1-keV pro-

jectile is negligible (less than 0.05 |e|) as long as z > 4.5 bohr.

B. H*-Al(111) interaction potential

Our simple interpretation of the motion of the H" in terms
of a potential energy surface Et(o":)(z) neglects energy dissi-
pation due to dynamical screening [46,47] of the Coulomb
potential of the positively charged projectile incident on the
metal surface. In order to obtain a rough estimate for the
electronically nonadiabatic effects due to the electron-hole
pair excitations in the Al cluster induced by coupling to the
time-dependent Coulomb potential of the projectile we have
carried through TDDFT-MD simulations for antiprotons with
initial kinetic energy 50 eV, 1 keV, and 10 keV. The initial
configuration has been prepared by adding the antiproton
to a simulation box containing an uncharged, electronically
relaxed Al cluster. We note that therewith the polarization
of the Al cluster by the antiproton has been neglected in
the initial state deliberately (in order to stay in line with the
H* simulations). The contribution of the antiproton at r; to
the electron potential energy is described by a soft Coulomb
potential,

1
V(0.2bohr)? + [r — 1,2

@

vp(r) =

Results are summarized in Fig. 2 and compared to the
variation AFEj;, obtained from energy conservation and the
Born-Oppenheimer surface of the antiproton in front of the
metal cluster. Even up to Eﬂ;‘f = 1 keV the energy dissipation
stays small on the energy scale shown, i.e., 80meV at z =
5bohr and 150 meV at z = 4 bohr. For a comparison of results
for H* approaching a jellium surface we refer the reader to
Ref. [48]. In case of the faster antiproton with initial kinetic
energy of 10 keV, the electronically nonadiabatic effects be-
come distinctly larger, as can be read from Fig. 2. Hence such
a simulation would not be useful any more for our purpose
of approximating a quasiadiabatic potential energy surface—
while the 1-keV result appears to be useful in the sense that
electronically nonadiabatic effects stay sufficiently small. For
this reason we still use 1-keV trajectories for comparison in
case of H* incident on the Al surface.

In Fig. 1 AEy, derived from the Born-Oppenheimer sur-
face of the antiproton is compared to AEy;, for HT incident
on the (111) surface of an Al cluster with initial kinetic en-
ergy of 1 keV. At large distance, z > 7 bohr, the two curves
for AEyy, nearly coincide. At smaller H -cluster separation
the (approximate) potential energy of the positively charged
H* and the negatively charged p projectiles start to deviate
strongly from each other. This cannot be ascribed to an elec-
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FIG. 2. Variation of the kinetic energy of an antiproton (p)
incident normally on the Al(111) surface of the Al;gg cluster at
the Al on-top site for initial kinetic energy at zj,; = 16 bohr of
50 eV, 1 keV, and 10 keV. Initially, the antiproton has been po-
sitioned in front of the not electrically polarized Al cluster. Data
are compared to AFEy;,(z) derived from energy conservation and the
Born-Oppenheimer surface of an antiproton in front of the Al cluster.

tronically nonadiabatic effect, as the energy dissipation for
the antiproton has been shown to be small and the respective
difference persists also for small kinetic energy of the H*.
Obviously, the electric polarization of the Al cluster can no
longer be described within linear response. The HT projectile
is decelerated which we attribute to the Coulomb repulsion
between the H' and the Al ion cores. This means that even
before neutralization the dynamics of the H" does not follow
the simple 1/[4(z — Zimage )] image potential, but that El(of)(z)
becomes repulsive at short distance to the Al metal surface.
We emphasize that there is an analogous result already known
in the literature: Merino et al. [25] have constructed a “dia-
batic” state and obtained an interaction energy of H' in front
of an AI(100) surface that deviates from the image potential
in a similar way.

C. Comparison of trajectories between initially
neutral and charged cluster

In order to exclude artifacts in the simulation due to the
charging of the Al cluster during H* neutralization we have
performed a simulation with a proton incident on an initially
negatively charged Aljgq cluster. The comparison to a sim-
ulation for H' incident on the initially neutral Al(l)88 cluster
is shown in Fig. 3. Due to the stronger Coulomb attraction
between H* and Aljy, the projectile is accelerated more
strongly while approaching the surface. We have accounted
for this extra acceleration by choosing a smaller initial kinetic
energy of 9.7 eV of the proton in case of H* incident on Aljgg.
This is consistent with the difference in potential energy of an
antiproton in front of an Allgg cluster or an Aljg cluster at
distances z = 8 bohr and z = 16 bohr. As can be read from
Fig. 3, the kinetic energy as a function of the z coordinate
in case of both trajectories of the H*-Algg cluster basically
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FIG. 3. Kinetic energy of a proton with EiM' = 10eV at ziy =
16 bohr (dashed lines) and E[M' = 9.7¢eV (solid line) impinging at
the top site of a neutral Al’% (thick dashed line), a neutral A1y, (thin
dashed line), or a negatively charged Aljg, cluster (thick solid line).

coincides for separations less than about 8 bohr. The similarity
of the variation of Ey;, vs z for z < 8 bohr in case of the Al;gg
simulations shown in Fig. 3 suggests that at a separation of
the H™ projectile from the infinitely extended Al(111) surface
less than about 8 bohr the projectile-surface interaction can
be approximated by the TDDFT-MD cluster simulation. We
argue that the difference between the screening charges for
the charged and uncharged cluster will be more extreme than
the difference between the screening charges induced in the
uncharged cluster and the infinitely extended surface. To in-
vestigate this in more detail, a simulation with a neutral cluster
containing 302 Al atoms is also shown in Fig. 3. For H-Al
distances <8 bohr,

(B (2) — B (z = 8 bohr))
—(EA (2) — EAV(z = 8bohn))| < 0.1eV.  (3)

In the following we shall use the results of the Al-cluster
simulations for H-Al distances <8 bohr to describe interaction
between HT and the infinitely extended Al(111) surface.

D. Electronic energy transfer in the neutralization
region for impact at on-top and fcc-hollow site

When the H' projectile approaches the surface, charge
is transferred from the Al cluster to the projectile at some
separation which depends on Eﬁ?ﬁt The electronic charge ¢
at the projectile has been derived by a projection of the
time-dependent Kohn-Sham wave functions v;(¢) onto the
hydrogen 1s orbital ¢!'*, i.e.:

occ

a(t) =Y [0l @) . )
j

Spin degeneracy is accounted for by twofold occurrence of
wave functions in the summation. The charge calculated in
this way is quantitatively consistent with a Bader charge anal-
ysis [49] of the electron density. Figure 4 shows the charge
transfer rate dg/dz from the surface towards the projectile
impinging on the Al(111)-top site. dg/dz shows an extremum
at5.13,4.76, and 4.18 bohr in case of E["t = 2,10, and 50 eV,
respectively. Within the TDDFT-MD approach, the charge
transfer region is broad. The charge ¢(z) is not normalized;
it approaches values distinctly larger than one in case of the H
atom getting close to (and hence chemically interacting with)
the Al surface. Hence we refrain from an interpretation of
dg/dz in terms of a transition probability.
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FIG. 4. H" impinging on the (111) facet of the Al cluster at
the on-top position. (Top) —dq/dz, with g denoting the electronic
charge on the projectile and z the projectile-surface distance for H*
projectiles with Et = 50, 10, and 2 eV. Units are |e|/bohr. Charges
have been calculated using Eq. (4). (Bottom) Excitation energy as
defined in Eq. (5).

The electronic excitation energy E.. of the complete sys-
tem (including the hydrogen projectile and the Al cluster) is
defined by the difference between the electronic energy Eejec
from the time-dependent (TD) simulation and the electronic
energy of the system in its electronic ground state (BO):

Eexe(2(0), EBY) := EDD (2(0), EBY) — EEQ(2(1)).  (5)

Results are shown in the bottom panel of Fig. 4. For illus-
tration we note that in case of an extended (periodic) metal
surface and initially infinite proton-surface separation the ex-
citation energy E.x. would correspond to the ionization energy
of the projectile (13.6 eV) minus the surface work function
[4.09 eV in case of Al(111)[50]].

Next we address the dependence of excitation energy on
the impact site. As our focus is on electronic excitations, we
still keep the atom coordinates of the Al substrate frozen.
The H" has been chosen to impinge on the fcc-hollow site
of the Al(111) surface, as distinct differences to impact onto
the Al top site are to be expected in this case. Simulation
results are summarized in Fig. 5. The charge transfer —dgq/dz
is virtually identical for impact on fcc-hollow and top sites. As
to be expected, the energy dissipation is distinctly larger for
the H* incident on the Al-hollow site as (after neutralization)
the projectile penetrates into the Al substrate and experiences
energy losses by electronic friction [51,52].

As motivated above, as a reference for the excited system
we choose Ee. from the 1-keV trajectory (this system has
almost negligible charge transfer within the range of z in
Fig. 4; see Sec. Il A). In fact, the Eey curves for ElNt = 2,
10, and 50 eV—where Efl‘rll‘ is the kinetic energy of the proton
at z = 16 bohr—closely overlap with this reference as long as
the charge transfer is negligible. When the charge transfer is
almost completed, the excitation energy stops following Eel,l‘cev
and—in case of the impact at the on-top site—does not vary
more than 100 meV over the remaining trajectory. We obtain
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FIG. 5. H" impinging on the (111) facet of the Al cluster at the
fce-hollow position. (Top) Same quantity as in Fig. 4 but for the fcc-
hollow impact point. For comparison, data for impact at the on-top
site are shown by dashed lines. (Bottom) Excitation energy as defined
in Eq. (5). Dash-dotted line represents the Ey;,, = 1 keV trajectory
with impact point at the on-top site.

Ee. = 8.6eV/9.4eV/11.3eV for ElN' =2 eV, 10 eV, and
50 eV, respectively, at z = 5 bohr on the outgoing trajectory.

In case of impact at the fcc-hollow site (see Fig. 5), a
direct analysis of the data is complicated by the additional
strong electronic friction that arises during propagation of the
H through the bulk material. We will target this issue in the
following section.

The charge of the outgoing particle (while not well de-
scribed within spin-unpolarized DFT—the ionicity comes out
too negative) is close to the charge calculated for the respec-
tive ground state. Hence the simulated ionicity of the scattered
projectile is not an indication for a true excitation of the
outgoing particle, and we suggest that the excitation energy is
finally mostly deposited in the electronic degrees of freedom
of the target. In case of the on-top trajectory it can be read
from Fig. 4.

E. Energy dissipation after neutralization
and comparison to neutral hydrogen

The total energy Epo (i.e., the potential energy) for a hy-
drogen atom H° in front of the on-top and fcc-hollow sites
of an Al cluster is visualized in the bottom panel of Fig. 6.
In case of the H atom kept fixed atop the Al on-top position,
the energy minimum of the one-dimensional cut through the
potential energy surface is at z = 3.1 bohr. It is a well-known
property of currently feasible approximations to the ground-
state XC functional, that the electronic ground state of an
H° atom far away from the surface has to be taken from a
spin-polarized calculation. At distances smaller than about
5bohr, the electronic ground states from a spin-unpolarized
and a spin-polarized calculation coincide, in agreement with
Ref. [53]. Thus, in case of a proton incident on the Al sur-
face, for the incoming part of the trajectory spin polarization
is not expected to be relevant because neutralization mostly

12
10

2 5] Al « H*

E 9

3 Al « H

2 o\ ha

[oN

distance z (bohr)

FIG. 6. Born-Oppenheimer surface of the spin-unpolarized H-Al
cluster system with total charge +1 (lower graph) and interaction
potential curve of an HT projectile with EIM' = 1 keV (proton in front
of the cluster, upper graph). Thick full lines denote results for impact
at the fcc-hollow site, and thick dashed lines denote results for impact
at the on-top site. For comparison, the Born-Oppenheimer surface
of an H® in front of the Algs cluster from a calculation that allows
for spin polarization is also shown (thin blue dashed curve). Vertical

lines mark the extrema of dq/dz from Fig. 4.

takes place at a H-Al separation where the energy difference
between spin-polarized and spin-unpolarized ground state is
small. However, for a neutral particle moving away from the
surface, the energy difference between a spin-polarized and
a spin-unpolarized simulation would affect the kinetic energy
of the outgoing projectile. Due to this inherent property of the
chosen approximate XC functional we show results only for
distances up to 5 bohr in the exit trajectory. The upper curves
of Fig. 6 represent a HT-Al(111) interaction potential, i.e., H"
in front of the Al cluster. The curve is calculated from the
electronic and ionic energy of the simulation with the Ey;, = 1
keV H™ projectile.

In order to separate the electronic friction effects after
neutralization from effects due to H* propagation and neu-
tralization one has to subtract the excitation energy of an H°
projectile from the Eey. of H':

AEexc(Z) = Eexc(za Einil) _ EHO (Z Einit,HU). (6)

kin exc \*> “kin
E]‘(?;tHU should be chosen in such a way that kinetic energies
between H* and H° coincide after the charge transfer. For
simplicity, we have chosen E]i(?rif’Hn = EJI" (z = 16 bohr). This
leads to a difference in Ey, after charge transfer between
the H® and H trajectories of about 0.4, 0.7, and 1.6eV (for
EMYE — 2 10, and 50eV).

For the results shown in Fig. 7 we have treated the scat-
tering of the HO at the Al cluster also spin unpolarized. The
resulting AE. for Elg‘l;‘ =2, 10, and 50 eV are shown as full
lines in the panels of Fig. 7. They are compared to respective
results for impact on the Al(111) top site (dashed lines).
Note that the difference in AE. arises not only because
the ground-state potential energy of H adsorbing atop the Al
on-top or fcc-hollow site for the same distance is different,
but also because the H-Al(111) interaction potential for both
situations is differently corrugated, too, as can be seen in
Fig. 6. AE, is determined by that part of the trajectory before
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FIG. 7. Difference of the electronic excitation energy between an
H* impinging on an Al cluster and an H® impinging on an Al cluster.
AE,. is defined in Eq. (6); here the kinetic energies of H" and H°
are chosen to coincide at z = 16 bohr and are denoted in the inset
of the graphs. The simulation for the H* as well as for the H® was
treated spin unpolarized. For comparison, two different impact sites
are shown: on-top (dashed lines) and fcc-hollow (straight lines) sites.
Arrows denote the direction of motion.

neutralization where the projectile moves in the generalized
image potential. The difference in AEgy, at zexir = 5 bohr be-
tween the on-top and the fcc-hollow impact sites for £ = 2,
10, and 50 eV amounts to 0.55, 0.61, and 0.45 eV, respectively
(see Fig. 7).

It has been discussed in the literature, by, e.g., Winter [15]
or Krasheninnikov et al. [54] that after the charge transfer,
an ionic projectile behaves just like an initially neutral one.
In our TDDFT-MD simulations we observe small differences
in the time development of the kinetic energy. Largest devia-
tions occur in case of a proton impinging on the hollow site,
which, however, are only of a similar size as the cluster size
convergence effect presented in Sec. II. When the hydrogen
is propagating inside the bulk material, differences in the time
development of the kinetic energy of ~250 meV are observed.
The reason for this is not yet clear; it might be due to both the
additional electron in case of the H°-Al-cluster simulation as
well as the H*-ionization energy deposited in the Al cluster
in case of the simulation with H* incident on the cluster.

F. Extrapolation from the cluster to the extended surface

We extrapolate our results from the Al cluster used in the
simulation to the infinite AI(111) surface. Differences arise
for two reasons: (i) In the simulation, the projectile starts at
a finite separation zj, = 16 bohr in front of the Al(111) facet
of the cluster instead of an initially arbitrary large separation.
(ii) In case of large H*-Al, separation, the image force acting
on the H* is different for the finite-size cluster (where an
image dipole is generated) and the metallic half space (where
an image charge builds up).

In Sec. 111 C, we have argued that for H*-Al,, distances z <
8 bohr the results of the Al-cluster simulations can be used to

describe the interaction between H* and the extended Al(111)
surface. Furthermore, at a separation of H* from the Al(111)
surface of z = 8 bohr, the p-Al, and the HT-Al, interaction
potentials shown in Fig. 1 deviate by only 54 meV from each
other, which corroborates the assumption that at separations
z > 8bohr the interaction between the proton and the metal
surface is sufficiently well described by the image potential
(551,

1
4(Z - Zimage) '

Eimage(z) = - N
as nonlinearities appear to be small (as derived from the
cluster calculation, which, however, has a different asym-
totic behavior). For the position Zimage Of the image plane in
front of the Al(111) layer we use the value Zimaee = 3.14 bohr
obtained by Lam and Needs [56] within self-consistent
pseudopotential-based density-functional calculations. Values
for Zimage have been discussed in the literature by Chulkov
et al. in Ref. [57] where they have pointed out a variation of
=+0.6 bohr depending on the calculation method. If zZjmage is al-
lowed to vary by £0.6 bohr, this would induce an uncertainty
of Eimage(z = 8 bohr) of £0.2eV. The kinetic energy of the
projectile very far away from the surface, Eyi,(z = 00), is con-
nected with the kinetic energy of the projectile at z = 8 bohr
by energy conservation, i.e.:

Exin(z = 00) = Eyin(z = 8 bohr) + Eimage(z = 8bohr). (8)

We propagate the H projectile from z = 16 bohr towards
the surface and use the value of kinetic energy at z = 8 bohr
in order to extrapolate to the kinetic energy of the proton
at z = oo impinging on an infinite surface. We then let it
propagate to the adsorption position of the H atom on the
Born-Oppenheimer surface z,4s (which is significantly closer
to the bulk than the neutralization position). As a last step
we perform TDDFT-MD simulations with a neutral, spin-
polarized H® atom and try to find the initial kinetic energy that
leads to the same kinetic energy at the adsorption position as
in the simulations with an H* projectile. The corresponding
values for the kinetic energy are presented in Table L.

Specifically, for an H" impinging on the hollow site with
a kinetic energy of the proton at z = 16 bohr of E[M' = 2eV
(first two rows of Table I, which actually refer to the same
TDDFT-MD simulation) the extrapolation to the infinite sur-
face yields Eyin(z = 00) = 1.36eV. The kinetic energy of this
projectile at the adsorption position (last column of Table I) is
4.03 eV and can also be obtained from a neutral H’ projectile
with an initial kinetic energy of 2.31eV. The difference A
between kinetic energy of H™ and H® at z = co amounts in
this case to A &~ 1.0eV, denoted as A in Table I. In agreement
with Ref. [51] we observe that in case of the H® projectile
electronic friction effects start being relevant for z < 8 bohr.
For this reason we assume here that E}X (z = 00) ~ E¥' (z =
8 bohr).

Under the assumption of Sec. III E that after neutralization
both projectiles behave the same, Table I draws an interesting
picture about the initial kinetic energies resulting in the same
kinetic energy of the projectile within the Al. For the lower
kinetic energies of this study the initial kinetic energy far
above the surface is for the H projectile smaller than for
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TABLE 1. Kinetic energy of the H* or H projectile (units of eV) approaching the Al cluster or Al(111) surface as a function of distance
z from the plane of Al atoms. Simulations with H° are started from a ground-state simulation allowing for spin polarization. Impact points are
fee-hollow site or on-top site. Adsorption positions of H on Al(111) in ground-state calculation are z''°Y = 1.9 bohr or z\? = 3.1 bohr. A is
the difference between the initial kinetic energies of H™ and H° required to obtain identical velocities of the H? after scattering. “Extrapolation
using Eq. (8); “value obtained from E;,(z = 00) — Eimage (z); “value taken from z = 16 bohr; 4yalue taken from cluster simulation.

z7=00 z = 16 bohr z = 8 bohr Z = Zads

% H* — Al cluster 2.00 2.76 4.03
2 H* — Al surface 1.36¢ A=410 1.89° 2.76¢ 4.034

= H® — Al cluster 231¢[2 T 231 2.31 4.03

g H* — Al cluster 10.00 10.76 11.49
2 H™ — Al surface 9.36“ A =106 9.89" 10.76¢ 11.494

= H® — Al cluster 9.95¢[= = T 9.95 9.95 11.48

g H* — Al cluster 50.00 50.76 49.86
2 H* — Al surface 49.36“ A—_04 49.89° 50.76¢ 49.864

<= H® — Al cluster 48.92¢ - ’ 48.92 48.92 49.88

g* H™ — Al cluster 2.00 2.76 3.72
H* — Al surface 1.36% A=408 1.89° 2.76¢ 3.72¢

H° — Al cluster 21657 7 ' 2.16 2.16 3.76

§" H* — Al cluster 10.00 10.76 10.92
H* — Al surface 9.364 A =101 9.89° 10.76¢ 10.92¢

H® — Al cluster 9.47¢ - ’ 9.47 9.47 10.91

§“ H* — Al cluster 50.00 50.76 49.16
H™ — Al surface 49.36°) 5 49.89 50.76" 49.16¢

H® — Al cluster 48.15¢ - ’ 48.15 48.15 49.11

the H° projectile, i.e., Efl, (z = 00) < Efl (z = 00) whereas
for the higher kinetic energies this relation inverts to ES; (z=
o0) > Egz(z = 00). Results are consistent with Fig. 6, i.e., a
change of sign is also expected from the energy difference
between the HT-Al(111) interaction potential and the ground-
state potential energy surface of H® in front of the Al(111)
surface in the neutralization region.

G. Energy transfer from central collision

In order to draw a complete picture of the energy transfer,
the energy dissipation into phononic degrees of freedom has
to be calculated. Therefore, we perform TDDFT-MD sim-
ulations for the previously discussed Aljgg cluster with H
initially located z = 16 bohr above the Al atoms. Thirteen Al
atoms closest to the the impact point (impact at on-top site)
were allowed to move in order to include the kinetic energy
transfer into the substrate ionic degrees of freedom; the kinetic

TABLE II. Comparison of kinetic energies of H* projectiles
incident on the Al(111) on-top site in case of frozen-in Al coordinates
(Ef*) and non-frozen-in Al coordinates (Ef®) when the projectile
has reached z.x;; = 8 bohr. For comparison, AEcc denotes the kinetic
energy transfer into the substrate in a head-on collision between an
H atom and an Al atom [see Eq. (9)].

Egy/eV (B’ = Ei)lze /€Y AEcc/eV
2 —0.28 —0.14
10 ~1.21 ~1.39
50 —6.51 —6.95

energy of the projectile is denoted as E[T. Table II shows

the difference in kinetic energy (Elgfje — Ekﬁi’;)| o At the exit
position Zzej = 8 bohr. E]fll’; refers to the kinetic energy of
the projectile impinging on the Al cluster with frozen-in Al
atomic coordinates.

The kinetic energy difference ranges from —0.28 eV for
ENt =2¢eV to —6.51eV for ElM' = 50eV. A semiquantita-
tive understanding can be obtained from studying a simple
central collision between a proton of mass my and an alu-
minum atom of mass mya;. The kinetic energy transfer in a
central collision is given by

4myma

AEcc=———
¢ (my + map)?

EZ ~ —0.139E5.*°,  (9)

This results in an expected energy transfer of —0.14 eV for
EDit = 2eV to —6.95¢€V for E[li' = 50eV.

The kinetic energy transfer into the phononic degrees of
freedom during the central collision is small compared to the
initial kinetic energy due to the significant mass difference
between H and Al. For Ey, < 10eV this brings the energy
transfer caused by the image potential effects—which we
discussed in the previous chapters—into the same order of
magnitude.

IV. SUMMARY

We have performed TDDFT-MD simulations for the neu-
tralization of hyperthermal Ht projectiles impinging on an
Al(111) surface, which is modeled by a finite-size cluster. It
has been remarked by Winter et al. [15] that the neutraliza-
tion distance may be derived from a comparison of scattered
ionic and neutral projectiles. Following these ideas, we have
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simulated the process from ab initio and calculated the scat-
tering of H* and H projectiles for two different impact sites.
By this means we have been able to link the charge transfer
with the electronic energy transfer due to neutralization.

In case of the projectiles studied here with a kinetic en-
ergy ranging between 2 and 50eV, the maximum of the
neutralization rate occurs in a region between z = 4.2 bohr
and z = 5.1bohr in front of the uppermost Al atom layer,
independent of impact site. Additionally, we find that, in order
to obtain identical exit velocities in case of projectiles with
Exin ~ 50eV, H' needs to be initially faster than HO by about
1.2eV (on-top trajectory) to 0.4eV (fcc-hollow trajectory).

In contrast, for projectiles with Ey;, ~ 2 eV the sign changes
and HT needs to be initially slower than H® by about 0.8 eV
(on-top trajectory) to 1.0eV (fcc-hollow trajectory). This is
explained by the difference between the ground-state poten-
tial energy surface and the H-Al(111) interaction potential
which is repulsive in the region of neutralization.
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