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In this paper we present a systematic study of the de Haas–van Alphen (dHvA) oscillations, magnetotransport,
and superconductivity in the Kramers-Weyl semimetal candidate NbGe2. We show that NbGe2 is a type-I chiral
superconductor with a Tc of 2.06 K, a full gap, a type-II to type-I crossover around 1.5 K, and an enhanced
critical field from filamentary superconductivity suggested by resistivity measurements. The study of the dHvA
oscillations reveals three distinct frequency branches β and the spin-split α/α′, with cyclotron effective masses
of 1.21(5)me, 0.21(1)me, and 0.24(1)me, respectively. The magnetoresistance of NbGe2 exceeds 1000% at 2.4 K
and 9 T and exhibits quasilinear behavior at low temperatures. The comparison between experimental results and
first-principles calculations shows excellent agreement between the two and suggests that α and α′ correspond
to the hole Fermi pockets centered around the Weyl M point, while β is associated with the hole pocket near
the trivial H point in the Brillouin zone. Furthermore, we show that a Van Hove singularity arising from the
contributions of the M and H points at the Fermi level, together with the calculated electron-phonon coupling,
is strong enough to account for the observed superconductivity. Last, our calculation of the conductivity tensor
within the relaxation time approximation suggests that the observed linear magnetoresistance most likely arises
from the presence of open Fermi surfaces.

DOI: 10.1103/PhysRevB.102.235144

I. INTRODUCTION

The discovery of topologically protected conducting sur-
face states in three-dimensional (3D) topological insula-
tors [1,2] inspired remarkable interest in topological materi-
als. Predictions for the existence of topological semimetals
followed shortly after [3]. These materials host low-energy
quasiparticle excitations with linear dispersion relations that
are similar to the elusive relativistic fermions predicted by
elementary particle physics, with Dirac and Weyl fermions
being the most prominent examples. The successful ma-
terial realizations of such topological semimetals and the
progressive understanding of the role of band topology in
physical properties have led to the discoveries of surface
Dirac cones [4], surface Fermi arcs [5], and the chiral
anomaly [6] and colossal photovoltaic effects [7], to name a
few.

A new addition to the class of topological semimetals
is the Kramers-Weyl semimetal [8]. Topological insulators
and semimetals are characterized by band crossings that
are protected by crystalline or time-reversal symmetries.

*Corresponding author: u32trc00@phys.ncku.edu.tw
†Corresponding author: nini@physics.ucla.edu

In nonmagnetic chiral crystals which have only pure rota-
tional symmetries, spin-orbit coupling (SOC) splits the doubly
degenerate bands everywhere except at the time-reversal in-
variant momenta (TRIMs), where the bands must remain
doubly degenerate according to Kramers’s theorem. These
crossings are characterized by a quantized chiral charge
and were thus termed Kramers-Weyl fermions [8]. NbGe2

was predicted to belong to this new class of Kramers-Weyl
semimetals. Additionally, studies dating back to the 1970s
found that it becomes superconducting (SC) at low temper-
atures, although the reported Tc ranged from 2 K in single
crystals to 16 K in sputtered films [9,10]. In noncentrosym-
metric superconductors (NCSs), the lack of an inversion
center and the presence of antisymmetric spin-orbit cou-
pling (ASOC) can lead to an admixture of spin-singlet and
spin-triplet states [11]. Previously discovered NCSs exhibit
a wide range of behaviors, with some showing evidence of
unconventional SC [12] and others being fully gapped s-wave
SCs [13]. The presence of nontrivial band topology cou-
pled with SC properties makes NbGe2 a candidate for chiral
topological SC.

In this paper, we present our results on the single-
crystal growth, thermodynamic, magnetotransport, and torque
measurements, as well as first-principles calculations for
NbGe2.
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FIG. 1. (a) The powder x-ray diffraction pattern of NbGe2. The
peaks with asterisks are due to impurities, most likely due to Ge
flux. The crystal structure and a picture of a single crystal against
a millimeter background are shown in the insets. (b) The resistivity
of a NbGe2 single crystal at 0 T. Inset: zoomed-in plot of the super-
conducting transition.

II. EXPERIMENTAL METHODS

Single crystals were grown using the self-flux method, with
Ge being the flux. Nb powder was mixed with Ge pieces at
a molar ratio of 6:94 and placed inside an alumina crucible
which was in turn placed in a Ta tube. The tube was evacuated
and filled with Ar gas before being sealed using an arc melter.
The growth ampoule was subsequently placed in a vertical
one-zone furnace that was flushed with Ar gas during the heat
treatment. The ampoule was then heated to 1400 ◦C for 2 h
and then slowly cooled to 900 ◦C at a rate of 3 ◦C/h. The
furnace was shut down at 900 ◦C and allowed to cool down to
room temperature. The alumina crucible was retrieved from
the Ta tube and then sealed in a quartz tube. The ampoule
was then placed into a preheated furnace at a temperature
of 960 ◦C for 30 min, followed by a decanting of the liquid
from the single crystals using a centrifuge. Small, but thick,
high-quality 3D single crystals were obtained, as shown in the
inset of Fig. 1.

Powder x-ray diffraction measurements were performed
using a PANalytical Empyrean (Cu Kα radiation) diffrac-
tometer. The specific heat measurements were performed
in a Quantum Design (QD) Dynacool physical property

measurement system (PPMS) with a maximum magnetic field
of 9 T. Magnetic susceptibility measurements were performed
in a QD vibrating-sample magnetometer magnetic property
measurement system (MPMS3). Magnetic torque and mag-
netotransport measurements were performed inside a QD
PPMS with a maximum magnetic field of 9 T. For the torque
measurements, a small piece cut from a single crystal was
mounted to the tip of a piezoresistive cantilever. The magnetic
torque was then inferred from the magnetoresistance of the
cantilever measured by a Wheatstone bridge, as the resistance
of the cantilever is very sensitive to the deformation caused
by torque. The electrical resistivity (ρxx) and Hall (ρyx) mea-
surements were performed using the six-probe technique. To
eliminate unwanted contributions from mixed transport chan-
nels, data were collected while sweeping the magnetic field
from −9 to 9 T. The data were then symmetrized to obtain
ρxx(B) using ρxx(B) = [ρxx(B) + ρxx(−B)]/2 and antisym-
metrized to get ρyx(B) using ρyx(B) = [ρyx(B) − ρyx(−B)]/2.
The sign of ρyx is chosen so that hole carriers lead to positive
ρyx. The magnetoresistance is defined as MR = [ρxx(B) −
ρxx(0)]/ρxx(B).

The electronic structure calculations were carried
out within the framework of density functional theory
(DFT) [14,15], with the projector augmented wave
pseudopotentials [16], as implemented in the Vienna
Ab initio Simulation Package (VASP) [17,18]. The
exchange-correlation effects were included within the
generalized gradient approximation with the Perdew-Burke-
Ernzerhof parametrization [19]. SOC effects were treated
self-consistently to incorporate relativistic effects. To perform
the electronic calculations, we used a plane-wave energy
cutoff of 300 eV, while the Brillouin zone (BZ) sampling
was done by a 21 × 21 × 11 �-centered k mesh [20]. Total
energies were converged to 10−6 eV in combination with
Gaussian-type broadening of 0.05 eV. The experimental
lattice parameters were used in all calculations, while the
ionic positions were relaxed until the residual force on
each atom was less than 10−3 eV/Å. The Fermi surface
calculation was done by employing a tight-binding model
obtained through the WASP2WANNIER90 interface [21],
and visualization of the Fermi surface was done using the
XCRYSDEN software.

III. EXPERIMENTAL RESULTS AND DISCUSSION

NbGe2 crystallizes in the CrSi2-type chiral noncentrosym-
metric hexagonal crystal structure with the space group
P6222, as shown in the inset of Fig. 1, where each Nb atom is
covalently bonded to six Ge atoms that lie on the vertices of a
hexagon in the ab plane and four Ge atoms out of plane. The
powder diffraction from crushed single crystals shows that our
NbGe2 can be well indexed by such a crystal structure [22].
Figure 1(b) presents the temperature-dependent resistivity of
NbGe2 from 300 to 2 K. The sample shows metallic be-
havior with a resistivity of 50 μ� cm at room temperature
and has a residual resistivity ratio (RRR), defined here as
ρ(300 K)/ρ(2.2 K), of 520. The high RRR and the sharp SC
transition, shown in the inset of Fig. 1(b), are indicative of the
high quality of the sample.
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FIG. 2. (a) The contour plot of the FFT frequencies as a function of angle. Three frequency branches can be distinguished, labeled α,
α′, and β. Strong spin splitting is observed for α and α′. The black dots correspond to the DFT-calculated frequencies. The inset shows
the measurement geometry. (b) The orbital-resolved electronic band structure of bulk NbGe2 with SOC. The blue and red dots indicate Nb
4d orbitals and Ge 4p orbitals, respectively. The red arrows denote the positions of Weyl points. (c) The Fermi surfaces in the full BZ of
NbGe2. The first three panels show holelike pockets, and the last panel shows an electron pocket. The extremal cross sections with oscillation
frequencies less than 500 T are labeled A, A′, B, C, and C′. From a comparison of dHvA and DFT, it is clear that the α, α′, and β branches
correspond to A, A′, and B, respectively.

A. Electronic structure revealed by quantum oscillations and
DFT calculations

De Haas–van Alphen (dHvA) oscillations were observed
in the magnetic torque, which is related to magnetization
through equation �τ = �M × �B. The frequency of the os-
cillations F is related to the extremal cross-sectional area
of the Fermi surface perpendicular to the applied magnetic
field through the equation F = h̄

2πe A. By rotating the sample
about a crystallographic axis in a magnetic field, the angle-
dependent dHvA frequencies can give us valuable information
about the extremal cross sectional areas and thus the fermiol-
ogy of a material.

Figure 2(a) shows a contour plot of the frequencies ob-
tained using a fast Fourier transform (FFT) as a function of
angle. The measurement geometry is shown in the inset, and
the data were collected at 5◦ intervals. Three branches of
dHvA frequencies FdHvA were observed, which we assigned
to three different Fermi pockets. The small difference in mag-
nitude and similar angular dependences of α and α′ suggest
spin splitting of the electronic structure caused by ASOC.
Since ASOC has the form of a Zeeman term but with a
fictitious magnetic field that is momentum dependent, it lifts
the twofold spin degeneracy in noncentrosymmetric materials,
resulting in a spin-split Fermi surface. This behavior has also
been observed in other noncentrosymmetric materials such as
VSi2 [23] but was too small to be discerned in the chiral Weyl
semimetal CoSi [24].

DFT calculations were performed to examine the fermi-
ology and compare the results with the experimental dHvA
data. The orbital-projected electronic band structure of NbGe2

obtained from DFT calculations along high-symmetry direc-
tions, with SOC taken into account, is shown in Fig. 2(b). The

different colors depict contributions from different orbitals
while the size of the dots shows the actual contribution. It
can be readily seen that several valence and conduction bands
cross the Fermi energy, suggesting a metallic-type behavior
with the major contributions to the band structure coming
from the hybridization of the Nb 4d and Ge 4p orbitals near
the Fermi energy. The band structure shows band splitting
due to the breaking of spatial inversion symmetry, except
at the TRIMs (�, M, A, and L) of the BZ. Our calculation
indicates that these gapless band crossings at the TRIMs
marked by the red arrows in Fig. 2(b) are the Kramers-Weyl
points, which is consistent with a recent publication [8]. The
Weyl point at high-symmetry point M (≈0.05 eV) is close
to the Fermi energy and is expected to contribute relativistic
electrons/holes near the Fermi level. Additionally, the band
structure at M (≈0.05 eV) and H (≈ −0.05 eV) features a
saddle-point-like dispersion near the Fermi level which even-
tually results in a Van Hove–type singularity in the density of
states at the Fermi energy, which may be responsible for the
observed SC.

The Fermi surface of NbGe2 is shown in Fig. 2(c). Of the
four Fermi pockets which comprise the Fermi surface, three
are hole-type ones (first three panels), and one is electron type
(fourth panel). With the magnetic field rotating away from
the [101] axis, we computed the frequencies FDFT associated
with the extremal cross-sectional areas for all Fermi pockets
and plot them in Fig. 2(a) as black dots. Excellent agreement
between FDFT and FdHvA is achieved in terms of both angular
dependence and magnitude. We circled the sections of the
Fermi pockets that correspond to FDFT and labeled them as
pockets A, A′, B, C, and C′, as shown in Fig. 2(c). The
α, α′, and β branches correspond to sheets A, A′, and B,
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FIG. 3. Fβ branch: (a) 	τ , obtained after subtracting a polyno-
mial background, as a function of 1/B for temperatures up to 3.2 K.
(b) The FFT plot of 	τ , revealing one frequency at Fβ = 257 T. (c) A
fit of the amplitude at a fixed magnetic field of 8.8 T to obtain the
effective mass associated with the orbit. (d) Data at 1.8 K (black line)
with the LK fit (red line).

respectively. A and A′ are centered around the M Weyl point,
and B is near the trivial H point.

We noticed that the frequency branches associated with
Fermi pockets C and C′ are missing from the experiment.
This is, however, common. In NbAs2, for example, despite
the excellent agreement between DFT and experiment, a small
frequency branch is completely absent from the observed
quantum oscillations [25]. If we increase the EF by 25 meV
to examine whether better agreement is possible, pockets C
and C′ become much larger and disappear from the frequency
range shown in Fig. 2(a), but the sizes of F A

DFT and F A′
DFT

become half of the experimental values. It is worth noting that
in both cases α, α′, and β correspond to pockets A, A′, and B.

B. Berry phases revealed by dHvA oscillations

In order to experimentally investigate the topology of each
Fermi pocket, we rotated the sample in such a way to observe
only the frequencies associated with that pocket. Figure 3(a)
shows the oscillations in torque as a function of 1/B after the
subtraction of a polynomial background. At an angle close to
≈135◦ in Fig. 2(a), the FFT of the oscillations shows that only
one frequency, Fβ = 257 T, is present [Fig. 3(b)].

The amplitude of the quantum oscillations can be described
by the Lifshitz-Kosevich (LK) formalism. For magnetic
torque measurements, the sum of the quantum oscillations

from all extremal orbits can be calculated by [26]

	τ ∝ ±
iB
3/2RT RDRS sin

[
2π

(
Fi

B
+ φi

)]
. (1)

The choice of ± depends on details of the Fermi sur-
face. RT represents the thermal damping factor, which is
a finite-temperature correction to the Fermi-Dirac distri-
bution. It dominates the temperature dependence of the
oscillation amplitude and is given by the equation RT =
αT μ/[Bsinh(αT μ/B)], where the constant α is equal to
14.69 T/K and μ is the ratio between the cyclotron effective
mass m∗ and the free-electron mass me. RD = exp(−αTDμ/B)
is the so-called Dingle damping factor, which is related to
the quantum lifetime through the equation τq = h̄/(2πkBTD).
RS = cos(πgμ/2) is the spin damping factor, which accounts
for the interference between two oscillations from spin-split
Landau levels. The phase factor φi in Eq. (1) is of particular
importance because it contains information about the Berry
phase of the material. It is equal to −(1/2 − φB/2π ) + δ,
where φB is the Berry phase and δ is a phase factor that is
determined by the dimensionality and curvature of the Fermi
surface perpendicular to the magnetic field. Materials with a
φB of zero or 2π are topologically trivial, while those with
a φB of π have nontrivial topology. For a two-dimensional
Fermi surface δ = 0, for a 3D Fermi surface δ takes the values
1/8 for holes and −1/8 for electrons at a maximum cross
section of the Fermi surface, while it is 1/8 for electrons and
−1/8 for holes at a minimum cross section [27].

As shown in Fig. 3(a), the amplitude of the oscillations
decays rapidly with temperature, suggesting that this pocket
is associated with a relatively sizable effective mass. Indeed,
using the expression for the thermal damping factor RT , a
fit of the amplitude at a fixed field of 8.8 T as a function of
temperature results in the value m∗ = 1.21(5)me, as shown in
Fig. 3(c). Figure 3(d) shows a fit of the oscillation pattern to
the LK formula with a frequency of 257 T.

Next, we investigated the topological character of the spin-
split A and A′ pockets. Figure 4(a) shows the FFT spectrum
of the oscillations obtained when the magnetic field was ap-
plied at an angle corresponding to ≈70◦ in Fig. 2(a). At this
angle, the effect of spin splitting can be seen very clearly
without contamination from the β frequency. Figure 4(b)
shows the temperature dependence of the FFT amplitudes
of these two oscillation peaks. An effective field 1/Beff =
(1/B1 + 1/B2)/2 with B1 = 9 T and B2 = 2.5 T, the limits
of the FFT we performed, was used to fit RT . The effective
masses associated with frequencies α and α′ were 0.21(1)me

and 0.24(1)me, respectively. These effective masses are much
smaller than 1.21me but still larger than those in the topologi-
cal semimetal Cd3As2 [28,29]. Figures 4(c)–4(e) show the fits
to the LK formula in order to determine the Berry phases and
quantum mobilities associated with these pockets. Since the
oscillations are made up of two frequencies, we used a version
of Eq. (1) with two components. We examined three different
cases: that they are characterized by different phase factors
and Dingle temperatures [Fig. 4(c)], that they have the same
phase factors [Fig. 4(d)], and that they have the same Dingle
temperatures [Fig. 4(e)]. All expressions seem to fit the data
very well, and the phase factors derived from all three fits are
quite robust with very similar values. However, since A and
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A′ are very similar [Fig. 2(c)], we believe that they should be
characterized by the same Dingle temperatures; therefore, the
values obtained in Fig. 4(e) were used.

Table I summarizes the obtained quantum lifetimes τq,
quantum mobilities μq, and Berry phases φB. It is unclear if
the positive or negative sign should be used in Eq. (1), so both

situations are considered. Since all three Fermi pockets are
hole pockets and the data we analyzed were collected near the
minima of the extremal cross sections, δ = −1/8 was used in
the calculation of the Berry phases.

A trivial Berry phase was expected for the β branch since
Fermi pocket B is near the trivial H point. We therefore
believe that the negative sign, which results in a trivial Berry
phase of 0.3(1)π , should be used. On the other hand, regard-
less of the choice of sign, the Berry phases calculated for
the α and α′ pockets do not allow us to conclude whether
they are trivial or not. Interestingly, in a quantum oscillations
study of CoSi, despite a long Fermi arc surface state being
observed in angle-resolved photoemission spectroscopy mea-
surements [30], a trivial Berry phase was observed for the
electron pockets at the Kramers-Weyl point [24] because the
linear dispersion region was too far from the Fermi level.

C. Quasilinear magnetoresistance arising
from open Fermi surfaces

The normal-state field-dependent MR, which was mea-
sured with H‖[101], is shown in Figs. 5(a) and 5(b). It is
quasilinear and quite high at low temperatures, exceeding
1000% at 2.4 K and 9 T, but decays quickly with increasing
temperature. At 100 K, the highest temperature measured,
the MR becomes quadratic and reaches only 1% at 9 T. The
field-dependent Hall resistivity is shown in Fig. 5(c) for a few
temperatures. The Hall resistivity is nonlinear, in agreement
with the prediction that both hole and electron pockets are
present at the Fermi level. Two-band model fitting did not
work for this case due to the linear MR. To get a rough
estimate of the carrier concentration, a linear fit of the Hall
resistivity at 4 K gives a value of 1.27 × 1022 cm−3. Theoreti-
cal models for linear MR have been established for low carrier
density semimetals with linear dispersions in their ultraquan-
tum limit [31], which is clearly not the case here since 9 T
is too low for NbGe2 to enter this limit. Linear MR has also
been proposed to be a result of the topological protection from
backscattering being lifted by the applied magnetic field [28],
mobility fluctuations [29], or the formation of open orbits on
their Fermi surface [32].

To understand the possible cause of the linear MR, a the-
oretical analysis was performed. To obtain the conductivity
tensor we solved the Boltzmann transport equation within
the relaxation time approximation [33], as implemented in
the WANNIERTOOL code suit [34,35]. The main equation of
interest is

σ
(n)
i j (B) = e2

4π3

∫
dkτnvn(k)vn(k)

(
−∂ f

∂ε

)
ε=εn (k)

, (2)

where n is the band index, e is electronic charge, f is Fermi-
Dirac distribution, vn(k) is the velocity obtained from the
gradient of the band energy, and vn(k) is the velocity averaged
over the past time of the charge carrier, given by

vn(k) =
∫ 0

−∞

dt

τn
e

t
τn vn(k(t )). (3)
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TABLE I. Effective masses, Dingle temperatures, quantum lifetimes and mobilities, and Berry phases for pockets α, α′, and β.

F (T) m/me TD (K) τq (ps) μq (cm2/V s) Sign φi φB

+ 0.06(6) 1.4(1)π
α 122 0.21 1.2 1.0 8500 − 0.56(6) 0.4(1)π

+ 0.08(9) 1.4(2)π
α′ 146 0.24 1.2 1.0 7400 − 0.58(9) 0.4(2)π

+ 0.04(4) 1.3(1)π
β 257 1.21 0.48 2.5 3700 − 0.53(4) 0.3(1)π

The evolution of kn(t ) is caused by the orbital motion of
charge carrier in the external magnetic field, given by

dkn(t )

dt
= − e

h̄
vn(k(t )) × B. (4)

The relaxation time for different bands τn is assumed
to be independent of momentum, and within the relaxation
time approximation we have neglected the interband scat-
tering events. Once the conductivity tensor σ̂ was obtained,
we calculated the resistivity using the equation ρ̂ = σ̂−1. As
shown in Fig. 5(d), we can, indeed, see linear MR at low
temperatures and quadratic MR at high temperatures. This
calculation did not take into account SOC or a complicated
anomalous velocity that could result from the Berry curvature
and considered only Fermi surface effects. The agreement
with our experimental results suggests that the observed linear
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ity at various temperatures. (d) The calculated MR at 20 and 100 K
with offset. The calculation was done by solving the Boltzmann
transport equation within the relaxation time approximation.

MR might simply arise from Fermi surface effects and is most
likely due to the presence of open Fermi surfaces.

D. Type-I superconductivity with a full gap

The superconducting properties of NbGe2 were studied
using specific heat, magnetization, and resistivity measure-
ments. The inset of Fig. 6(a) shows the low-temperature
Cp/T versus T 2, with the red line corresponding to a fit
of the normal-state data to the equation Cp = Cel + Cph =
γnT + βT 3, which results in a Sommerfeld coefficient γn =
6.34 mJ/mol K−2 and β = 0.05 mJ/mol K−4. The size of
the peak indicates that NbGe2 is a bulk superconductor, and
the sharpness of the transition highlights the excellent degree
of crystallinity of our sample. The Debye temperature can be
calculated from the equation �D = (12π4nR/5β )1/3, where
n is the number of atoms in the unit cell. For NbGe2 n =
3, and thus, our estimate of �D is 485 K. To estimate the
electron-phonon coupling constant λep, we used the McMillan
formula [36]

λep = 1.04 + μ∗ln
(

�D
1.45TC

)
(1 − 0.62μ∗)ln

(
�D

1.45TC

) − 1.04
. (5)

Using our values for �D and Tc and using μ∗ = 0.13,
a common value for intermetallic superconductors [37], we
estimated λep to be 0.47, suggesting weak coupling in the SC
state of NbGe2. Figure 6(a) shows the electronic heat capacity
divided by γnTc as a function of the reduced temperature
T/Tc. 	Cel/γn Tc was estimated to be ≈1.36, very close to
the BCS value of 1.43. The prediction of the single-band α

model [38], for α = αBCS, is shown as a pink dashed line. The
excellent agreement in the entire temperature range indicates
that NbGe2 is a fully gapped weak-coupling SC.

The hysteresis curve at 0.5 K [Fig. 6(b)] shows a typical
type-II SC behavior [39]. However, the specific heat mea-
surements under magnetic field presented in Fig. 6(c) provide
strong evidence of type-I SC since the application of a mag-
netic field causes a sudden jump in the specific heat and thus
a large latent heat even at 1.2 mT. This suggests a first-order
phase transition under field, typical of type-I SCs [40,41]. To
resolve this controversy, we measured several magnetization
isotherms from 0.5 to 1.6 K with H ⊥ [111], as shown in
Fig. 6(d), and found type-II to type-I crossover behavior upon
warming. This is consistent with the data shown in Fig. 6(c),
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FIG. 6. (a) A comparison of the electronic part of the specific
heat Cel/γnTc to the predictions of the BCS model. Inset: Cp/T as
a function of T 2, with a fit to Cp/T = γ + βT 2. (b) M-H loop at
0.5 K. (c) Specific heat with H‖[111] at various fields. (d) Magnetic
isotherms with H ⊥ [111] at several temperatures. (e) Resistivity
under various fields with H‖[101]. The dashed line indicates where
ρ has decreased to 50% of its value since the onset of the transition
and was used to determine Tc at each field. (f) H -T phase diagram,
with values determined from specific heat, magnetic susceptibility,
and resistivity measurements. The purple line corresponds to a fit to
the expression Hc(T ) = Hc(0)[1 − (T/Tc )2].

where the latent heat was observed only above 1.5 K, suggest-
ing type-I SC above 1.5 K and type-II SC below 1.5 K.

The H-T phase diagram is presented in Fig. 6(f) using
data from all three types of measurements. The thermody-
namic critical fields extracted from magnetization and specific
heat can be fit to the BCS expression Hc(T ) = Hc(0)[1 −
(T/Tc)2], resulting in the value Hc(0) = 30.9(5) mT. How-
ever, the critical fields we obtained using resistivity data show
distinct behavior [Fig. 6(e)]. Although a different field di-
rection was used, above 1.3 K, all critical fields are in good
agreement, suggesting isotropic superconductivity. Below
1.3 K, however, the critical fields extracted from resistivity
measurements show a steep upturn leading to an extrapo-
lated Hc(0) around 10 times greater than that obtained from
the other two measurements. To ensure that this upturn is
not associated with the [101] direction, we also measured
specific heat with H‖[101]. The critical fields obtained from

FIG. 7. (a) The electron-phonon coupling weighted phonon band
structure of NbGe2. The size and color of each marker denotes the
mode and wave-vector-resolved electron-phonon coupling. The color
bar denotes the value of the electron-phonon coupling.

this measurement are in good agreement with those extracted
from the rest of the specific heat and magnetization measure-
ments and show no upturn of Hc. The fact that this upturn is
missing from the specific heat and magnetization data could
indicate the presence of filamentary superconductivity. It has
also been observed in other NCSs, such as AuBe, LaRhSi3,
and BiPd [42–44]. The nontrivial band topology that has
been proposed by DFT calculations for NbGe2, AuBe, and
BiPd raises the question of whether the upturn of Hc could
be related to nontrivial topology. Could it be indicative of
the topological surface superconductivity which arises from
the proximity effect of bulk superconductivity and surface
topological electrons, like the one proposed in FeTe1−xSex

(x = 0.45) and PbTaSe2 [45,46]? Further theoretical work is
necessary to address this interesting and apparently common
behavior in NCSs.

To understand the possible origin and nature of the su-
perconductivity in NbGe2, we calculated the phonon mode
and wave-vector-resolved electron-phonon coupling using the
EPW code [47,48],

λqν = γqν

πN (εF)ω2
qν

, (6)

where q is the wave vector, ν is the phonon branch index,
N (εF) is the electron density at the Fermi energy εF, and ωqν is
the phonon frequency. The phonon linewidth (imaginary part
of the phonon self-energy) γqν was obtained from

γqν = 2πωqν

∑
nm

∫
BZ

dk
�BZ

|gmn,ν (k, q)|2

× δ(εnk − εF)δ(εmk+q − εF), (7)

where gmn,ν (k, q) is the electron-phonon matrix element and
m, n are the electronic band indices. The phonon mode and
wave-vector-resolved electron-phonon coupling for NbGe2

are shown in Fig. 7, where the size and color of the points
depict the weight of the electron-phonon coupling. We found
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that the modes near the high-symmetry point � along the
�-A direction have the highest contributions. We have fur-
ther calculated the total electron-phonon coupling from the
BZ average of the mode-resolved electron-phonon coupling
by using λeq = ∑

qν wqνλqν . Our calculation results in λep =
0.67, which is 30% larger than 0.47, the experimentally ob-
tained value. To estimate Tc, we used the value of λep = 0.67
with the Allen-Dynes formula

Tc = ωlog

1.2
exp

[ −1.04(1 + λep)

λep(1 − 0.62μ∗) − μ∗

]
. (8)

For a screened Coulomb interaction parameter of μ∗ = 0.13
or 0.16, Tc is estimated to be ≈5.4 and 3.8 K, respectively,
comparable to the experimental value. This suggests that the
SC in NbGe2 is, indeed, electron-phonon mediated.

IV. CONCLUSION

In summary, we have investigated the fermiology, magne-
totransport, and SC properties in the chiral SC NbGe2. The
angular dependence and magnitude of the quantum oscilla-
tions are in excellent agreement with the DFT calculations,
suggesting that the observed frequencies β and α/α′ are asso-
ciated with the hole Fermi pockets centered near the trivial H
point and the Weyl M point, respectively. An analysis of the
quantum oscillations suggests a trivial Berry phase for β and
Berry phases close to 0.4 π for α and α′, most likely because

the Fermi level is located 0.05 eV away from the Kramers-
Weyl node, where only a small linear dispersion region exists.
We attribute the observed electron-phonon mediated SC to
the Van Hove singularity arising from the saddle-point-like
dispersion at the M and H points near the Fermi level.

Note added. Recently, we became aware of a publication
on the superconducting properties of NbGe2 [49] which are
consistent with our results. That publication, however, did not
contain the presentation and analysis of either the fermiology
or the magnetotransport in NbGe2.
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