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Mean-field study of the Bose-Hubbard model in the Penrose lattice
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We examine the Bose-Hubbard model in the Penrose lattice based on inhomogeneous mean-field theory.
Since the averaged coordination number in the Penrose lattice is four, the mean-field phase diagram consisting
of the Mott insulator (MI) and superfluid (SF) phase is similar to that of the square lattice. However, the spatial
distribution of the Bose condensate in the SF phase is significantly different from uniform distribution in the
square lattice. We find a fractal structure in its distribution near the MI-SF phase boundary. The emergence of
the fractal structure is a consequence of the cooperative effect between quasiperiodicity in the Penrose lattice

and criticality at the phase transition.
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I. INTRODUCTION

Quasicrystals have aperiodic structure different from fully
disordered ones. Although translational symmetry is absent,
the presence of sharp spots in Bragg reflection indicates long-
range order [1,2]. Quasicrystals can be realized even in bilayer
graphene [3] and photonic lattices [4]. In addition to vari-
ous characteristics due to aperiodicity [5,6], recent findings
expand the field of quasicrystal to include superconductivity
[7-10], quantum criticality [11,12], and topology [13—-17]. In
general, self-similarity in quasicrystals dictates fractal struc-
ture in wave functions and phase diagrams [18,19]. This
characteristic is justified by the presence of the inflation and
deflation rules to construct quasicrystals [20].

One of the well-known two-dimensional quasicrystals is
the so-called Penrose lattice [21,22]. One can construct the
lattice using inflation, projection, or multigrade rules. The
Penrose lattice has been studied intensively [23-32] and its
structure dictates thermodynamically degenerate states in the
energy spectrum [33,34].

Ultracold gases in optical lattices provide us an ideal
playground of strong correlation [35] and also quasicrys-
tals [36—41], which allows us to investigate the interplay
of strong correlation and aperiodicity. A typical strongly
correlated system in an optical lattice is the Bose-Hubbard
model, where a phase transition between the Mott insulator
(M) to superfluid (SF) phase appears [42,43] as experi-
mentally observed [44,45]. The Bose-Hubbard model is also
used to describe the effective low-energy theory of super-
conducting films and arrays of Josephson junctions [46—48].
Recent achievements in establishing an eightfold rotationally
symmetric optical lattice attract attention [49] in connection
with theoretical investigation of an extended Bose-Hubbard
with quasicrystalline confined potential [50], where sponta-
neous breaking of underlying eightfold symmetry is observed.
However, the effect of aperiodicity in the Bose-Hubbard
model is not yet fully understood both theoretically and
experimentally.
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In this paper, we investigate the phase diagram of the Bose-
Hubbard model in the Penrose lattice. We use a self-consistent
mean-field theory and find that the distribution of Bose con-
densate in the Penrose lattice exhibits a fractal structure near
the MI-SF boundary. We attribute the appearance of the fractal
structure to a consequence of the divergence of correlation
length seen in any phase transition. Therefore, the fractal
structure is a common signature of continuous phase transition
in quasiperiodic systems.

The arrangement of this paper is as follows. In Sec. II,
we describe our Bose-Hubbard model on the Penrose lattice
and mean-field treatment. The classification of lattice sites
(vertices) is also introduced. In Sec. III, we discuss the result
of phase diagram, local SF amplitude, and a critical behavior
of several quantities. A fractal structure near the phase tran-
sition in the perpendicular space in the Penrose lattice is also
discussed. Finally, a summary is given in Sec. I'V.

II. MODEL AND METHOD

The Hamiltonian of the single-band Bose-Hubbard model
is defined by

ALA
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where b; and b are annihilation and creation operators of
bosons at site i and the number operator 71; = l;flgl We refer
the site to vertex, which is denoted by circles in Fig. 1(a). The
summation (i, j) represents all pairs of vertices that form a
link in the Penrose lattice shown as short bar connecting two
vertices in Fig. 1(a). J, u, and U in Eq. (1) are the hopping
energy of boson, the chemical potential, and on-site Coulomb
interaction, respectively. We note that hopping processes
with the shortest intervertex distance, for example, hopping
between numbers 8 and 9 in Fig. 1(a), are not included in
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FIG. 1. (a) Part of Penrose lattice. The number and color in each
vertex indicate the index « of vertices among 27 different kinds of
vertices. (b) Perpendicular space of Penrose lattice for Z =1 and
(c) that for Z = 2. The number is the same as (a). Different colors in
(b) and (c) distinguish different sections in perpendicular space.

Eq.(1). This exclusion guarantees bipartite properties of this
Penrose lattice.

Because of the presence of the hopping term in Eq. (1),
the exact solution is inaccessible. Therefore, we use a mean-
field technique and decouple the hopping term using local SF

amplitude (b;). The resulting mean-field Hamiltonian is given
by HMF = Zi H,' + E() with

. U
H; = —J(¥;bi + He.) — u; + Eﬁi(ﬁi -, @

where ¥; = > ;(bj) with summation over vertexes connected

to the vertex i by alink and Eg = J ) «p;(é,-).

To obtain a self-consistent solution of Eq. (2) in the local
Hilbert space containing maximally 7, bosons, we start with
an initial ¥; and then calculate (#;) and (b;) using the ground-
state wave function for each vertex. We continue updating
Y; until the convergence of (7;) and (Ei) is obtained within
a certain tolerance (10~° in our case). This self-consistent

procedure gives rise to site-dependent distribution of (7;) and

N

(b;) on the Penrose lattice. This technique is sometimes called
inhomogeneous mean-field theory [51,52], which gives equiv-
alent results with variational Gutzwiiler method [53-60]. We
note that this self-consistent procedure gives moderately con-
sistent results compared by quantum Monte Carlo simulations
in determining the phase diagram of the Bose-Hubbard model
with nearest neighbor repulsion interaction [61].

We take ny, = 7. Within our mean-field theory, we gener-
ally find the MI and SF phases in the Bose-Hubbard model. In
the MI phase, all sites have equal integer number of bosons
and thus (b;) = 0. On the other hand, (b;) is nonzero for
the SF phase. In our method, we find order parameters on
all vertices. Therefore, we can check the existence of exotic
states like Bose-glass, supersolid, and density-wave phases.
We did not see these phases in our model. This is reasonable
because the Bose glass usually needs any disorders and a
lack of intervertex interactions in our model should make the
supersolid and density wave unstable [52,57,62]. To minimize
the boundary effects, we apply periodic boundary conditions
(PBC) in an approximant of Penrose lattice containing N =
167761 vertices (for details, see the Appendix) [63-65].

In the Penrose lattice, a classification of vertices based
on local environment is useful. For this classification, we
first label vertices with their coordination number M, i.e., the
number of different paths using one link from a given vertex.
This is shown in Figs. 2(a) and 2(b) by numbers on vertices
of Penrose lattice. We can find that M € {3, 4, 5, 6, 7}. There-
fore, all vertices can be classified into five different classes
using their coordination number. Next, we define m,(fll as the
number of one-linked path (k = 1) connecting from a given
vertex to vertices labeled with [ € {3, 4, 5, 6, 7}. For instance,
consider central vertex highlighted by a blue disk in Fig. 2(a).
It is easy to check that there are (is) six vertices (one vertex)
labeled with 3 (5) connected by one link from the central
vertex, which are highlighted by blue color for both links and
vertices in Fig. 2(b). Using a set of mgl), we can subdivide
vertices of the same coordination number M. For this propose,
we relabel all vertices with

3 @4 (5 (6) (@)
(ml s Iy, My my T, my )’

leading to 14 kinds of vertices with different sets of m?):

0,0,3,0,0), (0,1,1,1,0), (0,1,1,0,1), (0,0,2,1,0),
0,0,2,0,1), (2,0,2,0,0), (5,0,0,0,0), (4,0,1,0,0),
4,0,0,1,0), (3,1,0,1,0), (2,2,0,0,1), (0,0,5,0,0),
(3,0,3,0,0), (6,0,1,0,0).

3

For instance, the central vertex labeled with 7 (M = 7) in
Fig. 2(b) is relabeled with (6,0,1,0,0), and the M = 5 vertex
located the left hand side of the M = 7 vertex is relabeled with
(2,2,0,0,1). Other sets of mﬁl) not listed in Eq. (3) are absent
in the Penrose lattice. Note that different sets of m(ll)
different local environments obtained by only one link.

We can further subdivide vertices by using longer paths.
For this, let us consider paths from a given vertex using two
links. We define m,(f;z as the number of the two-link paths
that connect the given vertex to vertices with coordination
number M = [. As an example, we show in Fig. 2(c) all 23
paths obtained by using two links from the central vertex with

mean
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FIG. 2. (a) Part of Penrose lattice. Vertices are labeled with coor-
dination number M. The central site with M = 7 is shown by a blue
disk. (b) The same as (a) but all one-link paths and their end vertices
from the central M = 7 vertex are highlighted with blue bars and
disks. (c) All possible two-link paths from the central M = 7 vertex.
There are 23 panels. The two links are denoted by blue bars. The red
and green dots indicate the central vertex and vertex accessed by the
one link, respectively. The number on vertices accessed by the two
links indicates the coordination number on the vertices. Panels in two
rows from the bottom represent the cases where the two links are the
same, i.e., the starting vertex and the end vertex are the same.

M =7 in Fig. 2(a). Then we can introduce labeling using both

O] O]
my_, and m; _,,

3) @ (5 (6) (@) 3 @) (5) ©) (7
(ml STy T My Ty Iy, My, My, Ty T, T )

For instance, using Fig. 2(b) for m,((]il and Fig. 2(c) for m,(fiz,
we can label the central vertex with M = 7 in Fig. 2(a) with
(6,0,1,0,0,2,4,10,0,7). Performing this procedure for all ver-
tices in the supercell of Penrose approximant with PBC, we
find that there are 27 kinds of vertices with different sets of

m,(fil and m,(cl:)2 by which almost the whole system is covered.

This means that there are 27 types of vertices when we focus
on two-link paths. These 27 sets of m,l( < are listed in Table I,
where we define a(=1,2,...,27) to label different sets.
The coordination number of each set, M, is presented in the
second row of Table I, while mﬁk) are shown in the third to
seventh rows. It is easy to check that there is only 14 different
sets for m,l{:1 in Table I as in Eq. (3). Vertex configuration
using two-link paths, m,((liz is given in the eighth—12th rows of
Table 1. We note that, in our approximant periodic lattice with
N = 167761 vertices, there are vertices that do not belong to
the 27 types around defects, but we can ignore them since the
total number of the defects is just 2.

Even for longer paths using more than two links, we can
also define m,({” for k > 2. Using these m,((l), we further classify
vertices with different types. We call the number of distinct
vertices for a given k the number of classes (NoC). For ex-
ample, NoC is equal to 5, 14, and 27 for k =0, 1, and 2,
respectively. Note that NoC = 5 for k = 0 corresponds to
the five sets of the coordination number M. We draw a small
portion of Penrose lattice in Fig. 1(a), where each vertex
has an index a(= 1, 2, - - - , 27) and color indicating its class
obtained for k = 2. We can increase k as many as possible.
We find NoC o k'3 in the large k region (discussed below).
We will come back to this point later.

Vertex coordinates in the Penrose lattice can be found by
using the cut and projection method from five-dimensional
hypercubic lattice [28] (see the Appendix for more details). In
this method, we first distinguish two-dimensional real space
accommodating the Penrose lattice and three-dimensional
complementary space perpendicular to the real space. The
orthonormal unit vectors of these spaces are on the skew with
respect to the primitive vectors of five-dimensional hypercu-
bic lattice. With an appropriate skew, we can find every vertex
of the Penrose lattice in projected vertices of the hypercubic
lattice into the real space, while improper vertices are also
included. To eliminate these improper vertices, we use the
perpendicular space as follows. Before projecting a vertex
into the real space, we consider projection of the vertex into
the perpendicular space. If the projected vertex is not located
inside a specific rhombic icosahedron defined in the perpen-
dicular space (see the Appendix for the exact definition),
we exclude the vertex from the five-dimensional hypercubic
lattice. In this manner, we can eliminate the improper vertices
in advance. Therefore, every proper vertex corresponding to
the Penrose lattice is located inside the rhombic icosahedron
when we project it into the perpendicular space.

Interestingly, the projected vertices into the perpendicular
space are located on only four pentagonal planes in the thom-
bic icosahedron, which we label with Z = 1, 2, 3, 4 along the
axis perpendicular to the planes [see Figs. 1(b) and 1(c) for
Z =1 and 2, respectively]. Furthermore, the perpendicular
space, namely the four pentagons, can help us to classify the
vertices in the same manner explained above, i.e., the set of
m,(f) as local environments of the vertices. We can divide per-
pendicular space into symmetric sections, where each section
represents vertices with a similar local environment or equiv-
alently m,((l). Therefore, one notices the index « in Fig. 1(a)
mapped to different sections in the perpendicular space [see
Figs. 1(b) and 1(c)]. We note that Penrose lattice’s bipartite
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TABLEI. Link configuration of distinct vertices in Penrose lattice. Listed are index « determined in the present work, coordination number,
M, the number of vertices having / links, to which one can access using k links, m,((l) (1=3,4,5,6,7).

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
M 3 3 33 3 3 3 3 3 3 3 4 4 4 5 5 5 5 5 5 5 5 5 5 5 6 7
m» 00 00 0 0 0O 0 O 0O O 2 2 2 5 5 5 4 4 4 4 4 3 2 0 3 6
m» o 0 011 1 0 0 0 0 0O O O 0 0 0O 0 0 0 0O 0 0 1 2 0 0 0
m» 3 3 31 1 1 2 2 2 2 2 2 2 2 0 0 0 1 1 1 1 0 0 0 5 3 1
m® 0 0 01 0 0 1 0 0 0 0O 0O 0O 0 0 0O 0O 0O 0 0 0O I 1 0 0 0 0
m” 0o o001 1 0 1 1 1 1 0 0 0 0 0 0O 0 0O O O O O I 0 0 O
mP 11 10 9 9 12 12 11 15 14 14 13 6 5 4 0 0 0 0 0 0O O 3 5 10 20 10 2
mP 2 3 40 0 0 0 0O O 1 1 4 5 6 0 0 0 2 2 2 0 2 0 0 0 4 4
mP» 0 0 06 4 3 5 2 3 1 1 2 2 2 15 13 11 11 11 11 13 9 12 11 5 4 10
m® 2 100 0 1 0 O O 1 2 4 2 0 0 0 0 4 2 0 0 0 0 0 6 0
m”? 0 1 20 0 0 0 0 0O 0 O 0 2 4 0 4 0 0

property leads to Z =1, 3, and Z = 2, 4 belong to different
subsystems, though the same « is shared among them.

II1. RESULTS

We first examine the phase diagram of the Bose-Hubbard
model on the Penrose lattice. From the calculation of two or-
der parameters per vertex, (#;) and (b;), for the Bose-Hubbard
model without disorder and/or inter-site interaction, we ex-
pect two phases: one is MI with (l;i) =0and (7;) = ng (ng =
1,2, - - -, corresponding to bosonic occupation number at each
vertex), and the other is SF with (b;) # 0. In fact, we find
none of Bose-glass, density wave, and supersolid phases in
the phase diagram. Figure 3 shows the phase diagram, where
we find MI phases denoted by MlIn, and SF. Since averaged
coordination number in the Penrose lattice is 7 = 4, which
is the same as the coordination number z = 4 in the square
lattice, the phase boundary between MI and SF is expected
to be similar to that of the square lattice. This is the case as
shown by the dashed orange curve along MI lobes in Fig. 3,
which is the mean-field phase boundary for the square lattice
given analytically [66,67] by

2 2
C 1 + %

, “

where s = round(u/U + 1/2). The similarity indicates small
effect of aperiodicity on the phase boundary.

In the SF phase of square lattice, the local SF amplitude
(B,-) is uniform, i.e., independent of i, for any region in the
phase diagram. On the other hand, nonuniform distribution of
(b;) in the Penrose lattice is easily expected from the presence
of different types of vertices as shown in Fig. 1(a). Then, an
arising question is how its nonuniform distribution changes
in the phase diagram. To see this, we define an o-dependent
average of (b;) as by = N(;l Zieau}i), where N, is the num-
ber of a-type vertex in the whole lattice. This quantity can
distinguish the 27 classes of vertices. However, each class
should have further internal structure coming from possible
extension of NoC for k > 3. To recognize this structure, we

also define a mean deviation of local SF amplitude distribution
as 8by, = \/N(;l > ica ((bi) — By).

With approaching phase transition from the SF side, the
average value of local SF amplitude, b = ) _;(b;)/N with N =
Za N,, reduces its value toward zero as shown in the inset

of Fig. 4(a). At the same time, both by and 8b, become
smaller. Therefore, we use §b, /b to evaluate the magnitude

3.5;
3.0%
2.5;
5 2.0}
T 15
1.0
0.5

0.0¢
0.0

0.05

0.10
zJU

NoG
1 100 8000

0.15

FIG. 3. Phase diagram of the Bose-Hubbard model on the Pen-
rose lattice. The white area with the shape of lobes corresponds
to the MI phase with ry bosons in all vertices, denoted by Mlng
(ng =1,2,---). In the SF phase, the number of gap (NoG) for a
threshold value of 107 defined in the text is plotted with color scale.
The analytical MI-SF mean-field phase boundary for the square
lattice in Eq. (4) is plotted by the orange dashed curve.
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FIG. 4. (a) Averaged order parameters b,/b and mean devia-
tion 8b, /b as a function of zJ/U along the horizontal dotted line
(u/U = 0.8) in Fig. 3. The colored curves represent b, /b. The bars
centered at each curve represent 8b,, /b. The color scheme is the same
as Fig. 1(a) and the number denoted at the right-hand side indicates
each class o as shown in Fig. 1(a). Inset shows averaged order
parameter b. (b) Log-log plot of the number of gaps (NoG) defined in
the text as a function of Z(J — J.)/U along the horizontal dotted line
in Fig. 3. The brown, purple, blue, and red circles represent NoG for
threshold values of 107°,5 x 107%,107°, 5 x 1077, respectively. The
lines represent fitting function denoted by the corresponding color,
where x = z(J — J,.)/U. (c) Log-log plot of the number of classes
(NoC) as a function of the number of links k. The blue line represents
a fitting function shown in the figure.

of the mean deviation of 8b,. Note that the larger 8b, /b is, the
deeper the internal structure is.

In Fig. 4(a), we plot b, /b and 8b, /b as a function of zJ/U
along the horizontal dotted line (/U = 0.8) in Fig. 3. We
note that 8b,/b is denoted by the length of bars for each
by /b. At large zJ/U far from the phase boundary, b, /b is
tend to be grouped accompanied by negligibly small 85, /b.
In the limit of ZJ/U — oo, b, /b is grouped into five classes
equivalent to the coordination number, i.e., NoC for k = 1.
This means that, if correlation effect is small, the coordination
number controls physical properties as expected. On the other
hand, with approaching zJ/U to the phase boundary, the mean
deviation 8b, /b becomes large. This means that the number of
distinct vertices with different local SF amplitudes increases
with approaching the boundary. In other words, long-distant

correlation becomes important to obtain critical behaviors
near the phase transition.

To make critical behaviors visible, we introduce a new
quantity that can characterize distinct number of vertices
more than 27. We use (b;) itself for this purpose, and try
to find how many distinct values exist with approaching to
the phase boundary. For distinguishing different value of
local SF amplitude, we (i) make shifting and scaling for
(lA)i) to be located within [0,1]. This is done by evaluating
({bi) — min[{(b;)})/(max[{{b;)}] — min[{(b;}}]), where min
and max denote minimum and maximum among all values
of local SF amplitude, respectively. Then, we (ii) sort the
scaled (l;i) from O to 1, (iii) calculate the difference of (l;i>
between i and i + 1 from i = 1to i =N — 1, and (iv) count
the number of the difference (gap) whose magnitude is more
than a given small threshold value. We call this number the
number of gap (NoG). For example, NoG is zero for the
square lattice because (b;) is independent of i. In the Pen-
rose lattice, we have NoG = 4 in the large limit of zJ/U
since there are five distinct values of (b;). We show log-log
plot of NoG in Fig. 4(b) along the horizontal dotted line in
Fig. 3, where four different threshold values, 1075,5 x 1079,
1075, and 5 x 1077 are used. With approaching to the phase
boundary at zJ./U = 0.0835, NoG increases, indicating the
increase of distinct vertices with different local SF amplitude.
Interesting is that, with decreasing the threshold value, NoG
rapidly increases near the boundary and shows a diverging be-
havior with an approximate exponent around —0.9, i.e., NoG
o« (J —J.)™%9. This resembles to a critical behavior toward
continuous phase transition as suggested from the vanishing
of averaged order parameter b [see inset of Fig 4(a)].

To understand this diverging behavior more, we focus on
the fact that the increase of NoG corresponds to the increase of
distinct vertices with different local SF amplitude. The latter is
measured by NoC, whose large region is proportional to k'34
as shown in Fig. 4(c). Therefore, diverging behavior in NoG
is directly connected to diverging behavior in NoC at large k.
Since k represents the number of links from a given vertex,
we may regard k as a measure of correlation length & from a
given vertex. Based on this reasoning, we have NoG o« NoC
k'8 oc 184 Since & oc (J — J,.)™% for the mean-field phase
transition, we finally expect that NoG o (J — J,)~%%2, whose
exponent is close to the calculated one in NoG, ~ —0.9. This
indicates that diverging behavior in NoG is a consequence of
criticality in the mean-field phase transition. We note that this
critical behavior does not appear if u/U = ng and J/U — 0.
We suggest that the assumption of & o« kK may change if we
alter the class of universality. We leave this to future work.

Usefulness of perpendicular space presentation has already
been found in considering magnetism on the Penrose lattice
[25,28]. Therefore, we show the perpendicular space repre-
sentation of (b;) in Fig. 5 for two sets of parameters at the
end of the red dashed line in Fig. 3. We recognize notable
differences in the two cases. For the parameter far from the
phase boundary, we find 14 distinct sections in Figs. 5(c)
and 5(d). The number corresponds to the number of distinct
vertices obtained by setting k = 1 as discussed above. On the
other hand, for the parameter close to the phase boundary, we
can see a fractal structure in Figs. 5(a) and 5(b). For example,
we find a various size of star structure inside stars. We can
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FIG. 5. Representation of vertex local superfluid amplitude in perpendicular space (£ = 1, 2) for (a,b) (/U,zJ/U) = (0.8, 0.084) and
for (¢,d) (u/U,zJ/U) = (0.8, 0.18). The numbers in color bars show extremes of local superfluid amplitude for given parameters.

understand the emergence of the fractal structure near the
phase transition as follows. Because of diverging behavior in
NoG near the MI-SF phase boundary, all distances become
relevant. We have found from the previous discussion that
tracing far distant links by increasing k enhances NoC dra-
matically. Therefore, we can expect further distinguishable
sections in the perpendicular space, resulting in fractal nature.
In other words, a combination of criticality leading to phase
transition and aperiodicity is a key for the emergence of fractal
structure.

IV. CONCLUSION

We have obtained a mean-field phase diagram in the
Penrose-Bose-Hubbard model. We have found that the Pen-
rose lattice does not change the MI-SF boundary drastically
in comparison with a square lattice. However, the spatial dis-
tribution of a Bose condensate is unequal, and indeed fractal
structure appears in the perpendicular representation of lo-
cal SF amplitude near the MI-SF phase transition. This is a
consequence of the cooperative effect of criticality leading to
phase transition and quasiperiodicity, which is expected to be
a common feature in aperiodic strongly correlated systems.
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APPENDIX: PERIODIC BOUNDARY CONDITION AND
PERPENDICULAR REPRESENTATION IN PENROSE
LATTICE

In this Appendix, we explain how to construct a two-
dimensional finite-size Penrose lattice with periodic boundary
condition systematically. To make a finite-size Penrose lattice,
a cut-and-projection method is well known and established. In
this method, we first consider a hypercubic lattice in a five-
dimensional space consisting of two-dimensional real space
and three-dimensional perpendicular space. Five primitive
vectors of the hypercubic lattice are given by

e; = (3i1,0i2,8:3, 814, 8i5)

(i=1,2,---,5. (AD

Thus, vertices on the hypercubic lattice are written by n; =
Zle ny ;e;, where k is the vertex number and ng; € Z.
Here, we introduce the real (perpendicular) space as a two-
dimensional plane (three-dimensional space) constructed by
orthonormal vectors v; and v, (v3, v4 and vs) defined by

2
v, = \/;(1, cos ¢, cos 2¢, cos 3¢, cos4¢),

(A2)

v = \/g(o, sin ¢, sin 2, sin 3¢, sin4@),  (A3)
v = \/g(l, cos 26, cos 4, cos , cos 3¢),  (Ad)
vy = \/g(o, sin2¢, sin4¢, sing, sin3¢),  (AS5)
vs =\/§(1,1,1,1,1), (A6)

with ¢ = 27 /5. To project five-dimensional vertices into the
real and perpendicular spaces, we use projection matrices,

2 3
P. = Zel@ ® v;, Pp = Ze.(/p) R V42,
i=1 j=1

(A7)

where unit vectors in real and perpendicular spaces are given
by e/’ = (8:1.8;2) and e = (8;1.8;2.8;3) for i =1,2
and j =1, 2, 3, respectively. By using the projection matri-
ces, the real- and perpendicular-space vertices are obtained
by v,(:) =P.n; = (ny - v, 0y - v2); and v,((p) = Pony = (ny -
V3, Ry - V4, N - Vs)p. As confirmed easily, we can find all ver-
tices in a Penrose lattice as the vertices of hypercubic lattice
projected into the real space, e.g., five vertices n; = e; for
k=1,2,---,5 give five apices of pentagon (star) located on
the origin.

However, the projected vertices obviously include un-
wanted vertices for a Penrose lattice. To exclude these
unwanted vertices, we use a three-dimensional window in
the perpendicular space. The window is a rhombic icosa-
hedron constructed by five vectors dEP) = Ppe;; inner space
of the window is given by # = {3"2_, rid™ | r; € [0, 1)}. If
a projected vertex into the perpendicular space Pyny; is out
of the window, we ignore a projected vertex of n; into the
real space. Through this procedure, we exclude the unwanted
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FIG. 6. An approximant of Penrose lattice with an approximated
golden ratio 7 & 73 = 3/2, including N, = 76 vertices in a unit
cell. With periodic boundary condition, orange crosses on the up-
per (green stars on the right) boundaries are identified with purple
crosses on the lower (blue stars on the left) boundaries.

vertices for a Penrose lattice [68]. Note that the allowed ver-
tices ny are classified into four groups by an integer index
Z = \/gnk -vs5 = 1, 2, 3, 4 corresponding to z component of
the perpendicular space, i.e., four planes in the perpendicular
space. Therefore, the four planes restricted in the window
include all vertices giving a Penrose lattice.

Next, we move to a Penrose lattice with periodic boundary
condition, which corresponds to an approximant of a Penrose
lattice. To obtain the approximant, we use a multigrid method
as follows [64]. In this method, we make a Penrose lattice or
its approximant in two steps: (i) find a five-dimensional inte-
ger vector n(x) as a function of two-dimensional real vector x
and (ii) make a vertex of the Penrose lattice or its approximant
with v (x) = P,n(x) = Zle ni(x)dgr) where d;r) = P.e;. As
explained above, if the integer vector r(x) includes all vectors
consisting of arbitrary integers n; € Z, unwanted vertices are
also included in a Penrose lattice obtained by the step (ii) with
n(x). To exclude unwanted vertices, interestingly, we only

consider the integer vector given by

() = |x-di” — i), (A8)
where the floor function |a| denotes the largest integer less
than or equal to a, and y; is an arbitrary real number satisfying
Zle y; € Z. In this equation, the floor function gives an
integer indexing a neighboring vertex of x, and y; plays the
role of window [65]. Therefore, if we search all integer vectors
n(x) in a two-dimensional certain finite space x € .%,, we
can obtain a finite-size Penrose lattice around the space .7
However, this procedure usually requires a careful searching
without dropping any vertices. To find the set of integer vec-
tors n(x) efficiently, we use a recursive algorithm proposed
in Ref. [69].

On the other hand, to approximate the Penrose lattice to
a periodic lattice, we substitute in Eq. (A8) for the quasiunit

vectors d\” rewritten by

2
dy = @(Lon,

2
dy = \/;(COW, sin ).

) _ (1) -1 4()
dy =—d" +17d,’,

(CO =1 @ (r)
dy) = -t '{d" +dy’},

dV =t"'a\" —df. (A9)
Here, the golden ratio T = (1 4+ +/5)/2 is approximated by
a rational number t, = F,,,/F, —> t, where F, is the nth

Fibonacci number. With the rational number 7, the quasiunit
vectors give a large unit cell with translational symmetry.
Therefore, we obtain an approximant of the Penrose lat-
tice as the unit cell including N, = 4F,,,1 + 3F,, vertices.
Figure 6 represents an approximant with n = 3, which con-
tains N, = 76 vertices as a unit cell. Note that the upper (right)
and lower (left) boundaries of this approximant are connected
with periodic boundary condition. In this paper, we consider
an approximant of Penrose lattice with n = 11, which results
in N, = 167761 vertices at most.
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