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Unconventional domain-wall pairs and interacting Bloch lines
in a Dzyaloshinskii-Moriya multilayer thin film
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Bloch lines (BLs) play a key role in determining the static and dynamic behavior of chiral domain walls and
skyrmions in multilayer films with a significant Dzyaloshinskii-Moriya interaction (DMI). Here, using in situ
Lorentz phase microscopy, we reveal a type of spin texture termed a type-II domain-wall pair (DWP), stabilized
in DMI multilayer thin films with BLs. For a type-II DWP, the Bloch components of each complementary domain
wall are parallel, implying opposite chirality. We find that type-II DWPs preferentially form through bifurcation
of a type-I DWP and require the formation of at least two BLs. We demonstrate a distinct phase jump associated
with type-Il DWPs, and further we reveal the role they play in the formation of mixed-character skyrmions where
the Bloch component can be of either left- or right-handed chirality.
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I. INTRODUCTION

The Dzyaloshinskii-Moriya interaction (DMI) in bulk non-
centrosymmetric crystals and asymmetric multilayer thin
films has generated significant interest for its ability to stabi-
lize skyrmions and chiral domain walls [1-4]. The theoretical
prediction and experimental observation of discrete nanoscale
skyrmions at room temperature has enabled the conceptualiza-
tion of beyond-CMOS spintronic memory and logic devices
where skyrmions or chiral domain walls serve as information
carriers that can be efficiently displaced with electrical pulses
by spin-orbit torques at high velocities in racetrack device
configurations [5—10]. In such devices, the displacement of
the skyrmion or domain wall is dictated by the interaction
between the spin structure and spin-polarized currents, where
subtle changes to the spin textures can modify the desired
displacement. Yet, issues remain for the utilization of spin-
tronic devices, including the skyrmion Hall effect, where the
displacement of a skyrmion occurs with a characteristic angle
away from its expected trajectory [9,11]. Creative approaches
to control the skyrmion Hall effect include the use of ferrimag-
netic thin films [12] and synthetic antiferromagnets [13] that
have demonstrated potential for a reduction of the skyrmion
Hall angle. With this present work, we seek to provide quan-
titative information on the topology of chiral spin structures
toward the realization of racetrack device architectures.

For the advent of functional skyrmionic devices, it is
imperative to fully resolve their detailed spin structure to
understand local energetics and/or interactions that play a role
in their creation and stability, both statically and dynami-
cally. Of particular relevance, it has been shown analytically,

*zhu@bnl.gov

2469-9950/2020/102(21)/214429(9)

214429-1

numerically, and experimentally that for thick DMI films, de-
magnetization can be sufficient to overcome the DMI effective
field and impart an achiral Bloch component to the domain
wall that will play a key role in determining the skyrmion
Hall angle [14—18]. The transition between right-handed and
left-handed Bloch walls necessitates the formation of Bloch
lines (BLs), however little is known about their structure and
potential interactions experimentally.

BLs have received considerable attention due to their in-
fluences on the physics of magnetic bubbles, a previously
explored pathway to gigabit memory [19-25]. Further, the use
of BLs as information carriers was proposed for Bloch-line
memory in the 1980s [26-30]. Recently, it was discovered
that BLs play a prominent role in the magnetic and elec-
tric field induced propagation of mixed Bloch/Néel domain
walls in DMI multilayer thin films [31-33]. Lemesh and
Beach [31] developed an analytical model that describes
a Walker-breakdown-like phenomenon in the presence of
current-induced spin orbit torques that originates from com-
plex stray field interactions for both twisted domain walls
and skyrmions. Moreover, Krizakova et al. [32] reported that
a Néel domain wall displaced by a magnetic field reaches a
turbulent plateau that extends past the expected Walker break-
down due to the formation of BLs, even for perfect samples
without localized defects such as grain boundaries. Their work
agrees with the seminal work on the formation of BLs as the
origin of the suppressed velocity reduction after the Walker
field reported by Yoshimura ef al. [33]. Finally, it has been
postulated that, for DMI multilayers, BLs could also stabilize
additional topological defects within the domain wall itself,
termed domain-wall skyrmions, which emphasizes the need to
resolve fine magnetic structure at the nanoscale [34]. Despite
the relevance of BLs, little has been observed experimentally
about the nature of BLs—their formation, persistence, and
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their potential influence on skyrmion formation, in part due to
their inherently nanoscale character, which places limitations
on available experimental techniques.

Here, using in situ Lorentz phase microscopy, we reveal
a spin configuration in DMI multilayer thin films that is
termed a type-II domain wall pair (DWP), and we extend our
previously developed method [17] to include the transport-of-
intensity equation (TIE) as a means to map the local projected
magnetic induction of complex chiral structures with fine de-
tail. In general, DWPs are a special type of 360° domain wall,
as the magnetization evolves from down (along the applied
field direction), to up, to down again. They can be classified
into two types: type-II, where the Bloch components of each
180° wall in the pair are parallel, implying opposite chirality,
and type-I, comprised of antiparallel Bloch components with
the same chirality, which may be either right- or left-handed.
We find that type-Il DWPs preferentially form through bi-
furcation of a type-I DWP, and their appearance requires the
formation of at least two BLs. We establish the prevalence
and evolution of type-II domain regions, and we show that
the required BLs interact via their stray fields. Finally, we
demonstrate that at high applied fields, type-Il DWPs can lead
to the formation of mixed-character skyrmions with a Bloch
component that can be of either left- or right-handed chirality.

II. RESULTS AND DISCUSSION

Lorentz phase microscopy (LPM) is a powerful tool to
study nanoscale magnetic topology [35-37], with the capacity
to probe local spin configurations at the sub-5-nm length
scales [38], and it has been previously used to visualize BLs
and non-Q = 1 topological defects [39,40]. LPM contrast is
the result of a phase shift in the electron wave as it passes
through a magnetic field where the contrast at the domain
wall is proportional to the component of the curl of the
magnetization along the beam propagation direction in the
small defocus limit [41]. Beyond Lorentz imaging, electron
phase retrieval techniques, including the transport-of-intensity
equation (TIE), are well-suited to map the local projected
magnetic induction with nanometer resolution under ideal
conditions and with special care to account for microscope
specific aberrations [41-51]. A schematic of the TIE approach
for the retrieval of electron phase information is shown in
Fig. 1 of the Supplemental Material [52]. Phase retrieval
by TIE is generally regarded as qualitative, since it requires
introducing a nonzero constant, go, to prevent a numerical
singularity in the solution of the TIE equation through Fourier
methods, and filtering out low-frequency noise. Nevertheless,
with careful image acquisition, analysis, and benchmarking
with known structures, quantitative information can be ob-
tained [41,48,49,51]. A demonstration of how gy impacts the
retrieved phases, and how we can rule out the potential intro-
duction of artifacts for type-I and type-II DWPs, can be seen
in Figs. 2 and 3 of the Supplemental Material [52].

The structure of type-I and type-II DWPs is shown
schematically in Fig. 1(a). The difference in alignment be-
tween the two domain walls of a pair (antiparallel in type-I and
parallel in type-II) creates a notable difference in the Lorentz
contrast and phase images, as also shown schematically in
Fig. 1(a). For type-1I the contrast from each wall is identical,

whereas for type-I the contrast from one wall mirrors the
other. This has a profound impact on electron phase imag-
ing of the structures. For a type-I region, the electron phase
shift across each domain wall is again a mirror of the other
and results in a phase increase across one domain wall with
a corresponding decrease in phase (or vice versa), thereby
producing two distinct phase levels—outside the domain and
within the domain. However, for a type-II region, the phase
jump from each wall is of the same sign and generates addi-
tional phase levels and discrete contrast in the phase image.
The difference image, phase image, and induction maps for
type-I and type-II domain regions are shown in Fig. 1(d) to
demonstrate their contrast as well as to serve as a reference to
guide image interpretation.

A schematic of the multilayer thin film studied in this
work is shown in Fig. 1(c), with further details provided in
the Methods section of the Supplemental Materials [52]. To
approximate the expected Fresnel contrast and phase shifts
produced by type-I and type-II DWPs, micromagnetic sim-
ulations were performed using MUMAX [53]. From Fig. 1(b)
it can be seen that both type-I and type-Il DWPs are stable in
the N = 30 0.7/0.5 Co/Pd DMI multilayer thin film. Using the
simulated type-I and type-II domain structures, we performed
LPM simulations using MALTS [54] with conditions analogous
to that of the lowest defocus value in Fig. 2. For the simulated
Fresnel images, the contrast agrees qualitatively with the ex-
pected contrast shown schematically. However, for the case of
the phase shift from the type-II domain that is demonstrated
with a line scan, there is a phase gradient in the vicinity of
the type-II domain, a result of stray fringing fields associated
with type-Il DWPs and their BL terminations, as emphasized
in Fig. 4.

To calculate the appearance of DWPs when imaged out-
of-focus, we start from the normalized magnetization vector
describing a mixed-character 180° domain wall along the y-
axis of a Cartesian reference system,

m(x; w, n)

= {sin(n)sech(i), cos(n) sech(£>, tanh(£> }
w w w

ey

The mixed-character parameter n captures the global chi-
rality of the domain wall: when 7 is in the range [0,77/2], both
Bloch and Néel components are counterclockwise, when 7 is
in the range [7/2,7], the Néel component remains CCW, but
the Bloch component is CW, and so forth. To construct a DWP,
we superimpose two magnetization distributions as in Eq. (1)
laterally displaced by an amount W, where we assume W > 5
w to neglect interactions, where w is the domain-wall width
defined as the region over which the magnetization flips from
up-to-down, or vice versa:

ml(x;W, w,n) =mx+W/2;w, n)

+mx —W/2;w,n+m), )

m" (W, w, n)=mx+W/2;w,n) +mx —W/2;w, n).
3)
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FIG. 1. Introduction to imaging type-I and type-II domain regions with Lorentz phase microscopy (LPM). (a) Definition of the type-I
and type-II DWP structure with corresponding schematics of their expected Lorentz and phase image contrast. The derivative relationships
between the phase, magnetic induction, and Lorentz intensity are displayed from the overfocus imaging condition. The calculated line-profiles
were carried out using an extension of Eq. (2) that accommodates 360° domains. (b) Micromagnetic simulations of type-I and type-1I domains
with corresponding Lorentz contrast simulations (369 pm) performed with MUMAX and MALTS, respectively. For all simulations, the input
parameters match either measured or calibrated values. The kink in the type-IIl DWP phase line scan corresponds to the DWP out-of-plane
core. (c) Schematic of the Co/Pd, N = 30 sample studied in this work. (d) Experimental demonstration of the contrast generated by the four
possible domain configurations showing the difference images and phase contrast for type-I and type-II domain regions. The blue and red

circular arrows designate right- and left-handed Bloch chirality.

The phase shift of an infinitely long domain wall that has
no stray fields can be calculated from direct integration of the
Bloch component, and it turns out to be

X

¢(x;w, n) = —2Ncos(n)arctan (tanh2—>, @)
w

where N = wBotw/¢o is the number of flux quanta ¢y =
2.07 x 10" Tm? carried by the Bloch component. Equa-
tion (4) describes a smooth phase jump of Nm cos(n) radians
across the domain wall. Therefore, a type-I DWP will appear
as a peak in the phase image, bright or dark depending on the
chirality, while a type-II DWP will appear as a double-jump,
as shown in Fig. 1(a) (sketch), 1(b) (simulated), and 1(d)
(experimental).

Imaging type-II DWPs is experimentally challenging due
to the small separation between the pair of domain walls,
and the relatively narrow defocus range available such that
the contrast overlap and the signal-to-noise issues are limited.
Raw out-of-focus images are shown in supplemental Fig. 4,
where the contrast is barely visible, making the interpretation
and the analysis troublesome [52]. To overcome this problem,
we acquired images at equidistant defocus (over/under) and
used careful cross-correlation to obtain difference (underfocus
minus overfocus) images. As a result, the signal-to-noise level
is greatly enhanced from the combined effects of doubling of
LPM intensity and background subtraction. Figure 2 shows
difference images acquired at varying defocus where both
type-I and type-II domain regions can be observed. Visible in
the profiles shown in Fig. 2(c), type-II contrast varies greatly
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FIG. 2. Fresnel contrast of type-1I 360° domain regions. (a)—(d) Difference images of a representative region that contains both type-I and
type-II regions acquired at varying defocus magnitude. There is a noticeable jump in the background contrast level from the area between
two type-II DWPs. (e) Line scans of the difference image intensity to show the contrast overlap that occurs as the defocus is increased. The
broadening of the apparent domain width is designated with colored lines. All difference, phase, and induction images in the following figures
were acquired at a defocus magnitude of 369 pm. (f) Schematic that demonstrates the type-I to type-II DMP spin structure transition that can

be derived from the difference image contrast.

as a function of defocus. At the lowest defocus, 369 um,
the expected bright-dark contrast from each domain wall is
resolved with limited contrast overlap. As the defocus of the
difference images is increased, the contrast begins to overlap
due to the expected broadening of the domain-wall contrast
with increased defocus [17]. This leads to a reduction of
the central peak intensity as they are of opposite sign, and
it restricts accurate phase retrieval and reconstruction using
TIE. At the highest defocus shown, the central contrast is
almost completely negated, rendering interpretation difficult
[50]. The influence of defocus on the phase retrieval of type-I
and type-II DWPs is shown in supplemental Fig. 5 [52].
Type-II domain regions produce a distinctive contrast and
are clearly observed upon nucleation, following a reduction
of the applied field from saturation, and they form over large
areas in a variety of configurations, as shown in Fig. 3. From
the difference image and phase image, type-I regions cover
the majority of the image shown where both left-handed and
right-handed chiralities are apparent. For each type-I chirality,
there is a corresponding type-II domain that can form within
its areal coverage. Focusing on the phase image in Fig. 3(b), it
appears that the preferred formation mechanism of a type-II
domain region is via bifurcation of a type-I domain (high-
lighted with red arrows in the phase image) that inevitably
returns to the original type-I chirality through the formation of
two m-BLs. Other formation mechanisms of type-II domain
regions with less prevalence are highlighted with a blue and
green arrow in Fig. 3(c). The spatial extent and prevalence of
type-1I domains shown in Fig. 3 warrant further investigation

to understand the evolution and role that type-II domains and
BLs play in skyrmion formation.

To model phenomenologically a BL, we consider a mag-
netization unit vector describing a 180° Bloch wall that
gradually switches its chirality from left- to right-handed
along its length, over the same wall-width distance w as the
Bloch component itself,

m(x,y,w) = {Sech(l>sech(£>’
w w
tanh<l> SeCh(i),tanh<£>}. (5)
w w w

By adding a second Bloch domain wall with fixed chirality
at a distance W > 5 w, we obtain a model for the transition
between a type-I and a type-II DWP, which contains a BL.
The Lorentz contrast, phase shift, and colored phase gradient
map are shown in Figs. 4(a), 4(c), and 4(e), respectively, and
they can be compared to their experimental counterparts in
Figs. 4(b), 4(d), and 4(f). The simulations reproduce all visible
image features: (i) Lorentz contrast switching from a single
to a double peak as the type-I region turns into a type-II
region [compare Figs. 4(a) and 4(b)], and the fingerprint of the
BL contrast, a bright-dark (or dark-bright, depending on the
chirality) globule, slightly tilted, where the Bloch component
vanishes; (ii) the two phase levels (high-low-high) of type-Is,
versus the three phase levels of type-II’s (higher-high-low),
and the phase gradient connected to type-II domains [com-
pare Figs. 4(c) and 4(d)]; and (iii) the “flair” protruding from
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FIG. 3. Shown is the prevalence and preferential formation
mechanism of type-II domain regions. (a) Difference images of a
typical state observed from the Co/Pd N = 30 sample upon lowering
the applied field from a saturated state. The applied field is 306 mT,
where the white boxes correspond to the type-I and type-II examples
in Fig. 1(d). (b) Phase image identifying the preferential formation of
type-II domain regions through bifurcation of a type-I domain that
are designated by red arrows, with other formation pathways high-
lighted by a blue and green arrow. Part (c) shows enlarged examples
of the variations of type-II domain regions. The first, highlighted in
red, demonstrates the formation of a type-1I domain through bifurca-
tion of a type-I domain. For the region highlighted in green, a single
type-1I domain folds over itself while the region highlighted by the
blue arrow demonstrates a type-II region that forms in unattached,
neighboring domains. Pair formation of type-II domain regions is
observed for all large-area cases.

the BL, generated by the local increase in the Néel compo-
nent, and its stray field spreading outward in the surrounding
region, evidenced by the blue-green shade fanning out [com-
pare Figs. 4(e) and 4(f)]. In the BL shown in Fig. 4(e) and
imaged in Fig. 4(f), the chirality of the wall progresses from
—l(n=m) to 0(n =m/2) to +1(n =0), along its length
from bottom to top. The color of the flair is a direct indication
of the sign of the local Néel component and hence of the
left- or right-handedness of the structure. A slightly more
complicated scenario is shown at the bottom of Fig. 4, where
we considered two BLs from two DWPs facing each other.
The comparison between Figs. 4(k) and 4(1), in particular the
shade of green visible in the area between the two DWPs that
is highlighted with gray arrows in Fig. 4(k), reveals clearly
that the two BLs interact magnetostatically via their stray
fields, and they can either attract or repel each other depending
on their chirality, which is discussed subsequently.

To further investigate the evolution, persistence, and in-
fluence of type-II DWPs on the skyrmion formation process,
type-II domain regions were tracked systematically from ini-
tial nucleation (~310 mT) to near zero field (11 mT), and
then to skyrmion formation and type-II domain annihilation
(~523 mT). The full image sequence can be seen in Fig. 5.
From the first image at 310 mT, two type-II domain regions
can be readily observed—one that formed through the bifur-
cation of two type-I domains (red box), and one that forms

Fresnel

FIG. 4. Demonstration of the connection between BLs and stray
fringing fields for two situations. (a), (c), (e) Simulated Fresnel,
phase, and colored phase gradient images from a BL in a DWP turn-
ing from type-I (bottom) to type-II (top); (b), (d), (f) corresponding
experimental images. For this case, the flux protruding from the BL
is clearly resolved in the form of a “flair” at the bottom left corner
of (f), and in agreement with the simulation in (e). The location
of the BL is highlighted with a white box. (g), (i), (k) Simulated
Fresnel, phase, and colored phase gradient images from two DWPs
facing each other, each containing a BL, and each transitioning from
type-I to type-II, although at different positions along their length;
(h), (G), (1) corresponding experimental images. The areas of interest
for comparison are highlighted with a red box. Note in this case
the opposite color of the two BL flairs, blue on the right, red on
the left, in agreement with the experimental image and denoting
opposite chirality. Also notice the weak green shade of the region
inside the two DWPs that is emphasized with gray arrows, reflecting
the stray field established between the BLs, also clearly visible in the
experimental image.

within a singular type-I domain where the type-II domain
region folds over itself (blue box). Notably, the BL pair
dynamics from these two type-II regions is divergent and is
focused on in Fig. 5(b), where the white arrows indicate the
positions of the BLs. For the type-II region highlighted with
the blue box, the BLs are repulsive in response to a reduc-
tion in applied field, while for the region highlighted with
the red box, the BLs converge closer together. This confirms
that the interaction between BLs is diverse in character, and
it emphasizes the need to resolve the exact structure of BL
pairs, which was initially investigated by Grundy et al. [55],
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FIG. 5. An investigation of the persistence and evolution of type-II domain regions. A phase image series acquired on the same area shows
that type-1I domain regions form early in the nucleation process and persist to high applied fields where skyrmion nucleation occurs. Further, it
reveals the distinct and varied dynamic nature of the BL pair interaction, which is focused on in (b). The white box in the image from 310 mT
designates the areas displayed in Fig. 4, while the white box in the 482 mT image designates the area displayed in Fig. 5. (b) The red and
blue boxes in the phase image from 310 mT highlight two different type-II domain regions. The white arrows indicate the location of the BLs
essential for the formation of a type-II domain. As the field is decreased, the BL pairs are dynamic with an attractive character displayed by
the region highlighted with the red box and a repulsive character shown in the region highlighted with the blue box. Part (c) demonstrates the
behavior of type-1I domain regions at high applied fields where skyrmion formation occurs. At the highest applied field (523 mT), skyrmion
(sky.) nucleation is observed and, further, it shows an unpaired type-II domain that enables direct comparison with the simulation shown in
Fig. 1(b). Line scans of type-I domain regions confirm the consistency of the retrieved phase, while the line scan of the type-II domain agrees

with the phase gradient surrounding type-II domains.

recently investigated through simulation by Cheng et al. [34],
and in the current work. Figure 5(c) focuses on an annihilation
mechanism of a type-II domain region, and it shows that
type-II’s are active agents in the formation of skyrmions. Both
type-II domain regions survive through the evolving field with
limited change to their overall shape, and they persist to high
applied fields where skyrmion formation occurs.

In Fig. 5(c), a type-II domain region that lost its com-
plementary DWP is observed, allowing for comparison to
the simulated phase shift of a type-II domain. It is found
from the experimental profiles that, from the type-I region,
consistent phase shifts can be retrieved for varied fields
and, significantly, the retrieved phase from the type-II region
agrees qualitatively with the simulated phase shift in Fig. 1(b)
and also with the more extensive simulations performed in
Fig. 4, supporting that type-Il DWPs are accompanied by stray

fringing fields. This is further emphasized in Fig. 6, which
highlights a region where the domain walls of neighboring
type-II DWPs are oriented in the same direction. From the
profile in Fig. 6(c), there is a clear phase gradient between the
two aligned type-II regions that is strong evidence of a stray
field interaction between the type-II DWPs and their BLs. In
Fig. 6(d), the magnetic induction map from this area is shown
with an accompanying schematic in Fig. 6(e). It is seen that
stray field interactions are aligned opposite to the domain-wall
orientation, and that the interaction between BLs serves as a
stabilizing mechanism for type-II regions, in agreement with
findings from Figs. 4(g)-4(l) and investigated as a function
of g¢ in supplemental Fig. 6 [52]. Indeed, a phase gradient is
found for all phase images and simulations of type-II DWPs
analyzed in this work, and it highlights previously unresolved
domain stabilization mechanisms that play a role in thick
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FIG. 6. Illuminating interactions that can occur between BL
pairs. (a) Phase image acquired at 482 mT showing the interactions
between type-II domains and BLs that is also displayed as part of
Fig. 4. (b) Enlarged image of the area of interest in (a). (c) Line scan
acquired from the region shown with a white dotted line in Fig. 4(b).
There is a clear phase gradient between the two domains (D1, D2),
which corresponds with a stray field interaction (SFI) shown in (d).
Induction map with a corresponding schematic in (e) of the region
highlighted by the blue boxes in (a). The gray arrows indicate regions
where there is an electron phase gradient and reveals interactions that
can occur between BL pairs and type-II domains.

DMI multilayer systems and in skyrmion formation, discussed
subsequently.

Figure 7 investigates the role that type-Il DWPs play on
the nucleation of skyrmions at high applied fields with an
expanded image set shown in Fig. 7 of the Supplemental
Material [52]. From the highlighted red and blue boxes, it
is observed that upon annihilation, type-II domains can nu-
cleate mixed-character skyrmions. The nucleation of a type-I
skyrmion from a type-Il DWP is further supported by supple-
mental movies S1, S2, and S3, which depict the relaxation of a
type-1I domain region and show the dynamic nature of BLs in
response to changing fields as well as the nucleation of a type-
I skyrmion from a type-II DWP. Micromagnetic simulations
on the Bloch/Néel mixed domain-wall structure present in the
investigated thin film are shown in supplemental Fig. 8 [52].
Interestingly, the type-II DWPs highlighted in the red and
blue boxes in Fig. 7 are of the same structure, yet the Bloch
components of the stabilized mixed-character skyrmions are
of opposite chirality. This, in combination with the identifica-
tion of type-II domains and the interaction between BL pairs
that can form, suggests that there are additional energies that
can impact skyrmion formation and skyrmion chirality. For
the formation of a BL and type-II DWP to be energetically
favorable, there must be local and/or long-range energies that
balance the additional cost to the exchange energy. In fact,
Lemesh et al. recently reported that the presence of type-II
DWPs and BLs [34] does coincide with the formation of
complex stray field interactions and additional magnetostatics
terms [31]. Despite investigations of the energy of BL for-
mation in relation to bubble material physics [21,22,25,55],
albeit without a DMI, and recently by Krizakova et al. [32]
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FIG. 7. Probing the role that type-II domain regions play on
skyrmion formation. (a) Difference images acquired from the same
area at high fields where skyrmion nucleation occurs. An expanded
image series on skyrmion nucleation is shown in the Supplemental
Material. The red and blue boxes highlight type-II domains that
nucleate skyrmions upon increased applied field and type-II DWP
annihilation. Parts (b) and (c) show schematic representations of the
difference images shown in (a). The type-II domains are of the same
structure, yet they nucleate skyrmions of opposite chirality, which
suggests there are additional energetics that can influence skyrmion
chirality in mixed-character DMI multilayer thin films.

in relation to domain-wall propagation, the energetics of BLs,
including their interactions and their influence on skyrmion
formation, remain unknown. We emphasize that it is impera-
tive to resolve and theoretically model the fine structure and
interactions of topological spin textures at the nanoscale to
validate assumptions.

III. CONCLUSION

In summary, we utilize advanced Lorentz phase mi-
croscopy based on the transport-of-intensity analysis to reveal
previously unreported domain configurations, the pair for-
mation of BLs, and their interactions. We show that type-II
domain regions preferentially form through the bifurcation
of a single type-I domain that necessitates the formation of
BL pairs. Type-II regions form early in the nucleation process
from a saturated state and persist to high applied fields where
skyrmions are stabilized. Moreover, it is established that BLs
can be dynamic upon changes to the spin state without impact-
ing the stability of the domain. Significantly, we demonstrate
that BL pairs interact strongly via their stray field, which
facilitates the stability of a type-II domain. Further, type-1I
domain regions play a role in skyrmion formation and can
nucleate mixed-character skyrmions of either right- or left-
handed chirality. We emphasize that unresolved energetics
plays a substantial role in DMI multilayer thin film and is
of timely importance to calculate theoretically and resolve
experimentally, including for antiskyrmions, bimerons, and
other exotic spin textures.
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