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Formation energy puzzle in intermetallic alloys: Random phase approximation fails to predict
accurate formation energies
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We performed density-functional calculations to estimate the formation energies of intermetallic alloys. We
used two semilocal approximations, the generalized gradient approximation (GGA) by Perdew-Burke-Ernzerhof
(PBE), and the strongly constrained and appropriately normed (SCAN) meta-GGA. In addition, we utilized two
nonlocal DFT functionals, the hybrid HSE06, and the state-of-the-art random phase approximation (RPA). The
nonlocal functionals such as HSE06 and RPA yield accurate formation energies of binary alloys with completely
filled d-band metals, where semilocal functionals underperform. The accuracy of the nonlocal functionals is
greatly reduced when a partially filled d-band metal is present in an alloy, while PBE-GGA outperforms in these
cases. We show that the accurate prediction of formation energies by any DFT method depends on its ability
to predict the accurate electronic properties, e.g., valence d-band contribution to the density of states (DOS).
The SCAN meta-GGA often corrects the PBE-DOS, however, it does not provide accurate formation energies
compared to PBE. This is assumed to be due to the lack of proper error cancellation that should be expected
due to the similar bulk nature of both alloys and their constituents, which may improve with the modification of
meta-GGA ingredients. RPA yields too-negative formation energies of alloys with partially filled d-band metals.
RPA results can be corrected by restoring the exchange-correlation kernel, thereby improving the short-range
electron-electron correlation in metallic densities.
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I. INTRODUCTION

Intermetallic alloys, composed of two or more d-band
transition metals, are often interesting for applications, there-
fore, their application-governed aspects have been mostly
explored. In most cases, alloys were classified with respect to
various factors such as the radius ratio of two constituents,
electronegativity, principle quantum number, ionicity, coor-
dination number, etc. [1–4]. However, there is a scarcity of
sufficient information about the chemical bonding and its rela-
tion with the equilibrium properties such as formation energy
in both theory and experiment [1]. Recently, Zhang et al. [5],
using DFT calculations [6,7] for the Au–Cu alloys, showed
that the accurate prediction of formation energy accompanies
an accurate prediction of the density of states (DOS). Here,
we will generalize this result using a more diverse set of
compounds.

Intermetallic alloys have always been critical tests for vari-
ous approximations within density-functional theory (DFT).
The accurate prediction of basic equilibrium properties of
intermetallic alloys and their bulk transition metal constituents
with many popular DFT approximations is difficult. Semi (lo-
cal) approximations such as the local density approximation
(LDA) [7] and various generalized gradient approximations
(GGAs) are unable to provide accurate formation energy (heat
of formation, E f ) of weakly bonded (WB) systems such as
Au–Cu alloys [5,8–10]. Incorporating an amount of nonlocal-
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ity by the kinetic energy density τ (r), meta-GGAs slightly
improve the equilibrium properties including formation ener-
gies of Au-Cu alloys [10], but fail to improve beyond PBE
[11] when dealing with the more strongly bonded (SB) sys-
tems such as HfOs and PtSc [12]. Attempts at correcting the
semilocal results with zero-point vibration energy, additive
long-range van der Waals (vdW) interaction, and spin-orbit
coupling couldn’t improve the result for Au-Cu alloys [10].

In general, hybrid functionals within the generalized Kohn-
Sham theory that mix the nonlocal exact exchange with DFT
exchange do not provide accurate equilibrium properties of
bulk transition metals [13]. However, surprisingly, the hy-
brid HSE06 [14,15] shows some promise in the prediction
of the lattice constants and formation energies of WB sys-
tems [5]. HSE06 couldn’t provide a reasonable bulk modulus,
which is a fundamental physical quantity describing the re-
sponse of the system to external compression or expansion
[10]. On the other hand, the random phase approximation
(RPA) [16–18] within the adiabatic-connection fluctuation-
dissipation theorem [19,20] predicted excellent equilibrium
properties including bulk moduli of the Au–Cu alloys [10].
The accurate formation energy of WB systems by these meth-
ods may be due to the nonlocality present in them [5,10]. On
the contrary, we will later show that such nonlocality is not
useful for SB systems; it improves the equilibrium volume but
cannot correct the bulk moduli and formation energies.

Many of the earlier works focused mainly on the WB
intermetallic alloys [5,8–10], while a few others have included
SB alloys [12,21] using semilocal DFT approximations. In
this paper, we have explored a broad spectrum of binary
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TABLE I. Constituent elements and their electronic configuration.

Element Sc Cu Zn Y Rh Pd Ag Cd Hf Os Pt Au

Configuration 3d14s2 3d104s1 3d104s2 4d15s2 4d85s1 4d10 4d105s1 4d105s2 5d26s2 5d66s2 5d96s1 5d106s1

intermetallic alloys from WB to SB. The experimental for-
mation energies of our test set range from 0.07 to 1.18 eV
per atom. Most of the systems taken here are binary alloys
that crystallize in the B2 (CsCl) phase. Table I presents
the d-band metals with their electronic configurations. We
have utilized one DFT approximation each from the different
rungs of Perdew’s Jacob’s ladder [22], except for LDA. The
PBE-GGA (Perdew-Burke-Ernzerhof) [11], the strongly con-
strained and appropriately normed (SCAN) [23], the screened
hybrid HSE06 (simply HSE by Heyd, Scuseria, and Ernzer-
hof) [14,15], and RPA were used as the DFT approximations.
Both accuracy and computational cost of these approxima-
tions, in general, is in the order of PBE < SCAN < HSE06 <

RPA. In this assessment, we aim to present a broader picture
regarding the performance of various DFT approximations
on these intermetallic alloys, which is missing from earlier
works.

We will later classify the alloys into three different classes
purely based on the performance of different DFT functionals
for predicting formation energies, as shown in Fig. 1. We
have a WB region (region I), where nonlocal HSE06 and RPA
mostly perform better than semilocal PBE and SCAN. In the
intermediate region (region II), HSE06 and PBE work much
better than others. Finally, there is the SB region (region III),
where the nonlocal HSE06 and RPA severely fail to predict
the accurate formation energy, while PBE-GGA outperforms
them. Note that the classification performed here only refers
to intermetallic alloys and is distinct from the classification
adopted in Ref. [12] for alloys in general.

II. COMPUTATIONAL DETAILS

All DFT calculations were carried out using a projector
augmented wave (PAW) [24] method, as implemented in
VASP [25] and GPAW [26–28]. We performed spin-polarized
semilocal and HSE06 calculations using VASP, while we used
GPAW to perform the RPA calculations. The semilocal calcu-
lations were initialized with the magnetic moments per site of
1.5–3.5 μB, which converged to the nonmagnetic ground state
during self-consistency. However, we obtained the magnetic
ground state with a magnetic moment of ∼0.5 μB in the case
of hybrid HSE06 for Pd and Pt. We further confirm that spin-
polarized calculations yield more negative energy than the
spin-unpolarized ones. The total energy is converged with re-
spect to plane-wave cutoff and k-mesh for all methods within
1–5 meV/atom. In addition, separate convergence tests for the
EXX (Etotal − ERPA

c ) and correlation energies were performed
for RPA. The detailed information about the plane-wave cut-
off and Brillouin zone sampling are given in Supplemental
Material Tables S1 and S2 [29]. Spin-unpolarized ground-
state PBE calculations were performed as inputs for the
non-self-consistent RPA (for both EXX and correlation en-
ergies). We used a maximum cutoff of 350 eV to compute
the response function. The correlation energies were com-
puted as a function of the cutoff energy and extrapolated

to infinity to get the RPA correlation energy as described
in Ref. [30]. The kernel-corrected or beyond RPA (bRPA)
calculations were performed at RPA Ecut and a fixed K mesh
of 16 x 16 x 16. Also, due to computational complexities,
the response function is computed using only one cutoff of
300 eV. We computed formation energies for RPA with and
without extrapolation for PtSc with 350 eV, and found a
negligible difference of ∼ 6 meV per atom. Furthermore,
earlier literature also argued that the bRPA methods have a
faster convergence with respect to basis set in terms of both
maximum cutoff and number of points used in an extrapo-
lation, compared to RPA [31,32]. The gamma point (q = 0)
was skipped to avoid the possible divergent contribution and
for smooth convergence with respect to k mesh [33], as re-
quired for metallic systems. We used the recommended PBE
pseudopotentials (PP) modified to include the kinetic energy
density for VASP calculations [34], while the 0.9.20000 version
of PAW pseudopotentials were utilized for GPAW calculations
[27]. The calculations include relativistic effects at the scalar
level for each atom within the PAW PP.

Previously, it was shown that the spin-orbit coupling, zero-
point vibrational energy, and the nonlocal vdW corrections
have negligible effects on the formation energies of inter-
metallic alloys [10]. Therefore, we did not calculate those
corrections in the present assessment. We have performed
calculations for seven volume points near the experimental
equilibrium volume and fit the Birch-Murnaghan equation of
state [35] to evaluate the equilibrium properties. We have used
the structures from Ref. [36] and varied the lattice constants
isotropically to generate structures with different volumes.

III. RESULTS AND DISCUSSIONS

In this section, we discuss the results for ground-state
equilibrium properties of various binary intermetallic al-
loys and their constituents using DFT calculations. We
tabulate and discuss the equilibrium volumes and the bulk
moduli in Supplemental Material Tables S3–S6 [29]. The
experimental equilibrium volumes and the bulk moduli are
presented at room temperature. We notify the reader that
the analysis can change quantitatively when the temperature
dependence is considered. One can extrapolate the exper-
imental results at room temperature to T = 0 K using the
linear thermal expansion coefficients [37]. The ZPE slightly
changes the equilibrium properties of the metallic systems
[38] but is not substantial to alter the overall discussions.
Our RPA-calculated equilibrium volumes of bulk elemen-
tal constituents are slightly different from those presented
in Ref. [38], which is expected, as their results were com-
puted from noisy energy-volume data. On the contrary, our
energy-volume data shows a smooth behavior as a result of
the tight convergence tests. Unlike equilibrium volumes, the
bulk moduli computed from different methods have similar
mean absolute error and mean absolute percentage error, with
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FIG. 1. Formation energies with respect to three distinct classes.

HSE06 and RPA providing a slight improvement over PBE
and SCAN.

Here, we mainly focus on the performance of various DFT
approximations in predicting formation energies. The forma-
tion energy is an important physical quantity in alloy theory
as it governs the stability of that alloy. Suppose AxB1−x is
a binary alloy with constituent metals A and B. Then, the
formation energy per atom �E f can be computed as

�E f (AxB1−x ) = E (AxB1−x ) − xE (A) − (1 − x)E (B), (1)

where, E (AxB1−x ), E (A), and E (B) are the total bulk
energies per atom of an alloy AxB1−x, metal A and metal B,
respectively. x is the fractional weight of metal A in an alloy.
A positive formation energy represents an instability, while
the negative value depicts the stability of an alloy against its
constituents.

We calculated the formation energies using various meth-
ods and tabulated the data in Table II. In Table II, we compare
the results for an alloy crystallized in the B2 (CsCl) phase with
available experimental data. Based on the observation, we
classify the results into three distinct categories (or regions),
listed below, depending on the filling of d-band in metals, as
shown in Fig. 1.

(1) Completely filled/completely filled (CF-CF)
(2) Completely filled/partially filled (CF-PF)

(3) Partially filled/partially filled (PF-PF)
The values are tabulated by an increasing magnitude

of experimental formation energies within each section. To
understand the performance of functionals on formation ener-
gies, we plot the electronic DOS of alloy and its constituents
because the structural stability of an alloy is largely depen-
dent on the DOS [1]. We show that an accurate prediction
of formation energy should be accompanied by an accurate
prediction of the DOS, even for the CF-CF alloys, which have
smaller formation energies. In CF metals and CF-CF alloys,
the overall position of the d bands may still guide the nature
of DOS in the vicinity of the Fermi level that can affect such
small formation energies.

A. CF-CF combination

This set consists of intermetallic alloys with constituent
bulk metals having completely filled (CF) d bands such as
AgZn, AgCd, CuZn, CuPd, AuCd, and AuZn [see Fig. 1(a)].
These weakly bonded alloys have lower experimental forma-
tion energies up to 200 meV, compared to other combinations.
In this region, the PBE-GGA underestimates the formation en-
ergies as expected. The SCAN meta-GGA slightly improves
upon PBE and yields mixed results, i.e., underestimates the
formation energies for systems AgZn, AgCd, CuZn, and
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TABLE II. Formation energy (eV) per atom of intermetallic alloys; the first column represents the alloys, while the second column shows
the combination of the d bands; CF is completely filled, PF is partially filled. All the compounds considered here crystallize in the B2
(CsCl) phase.

Alloys Combination PBE SCAN HSE06 RPA Experiment

AgZn 4d (CF)-3d (CF) −0.045 −0.017 −0.067 −0.080 −0.068 ± 0.002 [39]
AgCd 4d (CF)-4d (CF) −0.057 −0.060 −0.083 −0.093 −0.093 ± 0.002 [39]
CuZn 3d (CF)-3d (CF) −0.088 −0.100 −0.126 −0.110 −0.124 [39]
CuPd 3d (CF)-4d (CF) −0.120 −0.115 −0.193 −0.168 −0.131 ± 0.008 [39]
AuCd 5d (CF)-4d (CF) −0.169 −0.231 −0.196 −0.244 −0.196 [39]
AuZn 5d (CF)-3d (CF) −0.211 −0.260 −0.252 −0.290 −0.235 ± 0.043 [39]
CuY 3d (CF)-4d (PF) −0.252 −0.295 −0.261 −0.354 −0.200 ± 0.002 [40,41]
ScAg 3d (PF)-4d (CF) −0.282 −0.362 −0.288 −0.411 −0.272 ± 0.017 [41,42]
AgY 4d (CF)-4d (PF) −0.346 −0.417 −0.353 −0.467 −0.278 ± 0.033 [41,42]
AuSc 5d (CF)-3d (PF) −0.812 −1.063 −0.854 −1.045 −0.789 ± 0.031 [41,42]
ScPd 3d (PF)-4d (CF) −0.892 −0.992 −1.027 −1.176 −0.926 ± 0.023 [41,45]
HfOs 5d (PF)-5d (PF) −0.704 −0.754 −0.923 −0.667 −0.482 ± 0.052 [12,43]a

RhY 4d (PF)-4d (PF) −0.841 −0.939 −0.979 −0.943 −0.789 ± 0.035 [41,44]
ScRh 3d (PF)-4d (PF) −1.005 −1.140 −1.264 −1.172 −0.979 ± 0.016 [41,45]
PtSc 5d (PF)-3d (PF) −1.216 −1.455 −1.382 −1.440 −1.086 ± 0.056 [41,45]
HfPt 5d (PF)-5d (PF) −0.972 −1.195 −1.073 −1.058 −1.178 ± 0.068 [41,46]

aIt is mentioned in the reference that HfOs alloy sample was not completely pure. It had small amounts of Hf54Os17 and relatively important
quantities of unreacted Os. Therefore, the true result should be more exothermic than −0.518 eV [43].

CuPd, while overestimating them in the cases of AuCd and
AuZn. In general, SCAN overestimates the experimental ener-
gies below CuPd with a formation energy larger than or equal
to 130 meV. On the other hand, the hybrid HSE06 consis-
tently predicts accurate formation energies compared to the
experiment, and in agreement with the previous calculations
on alloys of CF-CF combination [5]. Our results are also
valid for structures other than the B2 phase, which is evident
from Table III and Ref. [5]. This indicates that the phase
of the crystal has an insignificant role in the performance of
DFT approximations when predicting formation energies of
intermetallic alloys. To describe the results, we investigate
the electronic properties of the alloy and its constituent bulk
metals.

We computed valence-state electronic partial density of
states (PDOS) for metals having CF d bands and alloys of
CF-CF combination and present them in Figures 2 and 3,
respectively. The contribution from s and p bands near the
Fermi level is negligible (not shown here) compared to that
of d band. Therefore, we only show the d-band contribu-
tion of the density of states (DOS) and compare it with the
experimental PDOS of occupied states. Experimentally, one
can obtain information about the valence d band (or PDOS)
from x-ray (XPS) or ultraviolet (UPS) photoemission spectra
[47–58] (see section Experimental Data for Valence d band in
Supplemental Material [29]).

In Fig. 2, we compare the calculated d-band contribution to
DOS (PDOS) with experimental d-band ranges extracted from
photoemission spectra (Supplemental Material Table S7). We
present the PDOS for CF metals such as Cu, Zn, Pd, Ag, Cd,
and Au. The negligible density of states at the Fermi level
indicates the complete filling of valence d-band (3d in Cu and
Zn, 4d in Ag and Cd, and 5d in Au). Besides, Zn and Cd have
even lesser PDOS (more than two factors in magnitude than
other CF d-band metals) at the Fermi level due to the filling
of valence s band as well. Copper has the 3d band centered
around its binding energy (Eb) of 3.0–3.5 eV with a d-band
width (or range) of ∼ 3 eV [47,48]. Furthermore, Zn and Cd
have similar PDOS with localized valence 3d and 4d bands,
respectively, centered around the binding energies ∼10 eV
[48–50] and ∼11 eV [51,59] below the Fermi level with width
∼ 1.5–2.0 eV. On the other hand, Pd, Ag, and Au have
d-band ranges 0–5.5 eV (4d) [53,54], 3.9–7.4 eV (4d) [49],
and 2–8 eV (5d) [47,50] below the Fermi level respectively.
All DFT approximations agree with each other regarding the
shape and width of the d band in the PDOS plot. How-
ever, there is a discrepancy in the d-band center (Eb) among
them. The PBE-GGA underestimates the binding energy
(d-band center) of these metals by ∼ 1–2 eV (maximum
for Cd and Zn), whereas SCAN provides a negligible im-
provement of ∼ 0–0.5 eV upon PBE. On the contrary, the
hybrid HSE06 considerably improves on PBE and SCAN by

TABLE III. Formation energies (eV) per atom of alloys other than the B2 phase (CsCl, Pm-3m); CF is completely filled, PF is partially filled.

Alloys Phase Combination PBE SCAN HSE06 Expt

AuTi CuTi (P4/nmm) 5d (CF)-3d (PF) −0.442 −0.630 −0.430 −0.458 ± 0.015 [60]
ScRh3 AuCu3 (Pm-3m) 3d (PF)-4d (PF) −0.610 −0.762 −0.770 −0.536 ± 0.015 [45]
YPd3 AuCu3 (Pm-3m) 4d (PF)-4d (CF) −0.867 −0.890 −1.041 −0.819 ± 0.067 [44]
ScPt3 AuCu3 (Pm − 3m) 3d (PF) − 5d (PF) −1.042 −1.263 −1.173 −0.980 ± 0.021 [61]
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(a) Cu [47] (b) Zn [48–50]

(c) Pd [53, 54] (d) Ag [47, 49]

(e) Cd [51, 59] (f) Au [47, 50]

FIG. 2. The estimated valence d-band density of states with completely filled d configuration compared with valence d-band ranges
extracted from experimental x-ray photoemission spectra or ultraviolet photoemission spectra (denoted by horizontal solid line). References
are given in subcaptions. ε f is the Fermi level.

increasing the binding energy (blueshifted toward the experi-
mental d-band range) and provides accurate results compared
to experiments.

Figure 3 depicts the partial density of states of alloys AgZn
[Fig. 3(a)], AgCd [Fig. 3(b)], CuZn [Fig. 3(c)], and AuZn
[Fig. 3(d)]. In AgZn, the binding energy of Ag’s 4d band
increases by ∼ 1 eV (onset shifts from 3.0 to 4.0 eV in
PBE and SCAN, and 4.0 to 5.0 eV in HSE06) and the width
also shrinks by ∼ 1 eV compared to pure Ag’s 4d band. On
the other hand, Zn’s 3d band is still localized around almost

the same binding energy (small decrement though) as that of
the pure Zn, with a negligible decrease in d-band width. These
observations are consistent with the experimental results that
the 4d band of Ag in AgZn decreases by 1 eV and the width
shrinks by 0.7 eV with a negligible effect on the Zn’s 3d band
compared to its pure constituents [49]. Similar results can be
obtained for AgCd, CuZn, and AuZn. Ag’s 4d band in AgCd,
Cu’s 3d band in CuZn, and Au’s 5d band in AuZn behave
similarly to that of the Ag’s 4d band in AgZn. Also, Zn and
Cd in these compounds behave likewise as that of Zn in AgZn.
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(a) AgZn [49] (b) AgCd [51, 59].

(c) CuZn [48] (d) AuZn [50]

FIG. 3. The estimated valence d-band density of states of alloys with metals having completely filled/completely filled d-band config-
uration compared with valence d-band ranges extracted from experimental x-ray photoemission spectra or ultraviolet photoemission spectra
(denoted by horizontal solid line). References are given in subcaptions. ε f is the Fermi level.

The sharp decrease in d-band widths of Cu, Ag, and Au in
alloys can be attributed to the dilution (it increases the distance
between two CF metal nearest neighbors, which decreases its
overlap with them, thereby giving localized and bound state)
of these metals in alloys in presence of more localized 3d and
4d band of Zn and Cd, respectively [48–51]. Also, the increase
in binding energy in one of the metals and decrease in binding
energy in the other indicates some charge transfer between the
constituents [48,50]. Qualitatively, all DFT functionals PBE,
SCAN, and HSE06 yield similar results in terms of the change
in PDOS of alloys with respect to its constituents. However,
only the nonlocal HSE06 provides an accurate binding energy
in the case of both alloys and constituents, thereby predicting
accurate formation energies. Also, the nonlocal RPA shows
similar or better accuracy than that of semilocal functionals
in predicting formation energies of CF–CF alloys. We will
discuss the RPA results in detail later in a separate section,
Failure of RPA and beyond RPA Correction.

B. CF-PF combination

In this section, we discuss the results for alloys with CF-PF
d-band combinations such as CuY, ScAg, AgY, AuSc, and

ScPd having a B2 phase, as shown in Fig. 1(b). We also
present a few other alloys (AuTi and YPd3) with a different
structure than B2 in Table III. The formation energies pre-
dicted by PBE-GGA agree well with the experiment, whereas
the hybrid HSE06 concurs with PBE for lower formation
energies (200–500 meV), while differs significantly from PBE
and experimental results in the case of higher formation ener-
gies (e.g., YPd3 and ScPd). On the contrary, SCAN seriously
overestimates the formation energies in this region with a
decrease in its deviation for alloys with increasing formation
energy (YPd3 and ScPd). The nonlocal RPA consistently over-
estimates the formation energies of alloys with results closer
to SCAN at the best-case scenario.

PDOS of valence d band of partially filled (PF) metals Sc
(3d), Y (4d), Rh (4d), Hf (5d), Os (5d), and Pt (5d) are shown
in Fig. 4. Unlike the CF metals, there is a significantly large
density of states at the Fermi level. Experimentally, both Sc’s
3d and Y’s 4d band is localized near the Fermi level (∼ 0.2 eV
below for Sc) with the d-band widths of ∼ 1.5 eV and 2.0 eV
respectively [52,57]. Also, Rh’s 4d band is concentrated at
∼ 1.3–1.5 eV below the Fermi level and has a d-band range
of ∼ 4.5–5.0 eV [55,62]. The 5d bands of both Hf and Pt have
similar localization as that of the 4d band of Rh with centroids
around ∼ 0.9 eV and ∼ 1.6 eV, respectively, with d-band
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(a) Sc [52] (b) Y [57]

(c) Rh [55, 62] (d) Hf [56]

(e) Os [62] (f) Pt [54]

FIG. 4. The estimated valence d-band density of states with partially filled d configuration compared with valence d-band ranges extracted
from experimental x-ray photoemission spectra or ultraviolet photoemission spectra (denoted by horizontal solid line). References are given in
subcaptions. ε f is the Fermi level.

widths of ∼ 4 eV and ∼ 8 eV [54,56,62] (Pt’s 5d band has
two peaks, and it is the first peak). Similary, Os’s 5d band has
a peak at ∼ 3.0 eV and a d-band width of ∼ 8.0 eV [62]. For
these alloys, the PDOS at the Fermi level decreases as PBE
> SCAN > HSE06, except for Pt. Also, the d-band range is
blueshifted away from the experimental valence d-band range
in the order of PBE < SCAN < HSE06 with PBE being
the closest. However, such a shift is noticeable only in the

Rh’s 4d and Os’s 5d bands. Unfortunately, it is difficult to
pinpoint the peak or a d-band centroid of DFT calculated
PDOS for Rh’s 4d , Os’s 5d , and Pt’s 5d bands, there-
fore, we could not compare it directly with the experimental
values.

Figure 5 shows PDOS results for alloys AgSc, ScPd, and
YPd3. In both ScPd and ScAg, the large density of states at
the Fermi level mainly consists of the PF 3d band of Sc,
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(a) AgSc [52]

(b) ScPd [52] (c) YPd3 [53, 63]

FIG. 5. The estimated valence d-band density of states of alloys with metals having completely filled/partially filled d-band configuration
compared with valence d-band ranges extracted from experimental x-ray photoemission spectra or ultraviolet photoemission spectra (denoted
by horizontal solid line). References are given in subcaptions. ε f is the Fermi level.

and its tail is slightly stretched towards larger binding ener-
gies compared to its pure counterpart (Sc in ScAg is more
stretched than Sc in ScPd) [52]. Our PDOS calculated by
all DFT functionals qualitatively agree with this experimental
observation [see Figs. 5(a) and 5(b)]. On the other hand, the
CF d band of metals Ag and Pd should be redshifted towards
a lower binding energy with a decrease in its width due to
similar reasons of charge-transfer and dilution as in the case of
CF-CF alloys. It is the part where our DFT calculated PDOS
differs from the experiment. As expected, PBE underestimates
the d-band centroid of the Ag’s and Pd’s 4d bands, while
SCAN slightly blueshifts them. HSE06 also raises the binding
energy, however, the shifted 4d band of Ag agrees with the
experiment, but is overestimated in the case of Pd’s 4d band.
This could be the reason that the formation energy predicted
by HSE06 is accurate for ScAg, but overestimates the ScPd
formation energy. The calculated electronic PDOS of YPd3

has nonseparable 4d bands of Y and Pd, similar to the ex-
perimental photoemission spectrum [53,63]. Nevertheless, it
has different centroids and d-band ranges for different DFT
methods. Similar to ScPd, the inaccuracy of HSE06 in the
prediction of formation energy of YPd3 is due to an incorrect
prediction of the electronic PDOS of an alloy. Conversely,

PBE and SCAN provide a reliable estimate of formation en-
ergies for both ScPd (Table II), and YPd3 (Table III), because
these functionals predict the correct electronic properties of
both alloys and the bulk elements simultaneously.

C. PF-PF combination

Previously, we observed that the inclusion of PF d-band
metals in alloys diminish the accuracy of the nonlocal density
functionals, while the PBE-GGA consistently outperforms
them. The SCAN meta-GGA indeed improves the PBE calcu-
lated electronic properties of many alloys and elemental bulks
but does not possess similar accuracy in formation energies
as that of PBE. Here, we explore the alloys with both PF
d-band metals such as HfOs, RhY, ScRh, PtSc, HfPt, ScRh3,
and ScPt3. In the PF-PF combination of alloys, both nonlo-
cal functionals, HSE06 and RPA, severely overestimate the
formation energies. On the other hand, semilocal function-
als perform well with PBE performing much better than the
SCAN except for HfPt. Our DFT results show a significant
error (overestimation) in the case of HfOs, even for PBE. We
suspect that there are some uncertainties in the experiment, as
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(a) HfPt (b) ScRh3 [58]

FIG. 6. The estimated valence d-band density of states of alloys with metals having partially filled/partially filled d-band configuration
compared with valence d-band ranges extracted from experimental x-ray photoemission spectra or ultraviolet photoemission spectra (denoted
by horizontal solid line). References are given in subcaptions. ε f is the Fermi level.

a few traces of Hf54Os17 and unreacted Os are also present in
the sample [43].

In Fig. 6, we compare the PDOS of HfPt [Fig. 6(a)] and
ScRh3 [Fig. 6(b)] obtained using various methods. Unfortu-
nately, we could not obtain experimental results for HfPt for
comparison but the XPS valence d-band spectra of ScRh3 is
available [58]. It has a d band that ranges from the Fermi level
to around ∼ 5 eV below the Fermi level [58] and it has a shape
like that of YPd3. As expected, HSE06 PDOS is blueshifted
away from the experimental range, while PBE and SCAN
yield similar PDOS compared to the experiment. However,
SCAN overestimates the experimental Rh’s 4d band width by
∼ 1 eV, while the overestimation is only about ∼ 0.5 eV in the
case of PBE. This result leads to accurate formation energy for
the PBE, while SCAN overshoots the experimental value by
∼ 230 meV.

Though all DFT-calculated d-band widths of Hf and Pt
metals are close to each other and agree with the experiment,
we expect that only the SCAN-calculated PDOS of HfPt
should be close to that of an experimental result if available,
as its formation energies are close to the experimental value.

IV. FAILURE OF RPA AND BEYOND RPA CORRECTION

Earlier, we compared the PBE and SCAN results with
HSE06, and established a connection between an accurate
prediction of formation energies of alloys and their electronic
properties. Here, we discuss the results obtained using the
nonlocal RPA. The RPA calculated formation energies of
binary alloys in the B2 phase are tabulated in Table II and
compared with other semilocal and hybrid functionals as pre-
sented in Fig. 1. RPA provides accurate formation energies of
CF-CF alloys with a lower energy (∼ < 130 meV) such as
for AgZn, AgCd, and CuZn. This is consistent with the previ-
ous results for Au–Cu alloys, which have formation energies
less than 100 meV [10]. Other CF-CF alloys such as CuPd,
AuCd, and AuZn have deviation ranges from 35–50 meV,
which is significant as compared to experimental values. Fur-
thermore, errors in RPA enormously increase when an alloy
consists of PF d-band metals. In general, it overestimates

the experimental formation energies up to the maximum of
∼ 350 meV for PtSc.

Though RPA works reasonably well in predicting the
cohesive energies of transition metal bulk comparable to
PBE [38] with a mean absolute error ∼ 0.25 eV, there is
a notable difference in the formation energies of alloys.
In contrast to formation energy, the cohesive energy of
transition metal alloys is a more difficult test for DFT func-
tionals as it involves isolated transition metal atoms [64].
Therefore, more error cancellation is expected for formation
energy as both alloys and constituents have the same phase.
Here, we have computed the RPA formation energies non-
self-consistently using the ground-state PBE eigenstates and
eigenvalues as reference. Therefore, we do not have RPA cal-
culated partial density of states to compare with experiment.
In RPA, the EXX energy (Etotal − ERPA

c ) is one-electron self-
interaction free, but the correlation energy ERPA

c suffers from
a self-correlation error due to the absence of the dynamical
exchange-correlation kernel ( fxc(q, ω)) [65,66]. RPA provides
a good description of the long-range electron-electron cor-
relation required to describe vdW interactions [30,67–69].
However, the short-range electron-electron correlation is not
properly described with bare RPA ( fxc → 0) which yields too-
negative correlation energies (by ∼ 0.4 eV/electron) for the
uniform electron gas in the metallic range densities [70,71].
Restoring the nonlocal exchange-correlation kernel can im-
prove the repulsive short-range correlation, thereby giving an
exact result [32,70–73]. We suspect that the too-negative for-
mation energies (compared to experiment) by RPA for alloys
with PF d-band metals may be related to too-low correla-
tion energy due to an imperfect description of the repulsive
short-range electron-electron correlation. Consequently, we
computed the formation energies of PtSc and HfOs using the
renormalized adiabatic LDA (rALDA) [32,72] and renormal-
ized adiabatic PBE (rAPBE) [73] kernels and tabulated them
in Table IV.

The rALDA kernel is obtained by using a (local) truncation
of ALDA kernel for wave vector q > 2kF , where kF = (3π2 ∗
density)1/3 is the Fermi wave vector [32,72]. Also, rAPBE is
similar to rALDA except it also includes a PBE-like gradient
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TABLE IV. Formation energies (eV) per atom from kernel-
corrected RPA for PtSc and HfOs. Improving the short-range
correlation in RPA can improve the formation energies of inter-
metallics where RPA fails severely.

RPA rALDA rAPBE Experiment

HfOs −0.667 −0.642 −0.612 −0.482 ± 0.052 [12,43]a

PtSc −1.440 −1.317 −1.257 −1.086 ± 0.056 [41,45]

aIt is mentioned in the reference that HfOs alloy sample was not
completely pure. It had small amounts of Hf54Os17 and relatively im-
portant quantities of unreacted Os. Therefore, the true result should
be more exothermic than −0.518 eV [43].

correction [73]. A large overestimation of formation energy
from RPA can be reduced a little using rALDA. Further,
rAPBE improves the RPA formation energies by a significant
amount of ∼ 200 meV in the case of PtSc, closer to the
experimental value. More corrections in the RPA formation
energies can be expected when using a more exact uniform
electron gas kernel, such as modified CP07 (MCP07) [71].

V. CONCLUSIONS

We performed DFT calculations to compute the ground-
state equilibrium properties of intermetallic alloys. Many
earlier studies [5,10] argued that the nonlocality is essen-
tial for accurate formation energies. However, those studies
covered only a narrow range of WB compounds having CF
d-band metals. Our assessment includes a broad range of
binary alloys, which also include PF d-band metals. We found
that the nonlocality is not always useful for formation en-
ergies. Instead, a PBE-like exchange correlation can yield
accurate results compared to the experiment, especially for SB
intermetallic alloys having PF d-band metals.

Based on the observations, we classified intermetallic
alloys into three categories based on their d-band filling com-
binations, e.g., CF-CF, CF-PF, and PF-PF. The formation
energies usually increase in the order of CF-CF < CF-PF
< PF-PF. As previously discussed, the nonlocal functionals
HSE06 and RPA give accurate formation energies of CF-CF
alloys, while PBE-GGA yields better results in the case of
CF-PF and PF-PF alloys. Therefore, we suggest using a more
PBE-like exchange correlation for SB alloys having a PF
d-band metal, while the nonlocality is necessary to capture the
energy differences in the case of WB alloys with CF d-band
transition metals. The difficulties to incorporate a delicate bal-
ance between two such extreme cases make it arduous for any
DFT approximation to provide the accurate equilibrium prop-
erties of a wide range of alloys. Nevertheless, a meta-GGA
could be a natural trade-off, as it contains some nonlocality
due to the kinetic energy density, while it still maintains its
status as a semilocal approximation.

In addition, we also established a one-to-one correspon-
dence between formation energies and electronic properties
by estimating the d-band contribution to valence DOS. In
other words, the functional which predicts accurate PDOS of
alloys and metals simultaneously also agrees with the experi-
mental formation energies. The PBE-GGA underestimates the
d-band range of CF transition metals and their alloys while it
provides electronic PDOS often similar or better than HSE06
in the case of PF d-band metals and their alloys. Contrarily,
SCAN often improves on PBE-calculated d-band centroid and
hence the d-band range of many alloys and bulk metals, but it
does not share similar success as that of PBE. It may be due to
a lack of required error cancellation in the SCAN meta-GGA
that should be expected due to the same phase of the alloy and
its constituents.

The state-of-the-art RPA, which can describe different
bonding situations often much better than semilocal and hy-
brid functionals, severely fails for the formation energies of
intermetallic alloys with PF d-band metals. It significantly
overestimates the formation energies. This may be related
to the too-negative correlation energies within the metallic
densities due to the incomplete description of repulsive short-
range electron-electron correlations. Restoring the nonlocal
exchange-correlation kernel rAPBE improves the formation
energy of PtSc by ∼ 200 meV, which is substantial. The exper-
imental formation energy of some alloys are either limited in
number or unavailable and also accompanied by an error bar.
However, those error bars are four- to five fold smaller than
the actual functional error. Therefore, our overall conclusions
about the performance of various density functionals remain
valid, in a qualitative sense, even for those alloys. Also, in
the absence of experimental results for many alloys, there is
a strong need for more robust theoretical methods. One direc-
tion could be to look at the kernel-corrected RPA using the
modified CP07 (MCP07) kernel [70] of the uniform electron
gas. It satisfies all the exact constraints that a complex kernel
with the real frequency can satisfy for that model of a metal.
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