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Calculations of anisotropic magnetic properties using spin-orbit energy variations
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We analyze several methods of obtaining the accurate relativistic total energy (TE) variations using traditional
perturbation theories (PTs) and proposed coupling constant integration (CCI) methods. For this purpose, we
perform benchmark calculations within the density functional theory taking the spin-orbit coupling (SOC) and
its derivative as a perturbation. The TE change due to SOC addition obtained from both PTs and CCI is shown
to reach the accuracy of fully self-consistent TE calculations. Similar accuracy is also obtained even for the
magnetocrystalline anisotropy energy (MAE). The real advantage of the proposed methods is to use PTs and
CCI methods in those electronic structure methods where accurate total energies currently cannot be obtained
with required accuracy. Correspondingly, we demonstrate the applicability of suggested methods for calculations
of MAE in different magnetic materials using a dynamic mean-field method. All suggested PTs and CCI methods
also provide convenient site, orbital, and spin decompositions of the TE variation, creating a powerful way to
analyze microscopic physics in strongly correlated materials.
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I. INTRODUCTION

The theoretical/experimental quest for realistic material
simulations often lies in small energy scales. For instance,
the magnetocrystalline anisotropy energy (MAE), which is
a key material property crucial for applications of perma-
nent magnets [1], often does not exceed on the order of
1 meV/atom. While standard density functional theory (DFT)
is based on local density approximation (LDA), other approx-
imated exchange-correlation energy functionals can readily
reach this high precision in the total energy (TE) given the
mean-field level of approximation; the many-electron cor-
relation effects, ubiquitous in functional materials involving
partially filled d-/ f -shell electrons, pose a great challenge
to DFT. DFT calculations often yield material MAE which
can be orders of magnitude off from experimental values,
and sometimes even the sign can be wrong. Hybrid methods
that combine DFT with higher-level many-body techniques
to explicitly treat electron correlations have been developed
[2–5]. LDA+Hubbard U [6–8] and LDA + dynamical mean-
field theory (DMFT) [9,10] have been applied to study the
strong electron-correlation effects on MAE for some typical
magnetic systems. The GW method [11–13] does not always
rely on DFT to provide one-electron dispersion and has also
been successfully applied to magnetic systems. It is very
challenging, however, to achieve highly accurate TE from
state-of-the-art methods such as LDA+DMFT and GW.

The purpose of this work is to analyze the usage of several
perturbation theories (PTs) and coupling constant integration
(CCI) methods to evaluate theoretically challenging physical
properties like MAE in advanced theoretical methods such
as LDA+DMFT and GW. We notice below that the origin
of MAE in all considered systems comes exclusively from
spin-orbit coupling (SOC), although the resulting size of the
MAE also depends on other terms in the Hamiltonian. SOC
is generally a small “perturbation” term, so PTs and CCI

methods are natural approaches to accurately calculate the
change in the induced TE variation. However, such smallness
is not a requirement for the applicability of CCI methods.
CCI methods traditionally have been used in the electronic
structure calculations to estimate correlation energies [14].
Applications of CCI to magnetic calculations are very limited,
and we are not familiar with any CCI methods applied to
relativistic interactions. We should mention that a variation of
SOC and its influence on anisotropic properties were studied
earlier (see, for instance, Ref. [8]). A generalization of such
variation in the case of the fully relativistic Dirac equation
was also proposed [15] in which the inverse of the speed of
light was used as a variational parameter.

We carry out a detailed benchmark of the reliability of
PTs and CCI methods in calculating the TE variation caused
by a small perturbation of SOC. We show that both PTs
and CCI methods can efficiently produce results with re-
markable accuracy when compared with numerically “exact”
self-consistent calculations (SCCs). For convenience, a DFT
is chosen to be the theoretical framework as a benchmark.
Since both PT and CCI are very general approaches, the main
conclusion is expected to apply to other levels of theory as
well.

We describe both the CCI and PT formalisms in Sec. II. In
Sec. III we benchmark the TE calculations on three paramag-
netic bulk materials and present results for MAE calculations
for two ferromagnetic materials. Section III also shows the
site decomposition of the TE and the DMFT calculations of
the MAE for several well-known magnetic systems.

II. METHODS

Let us define the system Hamiltonian as

H = H0 + V, (1)
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where H0 is the Hamiltonian including scalar relativistic
effects and V = ξL · S denotes the SOC component. This
component is usually small when compared to the TE of the
system. Generally, we can introduce a coupling constant λ and
define

H(λ) = H0 + λV, (2)

where λ varies from 0 to 1, which adiabatically connects a
system of H0 to that of H. The TE of the system is given by

E (λ) = 〈�(λ)|H(λ)|�(λ)〉. (3)

In particular, E0 = E (λ = 0) gives the total scalar relativistic
energy, and E (λ = 1) amounts to the total relativistic energy,
including SOC. The expectation value of SOC has the follow-
ing form:

E so(λ) = 〈�(λ)|λV |�(λ)〉. (4)

According to the Hellmann-Feynman theorem, we can ex-
press the derivative of the TE with respect to λ as

E ′(λ) = 〈�(λ)|V |�(λ)〉
= E so(λ)

λ
. (5)

Therefore, we can calculate the TE E (λ) = E0 + �E (λ) us-
ing CCI given that E0 is known with

�E (λ) =
∫ λ

0

E so(λ′)
λ′ dλ′. (6)

In other words, the induced TE change due to the addition
of SOC, which includes the response of the system kinetic
energy and potential energy, can be determined solely by the
SOC along the path of the coupling constant λ.

Finally, the MAE, the TE difference between two different
magnetization directions (e.g., [100] and [001] for FePt and
CoPt alloys), is readily obtained with

K = E100(λ = 1) − E001(λ = 1)

=
∫ 1

0

E so
100(λ) − E so

001(λ)

λ
dλ. (7)

The corresponding PT results can be easily obtained from
the CCI equation if we write for the PT energy,

�E (λ) =
∑
n=0

λnEn. (8)

Here, En is the energy of the consecutive PT expansion. Thus,
the SOC energy E so can be written as

E so =
∑
n=0

nEn. (9)

In the most popular second-order approximation, for instance,
the change in the TE is just half of the mean value of the
perturbation operator,

E2 = E so/2. (10)

Thus, for tetragonal materials, the TE change in a system
induced by SOC is just half of the SOC energy. Corre-
spondingly, in cubic systems, where the PT starts with the

fourth-order terms, the energy change is

E4 = E so/4. (11)

The calculations of MAE in cubic materials are very com-
putationally demanding even in the LDA, so DMFT studies
of MAE in such systems currently cannot be performed
consistently. For both polar and chiral magnetic noncen-
trosymmetric systems, there is already a first term of the PT
that is nonzero. In this case, a specific antisymmetric exchange
(the Dzyaloshinskii-Moriya [DM] interaction) appears. DM
interaction favors spin canting of otherwise parallel aligned
magnetic moments and thus is a source of weak ferromagnetic
behavior in an antiferromagnet (AFM). This interaction is
responsible for the appearance of magnetic skyrmions and is
crucial for the explanation of magnetoelectric effects in mate-
rials such as multiferroics. The tensor of the DM interaction
Di j is linear over the SOC constant.

In summary, the calculations of SOC energy can be used
directly to obtain the TE for systems with different crystal
symmetries. The corresponding order of the first nonzero
term of PT is determined by the crystal symmetry. In the
general case in which we do not assume any symmetry, the
CCI method described above (CCI1 below) should be used to
determine the strength of different terms of general expansion
over the speed of light of the relativistic PT.

A standard PT considers the SOC a perturbation with an
inverse speed of light as a smallness parameter. We define
this scheme below as PT1. However, some isotropic terms
(Darwin and mass-velocity corrections) of similar relativistic
smallness have been included in the original scalar relativistic
Hamiltonian. One can further modify traditional PT and de-
compose the spin-orbit coupling matrix into anisotropic and
isotropic terms. This will further separate the large isotropic
parts (>0.1 eV) from the much smaller anisotropic parts
(<0.01 eV) within the SOC. In the simplest approximation,
such a PT can be built using a finite difference between SOC
operators defined for different directions of magnetic fields
(the anisotropy operator). For systems with axial symmetry,
this can be written as

K so = E so
x − E so

z = 〈�|V |�〉x − 〈�|V |�〉z. (12)

Here, both matrix elements of the SOC operator in the right
part are calculated separately with the different wave func-
tions and Fermi levels, corresponding to different magnetic
field directions. To extract the anisotropic smallness of a level
of operator, one can define the anisotropy operator

K̂ so = U †
xzVxUxz − Vz (13)

and use this operator as a new perturbation (PT2 below). In
this case the ground state Hamiltonian and wave function
of the ground state are redefined to include a corresponding
isotropic part of the SOC for each field direction. Strictly
speaking, this approach is suitable only for magnetic insula-
tors due to the dependence of the Fermi level on the direction
of magnetic field. In metals it contains an uncontrolled error.
It is expected, however, that this correction is small even in
metals, and the expression above should be good enough for
practical applications or an additional analysis of MAE.

But even in metals one can introduce a more rigorous form
for the anisotropy operator. Let us turn from finite differences
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to a transformation of the SOC operator V under an infinitesi-
mal rotation. The operator V in a rotated coordinate system is
related to the operator in an initial coordinate system by

V ′ = U (ω,�,�)V [U (ω,�,�)]−1, (14)

where U is a rotation operator and can be written as

U (ω,�,�) = e−iωn·L, (15)

where L is the total orbital momentum operator.
Correspondingly, a transformation of the SOC operator V

under an infinitesimal rotation has the form

V − > V ′ = V − iδωn · [L,V ]. (16)

A corresponding operator of anisotropic torque (see also
[16,17])

T so = δV

δω
= −in · [L,V ]. (17)

The angular variation extracted from the SOC energy is only
a small anisotropic part, and the traditional variation over the
inverse of the speed of light (PT1 below) allows us to obtain
the sum of both small anisotropic and large isotropic SOC
energies. After the application of the CCI formalism to matrix
elements of this derivative, one can write the expectation value
of the anisotropic part of the TE as

E ′(ω) = 〈�(ω)|T so|�(ω)〉. (18)

By integrating over all angles we obtain the total MAE.
Below, this method will be called CCI2. Note that the Fermi
energy and wave functions were determined for each angle
and include the needed Fermi level change with magnetic field
direction. Again, both definitions are suitable for the analyses
of weak anisotropic interactions (<0.01 eV). Our goal now is
to check how to correctly calculate the dependence of SOC
energies on λ and ω and apply this to the MAE calculation in
methods where the TE cannot be obtained with an accuracy of
0.001 meV.

In realistic material calculations, all approaches described
above not only can serve as an alternative method for TE
evaluations but also provide a way to decompose the TE �E
into atomic components within different spin-orbital channels.
Such component analysis will give more detailed insight on
how SOC determines MAE in different materials.

Magnetocrystalline anisotropy

To discuss the meaning of SOC torque let us use the orbital
moment anisotropy (OMA), defined as the difference between
two self-consistently calculated orbital magnetic moments
Ml for two different magnetic field directions, Ml〈0001〉 −
Ml (θ ).

Yosida et al. [18] used the impurity Green’s function
approach and obtained several relations between different
spin contributions to MAE and OMA. Since then, this ap-
proach has been used many times in different areas [19–22].
The most recent reviews of these methods can be found in
Refs. [23–25]. Below we will use the original approach [18].
In the considered PT formalism the SOC energy is [18,19]

Eso = −λ

2
(L↑↑

z + L↓↓
z + L↑↓

+ + L↓↑
− ), (19)

where Lσσ ′
i is the matrix element of the ith component of the

orbital moment l̂i between corresponding spin states. The total
relativistic energy of the system is a sum of SOC energy and
a corresponding relativistic response of kinetic and potential
energies. Using Eq. (10) for the energy change, we have

E = −λ

4
(L↑↑

z + L↓↓
z + L↑↓

+ + L↓↑
− ). (20)

The total orbital moment is defined as

Ml = M↑↑
l + M↓↓

l = −L↑↑
z + L↓↓

z . (21)

The negative sign for the spin-up component appears explic-
itly only when PT is used, while in the fully relativistic Dirac
approach all spin components formally have the same sign.
For spin longitudinal components of the TE we can write

Eσσ = σz
λ

4
Mσσ

l , (22)

where σz = 1(−1) for σ =↑ (↓).
Despite all of the approximations used, recent calculations

in many metallic systems with a very different strength of the
SOC showed [8] that this expression is still fulfilled in realis-
tic systems with a possible error of just 5%–10%. It seems
that this approach as a whole can be used for the analysis
of relativistic energies on a scale of typical SOC energies
(0.05–0.5 eV).

A similar relation between different spin longitudinal com-
ponents of MAE and OMA holds,

Kσσ = −σz
λ

4
�Lσσ

z , (23)

emphasizing that an easy magnetization axis direction for
each spin component separately corresponds to a larger orbital
moment for the same spin component (which is also just a
Hund’s rule statement for each spin component). While it is
valid for each spin component separately, there is no such
relation between the total MAE and the total OMA due to
the presence of the negative sign in Eq. (21) for the spin-up
component [23,24]. Such importance of the OMA is related
to the fact that the spin moment anisotropy is very tiny, while
a change in orbital moment is normally at least 5–10 times
larger. This angular dependence of the amplitude (or spin
projection) of the orbital magnetic moment is of fundamental
importance as it provides a dominating contribution to both
symmetric and antisymmetric anisotropic couplings between
magnetic moments in magnets. However, the high-order small
anisotropy of the spin moment can still be relevant, for in-
stance, in the context of anisotropic magnetoresistance.

The total MAE in the case of half-metallic magnetism
coincides with the total relativistic energy of spin-down states
and can be presented as [18,24]

K = K↓↓ = λ

4
L↓↓

z = m2

4
λ2N↓

m (EF ) (24)

Clearly, the PT relation for the orbital moment L↓↓ = m2N↓
m

will be strongly violated in the case of a very narrow peak
when the value of L↓↓ is unphysically large. In this case, while
λ for 3d atoms is much smaller than the crystal field splittings,
it can be comparable to the bandwidths of xy and x2 − y2

narrow peaks at E f , and PT is no longer valid. The real typical
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example will be an atom (N↓
m → ∞) where L↓↓ has limited

and integer values of 0, 1, 2, . . . . To obtain a proper descrip-
tion of the orbital moment in this limit one has to go beyond
the second order of the traditional Rayleigh-Schrodinger PT,
as it does not describe the orbital moment properly [26]. A
different version of the PT, namely, the Brillouin-Wigner PT
[27], allows us to resolve this issue already in the second
order. In the Brillouin-Wigner approach the relativistic modi-
fication of the DOS N↓

m can be presented as N/
√

1 + m2λ2N2,
so the orbital moment for the down-spin component is

L↓↓ = m
mλN↓

m√
1 + (mλN↓

m )2

, (25)

so in the atomic limit

L↓↓ = lim
N↓

m→∞

⎛
⎝m

mλN↓
m√

1 + (mλN↓
m )2

⎞
⎠ = m, (26)

and, for instance, for degenerate x2 − y2 and xy orbitals at
E f it will equal 2 for any value of λ, while for the specific
nonrelativistic case of λ = 0, L↓↓ = 0. Thus, accounting for
a proper relativistic modification of the effective bandwidth
for systems with a large DOS at E f can be crucial. Typically,
the SOC in 3d atoms is around 0.05 eV; therefore, for the
orbital moment Ml = 2μB one can expect that the theoretical
maximum of the MAE can reach the huge value of 25 meV. An
even higher value can be seen for highly localized 4 f orbitals
at the Fermi level.

Let us summarize all conditions of such a half-metallic
model of a large magnetic anisotropy system. All spin-up
states should be far from E f . Such situation corresponds to the
effective spin splitting being much larger than a characteristic
SOC. A spin splitting of 1 eV would be already sufficient.
Next, crystal field splitting separating states at E f and all other
d states with the same spin should be at least as large as the
exchange splitting. This is exactly a case of strongly correlated
narrow-bandwidth electronic materials where such methods
as DMFT should be used. Such PT estimations are not suitable
for majority of 4 f -electron-based magnetic systems where
the SOC cannot be considered as a perturbation, and a full
relativistic treatment is needed. In such cases the contribution
to the MAE from SOC alone can be rather small and have a
different sign. While the relativistic PT is not applicable here,
the CCI methods proposed above can be used to analyze the
relativistic interactions.

III. RESULTS AND DISCUSSION

In this section, we numerically benchmark the accuracy of
CCI in evaluating the TE change �E and the MAE due to
SOC.

A. TE �E from CCI

To investigate the reliability of the CCI given in Eq. (6), we
carry out all-electron first-principles DFT calculations using
the full potential relativistic linearized augmented plane-wave
package (WIEN2K) [28]. Three single-element fcc crystals, Al,
Pt, and Pu, which have increasing SOC strength, are chosen

FIG. 1. TE change �E due to SOC as a function of coupling con-
stant λ calculated with SCC and the CCI method. CCI energies agree
very well with SCC results for fcc crystals Al (top), Pt (middle), and
Pu (bottom).

for the benchmark. The lattice constants are 7.653, 7.417, and
8.754 bohrs, respectively. The self-consistent calculations are
done with a 21×21×21 uniform k-point mesh. The LDA is
adopted for the exchange-correlation functional. The Fermi
broadening method with a broadening factor of 0.002 Ry
is used for the Brillouin zone k-point summation. The TE
tolerance is set to 10−8 Ry to guarantee the convergence of
the self-consistent calculations.

Figure 1 shows the TE change �E (λ) due to SOC as a
function of coupling constant λ from SCCs (red dots) and CCI
calculations (blue curve). One can see that the CCI data agree
very well with the numerically exact SCC results in the range
of SOC strength across three orders of magnitude from Al to
Pu. The relative error, defined as (�ECCI − �ESCC)/�ESCC,
is generally less than 1%, as shown in the insets of Fig. 1.
In particular, Table I lists relative errors for λ = 1, which
corresponds to the physical SOC in real materials. The relative
errors are smaller than half a percent, indicating that CCI is a
reliable approach for TE calculations.

TABLE I. Comparisons of the TE change �E due to SOC, ob-
tained from CCI calculations and SCCs. The relative errors are less
than half a percent.

Al Pt Pu

�ESCC (meV/f.u.) −0.5725 −1211.84 −2591.67
�ECCI (meV/f.u.) −0.5724 −1208.57 −2594.06
Error (%) 0.016 0.270 0.092
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FIG. 2. Magnetic anisotropy energy K of FePt and CoPt as a
function of the coupling constant λ calculated from SCC and the CCI
method. The CCI method is shown to be able to generate results in
close agreement with the numerically precise SCC.

B. MAE from CCI

We further investigate the reliability of CCI in determin-
ing MAE, which is a very important property for permanent
magnets and also much more challenging to calculate since it
is usually very small. Two typical examples of ferromagnetic
materials with high MAE are FePt and CoPt, with L10 struc-
ture. We took experimental values as lattice constants: a =
5.218 bohrs, c = 7.058 bohrs for FePt and a = 5.070 bohrs,
c = 6.970 bohrs for CoPt [29]. The MAE here calculated
amounts to the difference of two magnetization orientations,
[100] and [001] (the [001] axis is perpendicular to the alter-
nating Fe/Co and Pt planes). In order to reduce the numerical
errors, we use the same (lower) space symmetry group for
two orientations and a common 40×40×29 k-point mesh.
Even though FePt and CoPt both exhibit large MAE compared
to other materials, the scale is still just around meV—much
smaller than TE. In Fig. 2 we show MAE as a function of the
coupling constant λ from SCC and the CCI method. The CCI
produces results in very good agreement with SCCs for both
structures. The relative error is generally smaller than 2%, as
shown in the insets of Fig. 2. Our calculation results also agree
fairly well with the early calculations in the literature [7,24].

For a more detailed study of the efficiency and accuracy of
the CCI method, we investigate the CCI results given different
numbers of sampling λ points. Table II presents the results
using three, five, and ten λ points (including the trivial point
at λ = 0) uniformly sampled between 0 and 1. The errors
are consistently fairly small even with a small number of
sampling points.

C. Site decomposition based on CCI

Seeing that the SOC is purely local interactions, the CCI
method provides a feasible way to decompose the TE variation
�E due to the response to SOC, including MAE, into atomic
site (and spin-orbital) components. Such site decomposition

TABLE II. Comparisons of the MAEs for FePt and CoPt calcu-
lated from SCCs and the CCI method. The relative errors are shown
to be very small.

FePt CoPt

ESCC (meV/f.u.) 2.505 1.269
ECCI

a (meV/f.u.)
Three points 2.426 (3.1%) 1.264 (0.4%)
Five points 2.429 (3.0%) 1.258 (0.9%)
Ten points 2.474 (1.2%) 1.257 (0.9%)

aThe error is shown in parentheses.

is complete; that is, the sum of all energy site components is
exactly equal to the TE. No interstitial regions are involved.
Valuable information about the role of different sites (includ-
ing spin-orbital channels) in the response to the SOC and
the microscopic origin of the system MAE can be obtained.
Such information can be used to guide material design and
optimization, for instance, through chemical substitution.

Figure 3 presents the TE change �E (left panel) and MAE
(right panel) in terms of Fe/Co site and Pt site components
for FePt and CoPt alloys. The Pt site obviously plays the
dominant role in the TE change induced by SOC because
of its larger mass. Interestingly, such site-component analysis
reveals that the major contribution for the large MAE of these
materials comes from Pt site, rather than Fe/Co site. Even
more remarkably, the Fe/Co site is found to have a negative
contribution to the material MAE. The analysis suggests that
Fe/Co site chemical substitution might be used to further
improve the MAE of this type of materials.

D. DMFT calculations

We calculate the electronic structure within
DFT+SOC+DMFT using the full potential implementation
and the TRIQS library [30]. In the DFT part of the computation,
the WIEN2K package was used with the gradient correction
approximation. For projectors on the correlated orbital in
DFT+DMFT, Wannier-like orbitals are constructed out of
Kohn-Sham bands within the energy window from −2 to
1 eV with respect to the Fermi energy. This window is also

FIG. 3. CCI-based site components of the TE change �E and
MAE. The Pt site clearly dominates the contribution to �E (due to
SOC) and MAE of the two materials.
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TABLE III. The MAE obtained using both PT schemes and CCI
methods described in the text for different magnetic systems. Cal-
culations using VASP with the GGA performed for Co and CoPt and
LDA+U for CoO are shown in comparison with the corresponding
DMFT calculations. Experimental lattice constants have been used.
All values for hcp Co are in μeV/atom; other values are in meV/cell.

Co (hcp) CoPt YCo5 CoO

GGA DMFT GGA DMFT GGA DMFT GGA+U DMFT

PT1 24.5 46 1.152 1.31 1.715 3.35 1.44 1.70
PT2 22.3 46 1.105 1.32 1.760 3.39 1.43 1.71
CCI1 28.5 49 1.217 1.38 1.904 3.44 1.42 1.72
CCI2 27.5 50 1.223 1.39 1.951 3.49 1.44 1.73
TE 29.1 1.241 1.926 1.42 1.72

suitable for the correct treatment of the SOC operator, while
for the anisotropy operator an even smaller energy range is
sufficient. To solve the DMFT quantum impurity problem,
we used the strong-coupling continuous-time Monte Carlo
impurity solver as implemented in the TRIQS library with the
off-diagonal hybridization elements included.

The U and J parameters for Co atoms have been used
according to the suggestions of Ref. [8].

Our results are presented in Table III. The usual TE DFT
calculations of the MAE for hcp Co have been performed
for many years, and these results differ greatly but are con-
sistently far from the experimental number (64 μeV/atom).
Our GGA result (29 μeV/atom) confirms this trend. While
for CoPt GGA gives satisfactory agreement with the exper-
imental number (see Table III), for YCo5, again, our and
published earlier data indicate a significant deviation from
the experiment. Note that for Co and YCo5 different density
functional studies demonstrated that the results are sensitive
to the quality of calculations and the choice of the exchange
correlation potential.

Overall, our calculations of perturbation energies and the
results of corresponding CCI methods show very similar
trends in metals. The relativistic second-order PT1 and its
anisotropic analog PT2 produced the worst (but still satis-
factory) agreement with the corresponding number obtained
from TE calculations, with a typical deviation <20%. The
PT2 scheme gives a bit larger disagreement, which we as-
sociate with a shift in the Fermi level. Both CCI schemes
produced much better agreement with the corresponding TE
result (1%–5%) in all studied metals. In the magnetic insulator
CoO the difference between the PT and CCI methods is very
small and probably related only to the accuracy of the different
numerical methods. We do not show GGA results for CoO as
it produced the wrong ground state. In this case we switched
to the GGA+U scheme.

Our DMFT studies confirm a general trend between PT
and CCI methods, showing a clear difference between their
results. While for CoPt DMFT produced a result similar to
the GGA for MAE in all tested methods, for Co and YCo5

DMFT results are very different from those obtained with the
GGA, demonstrating an increase in MAE of nearly a factor
of 2. In turn DMFT greatly improves the agreement with the
measured numbers for both systems. For YCo5, such influence
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FIG. 4. The angular dependence of magnetic anisotropy (right, in
meV) and anisotropic torque (left) in CoO as a function the magnetic
field angle (φ = 90). Inset: the orbital moment on Co atom (in units
of μB).

of correlation effects was noticed before [8], while for hcp Co,
to our knowledge, it has not been discussed.

Let us describe the equilibrium magnetic moments in
these systems. In hcp Co the obtained DMFT total mag-
netic moment Mt = Ms + Ml is 1.69μB = 1.57μB + 0.14μB,
which traditionally is very close to the experimental 1.66μB

(1.52μB + 0.14μB). The DMFT spin (orbital) moment of
the Co atom in CoPt is unusually large, 2.08μB (0.28μB).
However, the OMA is rather weak, and overall, the Co atom
practically does not contribute to the total MAE. The Ml of
the Pt atom (0.1μB) in turn is very anisotropic with a very
unusual structure [24], so the Pt atom produces the dominating
contribution to the MAE of CoPt.

The interesting feature of YCo5 is the difference between
orbital moments on the 2c and 3g sites of Co [19], which
has been well established experimentally. This difference is
usually associated with the observed large MAE in YCo5. Our
DMFT calculations give Ml = 0.29μB (2c) and Ml = 0.19μB

(3g site) with dominating orbital moment anisotropy on the
2c sites. Similar results were obtained in DMFT and LDA+U
calculations previously [8,9].

In the magnetic insulator CoO the PT and CCI results are
expected to be similar, and our DMFT applications confirmed
it. We also used the TE calculations of DMFT to compare
all schemes. In such insulating systems the MAE obtained
from the TE is not as sensitive to the computational details as
in metals. However, it is still hard to achieve consistently an
accuracy of 0.1 meV or less due to DMFT features, including
the natural stochastic origin of numerical many-body meth-
ods. The results of anisotropy calculations from TE in DMFT
have better accuracy due to some error cancellation effects
when calculating the difference between two large numbers.
A similar accuracy (<1 meV) was reported earlier for DMFT
calculations [9].

Finally, in Fig. 4 we show the anisotropy and anisotropic
torque (see above) for AFM CoO (φ = 90) as a function of the
magnetic field angle. It is well known that for this system LDA
(GGA) produces a metallic ground state, while the addition
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of Hubbard’s U (4 eV in our case) leads to a gap opening,
in agreement with the experiment. In addition, several pos-
sible easy-axis directions were proposed by the experiments
[31–33]. Our results support the oldest findings [31]. The total
magnetic moment in CoO is 3.52μB (2.75μB + 0.77μB) and
looks somewhat smaller than the measured values [31–33]. A
larger orbital moment in Co (1μB) was found a long time ago
in LDA+U calculations in Ref. [34]. We relate this difference
to the significantly larger Hubbard parameter used there.

IV. CONCLUSIONS

We performed a numerical investigation of the reliability
of different perturbation theory and coupling constant inte-
gration methods for evaluating the TE change induced by
SOC. The magnetocrystalline anisotropy, a technologically
very important physical property for permanent magnets, was
also included as a more stringent test. All methods showed
consistently good agreement with the numerically precise
total energy results from well-converged self-consistent cal-
culations within the theoretical framework of DFT, on energy
scales across several orders of magnitude and different ma-
terials. Therefore, all considered methods are expected to be
reliable and useful, especially for similar calculations within
other theoretical frameworks where an accurate TE is hard

to obtain like DMFT and GW methods. Both PT and CCI
methods offer a reasonable accuracy for much smaller com-
putational efforts. These methods also offer a practical way to
decompose the induced TE variation into different sites and
spin-orbit components. They can be used as a more justified
approximation relative to the popular one-electron analysis.
PT/CCI energy component analysis provides a feasible way to
obtain intuitive understanding of how systems respond in the
presence of SOC, especially the microscopic origin of MAE,
which can serve as theoretical guidance for material design
and optimization.
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