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Universal scaling of charge-order melting in the magnetic field–pressure–temperature landscape

Sudip Pal, Kranti Kumar, and A. Banerjee
UGC DAE Consortium for Scientific Research, Khandwa Road, University Campus, Indore-452001, India

(Received 11 August 2020; accepted 26 October 2020; published 11 November 2020)

We show that the first-order transition related to charge ordering (CO) follows power-law scaling with external
hydrostatic pressure (P) and magnetic field (H ). This is an experimental evidence of a scaling relation through
magnetization measurement across the CO transition temperature (TCO) in three manganese-oxide systems under
the simultaneous influence of H and P. The melting of CO instability obeys a simple scaling relation, �TCO =
f (HPα), where �TCO is the suppression of TCO by P and H and α is the nonuniversal scaling exponent that
crucially depends on lattice, charge, and spin coupled dynamics. Our results suggest that the instability point of
a first-order transition scales with the strength of the perturbations, H and P. The H -P-T scaling should allow us
controlled manipulation of the transition in a three-dimensional space. The scaling relations should be applicable
to other first-order transitions as well with the relevant parameters.
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Critical phenomena is an interesting subject and is spread
over diverse disciplines. The scaling relations among relevant
parameters nicely describe the chaotic dynamics of the contin-
uous phase transitions and various other disparate events such
as in neural networks, avalanches in sandpiles, earthquakes,
fluctuations in the stock market, etc. [1,2]. First-order tran-
sitions also show critical slowing down while approaching
spinodal temperatures, which are the limits of the metasta-
bility [3,4]. This phenomenon is controlled by “critical-like
singularity” [5–7]. In the mean-field approximation, the cor-
relation length and the relaxation time should diverge at
the spinodal. Nonetheless, despite its prevalence in various
branches of science, the understanding of first-order transi-
tions remained at a nascent stage. It is yet to develop in terms
of the scaling and its universality. In real finite-dimensional
systems the thermal fluctuations smear the mean-field spin-
odals if the fluctuations are comparable to the nucleation
barrier. There one can still assume a hidden spinodal, which is
called an “instability point,” and the associated scaling should
remain intact [8,9].

The critical phenomena across first-order phase transition
remained mostly unattended until recently after it has been
experimentally observed across the charge-order (CO) tran-
sition, Mott transition, and nematic-smectic phase transitions
[10–13]. The dynamics of a first-order transition is controlled
by the unstable fixed point and it obeys scaling laws with un-
stable exponents contrary to the stable fixed point in the case
of continuous transitions [8,14]. In the case of a temperature
driven first-order transition, the transition temperature obeys
power-law scaling with the temperature sweep rate (R) [8–14].
In addition, in the case of magnetic transitions, it should be
dependent on H also, which is evident from the equation
of state of the first-order transition [8]. In this context, we
have studied the shift of the CO transition temperature (TCO)
with the strength of the magnetic field (H) and pressure (P).
From the experimental data, we demonstrate the power-law

scaling between TCO and H . We further show the universal
scaling of TCO, P, and H described by a nonuniversal scaling
exponent. This is an experimental evidence of scaling in a
three-dimensional space including pressure, magnetic field,
and temperature across the first-order transition.

The CO state appears in mixed valence systems having
a narrow electron bandwidth where below the CO transition
temperature (TCO) the charges form a spatially ordered ground
state [15]. Examples of the prominent CO system include a va-
riety of oxides, organic compounds, high-TC superconductors,
etc. [16–24]. The intriguing interplay of structural parameters,
spins, and charges in the CO transition is exceedingly myste-
rious and yet an utterly unsolved problem [19–22]. Signatures
of critical behavior across the transition have been observed
in neutron- and light-scattering measurements [23,24]. In our
study, TCO decreases with increasing H and P. The effect of
H is nonlinear and is progressively pronounced at higher P.
Whereas, the effect of P is linear and progressively increases
at higher H . The main result of our work is that the sup-
pression of TCO obeys power-law scaling with the strength
of the perturbation, which is H in our case. We propose an
intriguing role of P in this context. In addition, TCO, P, and H
can be scaled onto a single master curve by a simple empirical
scaling relation, �TCO = f (HPα ). Here, �TCO is the change
in TCO by H at pressure P and α is a scaling constant, which
is the only free parameter here. The scaling behavior is an
indication of the evolution of the CO state in a self-similar way
under P and H . We explain it as the manifestation of spinodal
singularity related to the CO transition and the coefficient α

is a nonuniversal exponent that is decided by the complicated
coupling among the spin charge and lattice degrees of free-
dom.

We have studied three CO systems: Pr0.5Ca0.5MnO3

(PCMO1), Pr0.5Ca0.5Mn0.975Al0.025O3 (PCMAO), and
Pr0.6Ca0.4MnO3 (PCMO2). The CO transitions in these
systems show a prominent peak at the transition temperature
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FIG. 1. (a) and (b) show the M-T curve of PCMO1and PCMO2
around CO transition. It shows a prominent peak at TCO. The mea-
surement field is H = 1 tesla. PCMO2 shows antiferromagnetic
transition around 170 K. (c) it the temperature variation of suscep-
tibility of PCMAO at a constant measuring field of H = 2 tesla. We
have also shown the effect of P. The uncertainty in the last digit of P
values is shown in parentheses.

and thermal hysteresis in the M-temperature (T ) measurement
which is reminiscent of the first-order transition. The spin,
lattice, and charge dynamics are strongly interwoven,
which is evident in the recent experimental observations
of novel phenomena such as lattice driven magnetic order,
metal-insulator transition, etc. [19–21]. PCMO1 is a very
robust CO system and PCMAO and PCMO2 provide two
different pathways to study a weaker CO state under P
and H . In PCMAO, 2.5% Al doping breaks the long-range
CO correlation present in PCMO1, whereas PCMO2 has
dominating ferromagnetic (FM) correlation. Depending on x,
Pr1−xCaxMnO3 undergoes a transition into a charge/orbital
ordered state below 220–245 K, subsequently followed by an
antiferromagnetic phase at around 140–170 K [25].

The polycrystalline samples are prepared by standard
solid-state reaction and characterized by x-ray diffraction and
iodometric titration [26]. The details of the sample preparation
and characterization can be found in Ref. [26]. The CO and
antiferromagnetic transition temperatures match with the ear-
lier reports which further confirm the integrity of the samples.
However, PCMO2 has been found to show a spurious peak
in the M-T below TCO only above 5 tesla at ambient pressure,
although laboratory based x-ray diffraction does not reveal the
presence of any impurity. Therefore, for this compound we

FIG. 2. (a)–(c) Shift of TCO as a function of H in PCMO1, PC-
MAO, and PCMO2, respectively. Different curves represent different
P values. (d) The variation of T0 with P. T0 values have been obtained
by following Eq. (1). Solid lines are a guide for the eyes. The uncer-
tainty in the last digit of the P values is mentioned in parentheses.

have reported the TCO values in a limited H-P region where its
value can be obtained unambiguously. M-T measurements are
performed in a 7 tesla SQUID magnetometer (M/S Quantum
Design, USA). For external hydrostatic pressure, a Cu-Be
pressure cell with pressure limit of 10 kbar (easyLabMcell
10) has been used. Daphne oil has been used as a pressure
transmitting medium. Reported P values are determined by
monitoring the superconducting transition temperature of Sn
loaded inside the pressure cell [27].

At room temperature PCMO1, PCMAO, and PCMO2
samples are paramagnetic insulators. On cooling from the
paramagnetic state, they show a prominent peak in magnetiza-
tion (T ) around TCO = 245, 211.5, and 240 K, respectively, as
shown in Figs. 1(a)–1(c). An additional feature corresponding
to antiferromagnetic transition is clearly observed in PCMO2
around T = 170 K. In Fig. 1(c), we also show the representa-
tive data showing the effect of P on PCMAO for the applied
magnetic field of H = 2 tesla. All the measurements have
been performed in the cooling cycle. External P destabilizes
the CO state and drives TCO progressively toward lower tem-
perature. Note that, at high T all susceptibility, χ (= M/H ,
where M is the dc magnetization) curves at different P are
merged but as temperature is reduced toward TCO, they start
deviating from each other. The deviation is more pronounced
just above TCO. We have taken the temperature where suscep-
tibility is maximum as TCO. In Figs. 2(a)–2(c), we show the
variation of TCO with P and H for PCMO1, PCMAO, and
PCMO2, respectively [28]. In all three systems, suppression
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FIG. 3. (a)–(c) Double logarithmic plot of T0 − TCO and H for PCMO1, PCMAO, and PCMO2 following Eq. (1). Red solid lines are fitted
straight lines. Data of a few P values have been shown to maintain clarity. (d)–(f) Scaling of TCO, P, and H for the three samples following
Eq. (2). Legends indicate the P values in the unit of kbar. The uncertainty in the last digit of the P values is mentioned in parentheses.

of the transition temperature by H is nonlinear and more rapid
at higher P. The uncertainties in TCO are smaller than the width
of the symbols unless mentioned in the figure.

In the case of a temperature driven first-order transition,
the transition temperature obeys a scaling relation with the
temperature sweep rate (R), which is given by At = A0 + aRγ ,
where γ is the critical exponent and “a” is a constant [10,14].
Here, to analyze the effect of H , we use similar power-law
dependence, given by

TCO = T0 + a(P)Hγ , (1)

where T0 is the TCO at H = 0 and as we will show the coeffi-
cient “a” is dependent on P. We have shown the power-law
dependence of TCO in Figs. 3(a)–3(c). We have chosen the
T0 value that gives the best straight line and the variation
is shown in Fig. 2(d). The interesting point to note here is
that P does not affect the slope of the curves, which means
P does not significantly change the exponent γ as shown in
Fig. 4, rather it only affects the coefficient “a” (intercept in
the log-log plot). In fact, log a(P) is nearly a linear function
of P as evident from Figs. 3(a)–3(c); however, to find the exact
functional form, more close data points are necessary. The
linear dependence of the intercept on P is indeed interesting.
Because, following Eq. (1), it can be proved that the linear
dependence of the intercept on P indicates the exponential
dependence of the coefficient “a” on P. At low P values, TCO

will vary linearly with P; however, at higher P there will be a
crossover to nonlinear effects in the presence of H .

The TCO − T0 = �TCO (say) at different P underline the
effect of H on TCO at respective P values. In Figs. 3(d)–3(f),
we have plotted �TCO as the y axis and a scaled x axis as HPα ,
for the three systems, where α is a constant. It shows that all
data points collapse onto a single master curve. This curve
also merges with the �TCO vs H data measured at ambient P
(not shown here for clarity). Such data collapse implies that
the melting of the CO state under the simultaneous action of
P and H obeys a single scaling relation:

�TCO = f (HPα ), (2)

FIG. 4. Variation of γ with P obtained from the straight line fit
in Figs. 3(a)–3(c).
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where f denotes an arbitrary function. The obtained values
of α for PCMO1, PCMAO, and PCMO2 are 0.15, 0.10,
and 0.25, respectively. The functional dependence between
�TCO and P, H in Eq. (2) is the natural guess for us because
the TCO is suppressed by both H and P and the effect of
H is progressively enhanced at higher pressure. It may be
noted here that the data collapse can also be obtained by
using the more conventional functional relations, for example
�TCO/Pβ = f (HPα ), but we have not taken this equation
forward because of the possible ambiguity in varying two
adjustable parameters, α and β.

Pr1−xCaxMnO3 crystallizes in the orthorhombically dis-
torted structure. The structural distortion largely occurs due to
a variation in the Mn3+/Mn4+ concentration having different
ionic radius and the cooperative Jahn-Teller (JT) distortion of
Mn3+. The CO state is very robust in Pr0.5Ca0.5MnO3 and
relatively weaker for x < 0.5 due to dominating ferromagnetic
interaction. External H reduces spin disorder and enhances
the FM correlation. It increases the conduction bandwidth of
eg orbital electrons in Mn3+ and thereby weakens the CO
state as observed in Figs. 2(a)–2(c). In addition, H reduces
the JT distortion as well [29]. On the other hand, external P
compresses the volume, so that it straightens the Mn-O-Mn
angle and reduces the Mn-O bond length [15]. This results
in an increase in bare transfer integral (t0) of the system and
delocalizes the charge carriers [15]. Therefore, P reduces TCO

and melts the CO-insulating state into a conducting state. It
also promotes the FM correlation due to an enhanced double
exchange (DE) interaction. Apart from t0, P is also expected to
reduce the dynamical electron-phonon coupling [30,31] that
tends to localize the charge carriers by forming JT polarons, a
coupled electron-lattice entity. Overall, P raises the effective
transfer integral (teff ) of eg orbital electrons, resulting in a
continuous abatement of electron-lattice coupling. A scaling
relation further indicates that the modifications of lattice and
spin by P, H and finally their effects on charge dynamics
are not arbitrary, but rather nicely intertwined. In our scaling
relation, the exponent α appears to be nonuniversal.

The universality or the nonuniversality of a scaling relation
to date is least understood in the case of a critical phenomenon
[32–34]. Chemical substitution, short-range interaction, and
JT distortion deviates a system from a pure universality class
[35,36]. The interplay between different intrinsic parameters
such as structural distortion and spin-spin correlation signifi-
cantly affect the critical behavior in high-TC superconductors,
Mott transition, metal-insulator transitions, etc. [37–39]. The
first-order transitions in magnetic systems frequently accom-
pany strong and abrupt structural distortions together with
modifications in charge and orbital dynamics, and hence can
be controlled by P and H . In the following, we will discuss
how such coupling might be significant in the case of CO
transition as observed in our scaling relation.

In Fig. 2(d), we have compared the drop in TCO by P at
H = 0 for the three systems. If we compare PCMO1 and
PCMO2, P suppressed TCO by a larger extent in PCMO1 than

in PCMO2. This can be understood from the fact that PCMO2
contains a higher fraction of Mn3+, and therefore it has larger
JT distortion as compared to PCMO1. It is expected to give
rise to a stronger electron-lattice coupling in PCMO2 [30] and
therefore requires larger pressure to melt the CO state. On the
contrary, the effect of magnetic field on TCO is more prominent
in PCMO2, which is reflected by the higher value of γ shown
in Fig. 4. This is because PCMO2 is more prone to the FM
state due to a dominant FM interaction. As a result, magnetic
field suppresses the CO state more strongly in PCMO2 than
in PCMO1.

On the other hand, in PCMAO, where 2.5% Al is sub-
stituted in PCMO1, Al3+ replaces the Mn4+ and does not
significantly alter the crystal structure [26]. However, random
substitution of Mn ions by nonmagnetic element Al breaks
the long-range Mn3+-O-Mn4+ chains in PCMO1 into finite
segments and weakens the CO state. This explains the obser-
vation that in PCMAO, the effect of P on TCO at H = 0 (i.e.,
T0) is insignificant compared to the parent compound PCMO1
[see Fig. 2(d)]. It indicates that the impact of P on a system
crucially depends on the underlying length scale. Note that the
effect of H on TCO is large, which is possibly due to a weak CO
state. On the other hand, transport measurements show that
polaron hopping energy decreases by Al substitution, which
is due to an increase in Mn4+ to meet charge neutrality [26].
This should result in reduced JT distortion that may not be
visible in laboratory x-ray diffraction measurements. Overall,
the value of γ is highest for PCMAO. Therefore, the effect of
H and P on these systems crucially depends on their underly-
ing spin, lattice, and charge degrees of freedom. We strongly
believe that the interplay of these things crucially affects the
power-law scaling between TCO and H and finally the scaling
relation between TCO, P, and H as shown in Fig. 3.

In brief, we have studied the suppression of the CO state
by P and H through magnetization measurements in three
manganite systems. This is a first-order transition. The melt-
ing process in the H-P-T landscape is not arbitrary and
follows scaling relations which should be applicable for
other first-order transitions. In addition, the understanding of
the first-order transition and the CO state is recently going
through a revolutionary change, therefore the observed scaling
behavior in the melting process and its direct connection with
electron, spin, and lattice coupling should be useful to further
elucidate these phenomena. Simultaneously, the present study
calls for serious scrutiny of the CO state in other systems
and instigates bringing in other relevant parameters such as
electric field. The scaling of transition temperature will enable
us controlled utilization of different parameters to manipulate
a transition which is a cornerstone of contemporary research.
We further believe that the inclusion of P as a scaling variable
in other kinds of phase transitions, which is rare at this time,
would be interesting and informative.
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