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We performed scanning tunneling microscopy/spectroscopy measurements in the superconducting state of
underdoped Bi2Sr2CaCu2O8+x , and demonstrated that the checkerboard (CB) and Bogoliubov quasiparticle
interference (QPI) modulations, which are considered to be characteristic features for the low-energy states
around the antinodal and nodal regions of the Fermi surface, respectively, coexist in identical regions of the
Cu-O plane. In the present work, these electronic superstructures are successfully separated from each other,
and the local amplitude and phase are evaluated for the CB modulation and the q1 component of QPI, which
are characterized by similar wave vectors. The q1-QPI component tends to be in-phase and antiphase with the
CB modulation for positive and negative bias voltages, respectively. The significant spatial phase relationship is
confirmed in regions where the local amplitude of CB modulation is comparatively large. This finding implies
an interplay between the QPI and CB modulations.
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I. INTRODUCTION

In high-Tc cuprate superconductors, various spectroscopic
techniques have demonstrated interesting features for the elec-
tronic states around the Fermi level. Above all, scanning
tunneling microscopy/spectroscopy (STM/STS) probing the
local density of states (LDOS) on the atomic length scale has
revealed that, in high-Tc cuprates such as Bi2Sr2CaCu2O8+x

(Bi2212), the electronic states form several kinds of su-
perstructures, which are different depending on momentum
and/or energy regions. On the nodal parts of the Fermi surface,
the so-called “Fermi arcs,” where a d-wave superconduct-
ing (SC) gap opens due to coherent pairing with its nodes
located at the centers, interference occurs between the Bogoli-
ubov quasiparticle states, leading to a spatial modulation in
LDOS [1–9]. The quasiparticle interference (QPI) modulation
consists of seven independent components characterized by
dispersive wave vectors, q1−q7, changing in accordance with
the corresponding QP energy.

On the other hand, on the antinodal parts outside the Fermi
arcs, a pseudogap develops from around a temperature well
above Tc and remains in the SC state [10–16]; it causes a
suppression of DOS in an energy region larger than the SC gap
around the Fermi level. In the antinodal region, the electronic
states will be responsible for two superstructures, which are
called the d-symmetry form factor density wave (dFF-DW)
[17–22], coming from the pseudogap excitations, and
checkerboard (CB) modulation [23–32], seemingly hosted by
the residual states at energies similar to the SC gap or less.
The CB modulation, which was observed in the SC state [23]
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and afterwards confirmed in the pseudogap state above Tc

[24], runs along the two orthogonal Cu-O bond directions with
an energy-independent period of ∼4a (a: Cu-O-Cu distance).
The wave vector of CB modulation is similar to that of a
QPI component q1. However, they have distinct dispersion
relations. Another interesting feature for the CB modulation
is that it tends to develop markedly around hole-doping level
p ∼ 1/8 in the underdoped region [29]. Recently, nanometer-
resolution scanned Josephson tunneling microscopy (SJTM),
performed in the SC state of optimally doped Bi2212, has
detected a CB-like modulation of the Josephson critical cur-
rent due to pair tunneling between the SC nanoflake STM
tip and sample surface, suggesting the existence of a pair
density wave (PDW) state [33–37] in high-Tc cuprates [38].
Therefore, whether such a PDW state can explain the CB mod-
ulation observed in the low-energy single-particle excitations
is of considerable interest for a better understanding of cuprate
superconductivity, as well.

As described above, the Fermi surface is roughly divided
into nodal and antinodal regions, inside and outside the Fermi
arc, in high-Tc cuprates. Such dichotomy of the Fermi surface
[10–13,39–44] is one of the most striking features in their
electronic systems. Thus far, angle-resolved photoemission
spectroscopy has demonstrated that the nodal SC gap and the
antinodal pseudogap are in a competitive relationship in the
sense that these energy gaps take the Fermi surface from each
other [11,12]. On the other hand, time-resolved pump-probe
optical spectroscopy has suggested a clear time correlation
between the recovery processes of the SC and pseudogap
states. As these two states are completely destroyed and rather
suppressed, respectively, in a region several tens of μm in
diameter by a strong pump pulse, the recovery of the de-
stroyed superconductivity seems to occur just after that of
the suppressed pseudogap state [45]. Thus, it is still an open
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question as to whether the electronic states in the antinodal
region, responsible for the pseudogap and the electronic su-
perstructures, are needless for or play an essential role in the
SC mechanism.

In the present study, STM/STS experiments were per-
formed at T = 7 K in underdoped Bi2212 with p ∼ 0.12
and Tc = 76 K to investigate the spatial maps of differential
conductance dI/dV , reflecting the LDOS, at low bias volt-
ages or energies with respect to the Fermi level. We have
succeeded in separating the CB and QPI modulations, which
have been demonstrated to coexist in identical regions of the
Cu-O plane, and simultaneously confirmed to be almost sym-
metric and antisymmetric for the sign change of bias voltage
or single-particle excitation energy, respectively. Furthermore,
the coexistence relationship between the CB and q1-QPI mod-
ulations was examined by analyzing their local amplitudes
and phases. From the analyses, it was found that the CB mod-
ulation plays an effective role in settling the spatial phase of
q1-QPI modulation. In light of this finding, we will discuss the
origins of the CB and q1-QPI modulations and the possibility
of an interplay between them.

II. EXPERIMENTAL PROCEDURES

Bi2212 single crystals were grown by the traveling sol-
vent floating-zone method. The SC critical temperature Tc

was determined from the diamagnetic transition curve. In
STM/STS experiments, single crystals were cleaved in situ
in an ultrahigh vacuum at 7 K just before moving the STM
tip towards the sample surface. We performed STM imaging
at low bias voltages on the order of 10 mV on the cleaved
surfaces [46,47]. This is because such low bias STM imaging
enables us to observe the Cu-O plane buried under the top-
most Bi-O plane. In the present work, furthermore, the spatial
dependence of differential conductance dI/dV is measured
simultaneously in the process of low-bias STM imaging by
using the following method: the bias voltage is modulated
with a small amplitude while taking an STM current image
by scanning the tip in constant height mode, and the output of
a lock-in amplifier built into the measurement system, corre-
sponding to dI/dV at the center value of applied bias voltage,
is directly imaged, providing a dI/dV map. The details of
low bias dI/dV imaging in constant height mode have been
reported in Ref. [48].

III. RESULTS AND DISCUSSION

A. Coexistence of checkerboard and quasiparticle
interference modulations

Figures 1(a) and 1(c) show low bias G (≡dI/dV ) maps
taken at 7 K on underdoped Bi2212 (p ∼ 0.12 and Tc = 76 K)
at sample bias voltages Vs = +20 and −20 mV, applied to
the sample with respect to the STM tip. The magnitude of
Vs is smaller than the value corresponding to the SC gap
amplitude �0 ∼ 40 meV at p ∼ 0.12. In both maps, one can
see a checkerboardlike electronic superstructure along the
two orthogonal Cu-O bond directions, overlaid with the one-
dimensional superlattice of the Bi-O plane. The details of the
tunneling processes between the tip and the sample surface
have been discussed in previous reports [48,49]. In the Fourier

FIG. 1. G(r, Vs ) maps measured at 7 K in underdoped Bi2212
with p ∼ 0.12 and Tc = 76 K: (a) for Vs = +20 mV and (c) for
Vs = −20 mV. The x and y axes (arrows) in (a) correspond to the
Cu-O bond directions. FT maps of the G(r, Vs ) maps: (b) for Vs =
+20 mV and (d) for Vs = −20 mV. Solid and dashed circles indicate
the Fourier spots corresponding to the electronic superstructure and
the Bragg spots, respectively. The inset shows a typical example of
dI/dV spectra measured in the same cleaved surface. It exhibits sub-
gap structures at |Vs| ∼ 25 mV within the spatially inhomogeneous
pseudogap at larger energies. (e) Line cuts of the FT maps on the qy

axis plotted in a reciprocal lattice unit (r.l.u.) defined as 2π/a = 1
for Vs = ±10, ±20, and ±30 mV.

amplitude maps [Figs. 1(b) and 1(d)] [hereafter referred to
as the Fourier transform (FT) maps] of G(r,Vs = ±20 mV)
maps, the spots corresponding to the superstructure are lo-
cated around the origin. Figure 1(e) shows line cuts of the
FT maps along the qy axis from 0 to 0.5 in the scale as
2π/a = 1 (a: lattice constant along the Cu-O directions or
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Cu-O-Cu distance), together with the results for Vs = ±30
and ±10 mV. One can see peaks around qy ∼ 1/4. The wave
numbers of the Fourier components, roughly estimated from
their peak positions, are almost independent of bias voltage.
Such nondispersive behavior, which will be demonstrated
more clearly in the last part of this subsection, is consistent
with a characteristic feature of the CB modulation.

It is noteworthy that the intensities of qy ∼ 1/4 compo-
nents on the line cuts are asymmetric with respect to the
sign change of bias voltage. A similar behavior in the Fourier
intensities has been observed in previous STM/STS studies
on Bi2212, as well [30–32], and could be attributed to the
so-called “setup effect,” which has been considered to occur
in the conventional method for dI/dV imaging [3,20,30].
However, the present dI/dV imaging, which can be done
with the tip scanning in constant height mode under low
bias voltages, is substantially free from the setup effect [50].
Therefore, the observed asymmetric behavior is intrinsic to
the qy ∼ 1/4 component. This suggests the possibility that the
CB modulation itself might be asymmetric for the inversion
of bias polarity; i.e., the low-energy states in the antinodal
region might have electron-hole asymmetry [31]. However,
it has been pointed out for some cuprate superconductors
that QPI patterns, including a component characterized by
almost the same wave vector as the CB modulation, are also
observed in their low-bias G maps [3,29], which prompts us to
suppose that the coexistence of both electronic superstructures
will cause the asymmetry in the intensity of the qy ∼ 1/4
component for the inversion of bias polarity. In fact, we will
confirm below that the QPI modulation coexists with the CB
modulation in G(r, Vs) maps.

Figure 2(a) shows a map of the ratios of G(r,±Vs) values
at bias voltages of the opposite sign, defined as Z (r, Vs) ≡
G(r,+Vs )/G(r,−Vs ) [3–5], for Vs = +20 mV. Since the spa-
tial modulations in G(r,±Vs ) maps are substantially smaller
than their uniform backgrounds which are almost indepen-
dent of bias polarity at least for the small voltages |Vs| �
30 mV studied, the spatial modulation in the Z (r, Vs) map
will be proportional to that in a map defined as G(r,+Vs) −
G(r,−Vs ). Therefore, in-phase and antiphase components in
G(r,+Vs ) and G(r,−Vs ) maps are weakened and strengthened
in the Z (r, Vs) map, respectively. Thus, little CB modulation,
whose amplitude and phase are almost independent of bias
polarity [23,48], is seen in the Z map [Fig. 2(a)]. On the
other hand, the QPI components, whose phases have been
considered to be reversed with the inversion of bias polar-
ity [5], remain in the same Z map [3,4]. Actually, in the
FT map [Fig. 2(b)], we can identify seven kinds of spots,
marked q1−q7, corresponding to the seven independent QPI
components. The line cut of the FT map along the qy axis,
the same direction as one of the CB wave vectors, is shown
in Fig. 2(c), together with the results for other bias voltages.
The Fourier peaks for the q1-QPI components are located near
qy ∼ 1/4 or the wave number of the nondispersive CB. For
each bias voltage, the wave vector q1y of q1-QPI along the qy

axis was determined by the demodulation phase residue mini-
mization technique [19], and the corresponding wave number
is indicated by a bar in Fig. 2(c) for the line cuts. The wave
number of q1-QPI is closest to that of the nondispersive CB
at |Vs| = 30 mV and becomes larger away from it with the
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FIG. 2. (a) Z (r, Vs ) map for Vs = +20 mV. (b) FT map of the
Z (r, Vs ) map for Vs = +20 mV. Solid circles indicate the Fourier
spots corresponding to the seven independent components of QPI,
q1−q7. (c) Line cuts of the FT maps on the qy axis for Vs = +10,
+20, and +30 mV. The position of each small bar indicates the
wave number of weakly dispersive q1-QPI modulation |q1y| deter-
mined by the demodulation phase residue minimization technique.
For Vs = +10 mV, the demodulation phase residue has two minima,
corresponding to two separated peaks near qy ∼ 0.29 in the line cut,
and thus their mean wave vector was adopted as q1y.

decrease of |Vs|. The q1-QPI modulation is weakly dispersive
in contrast to the CB modulation.

As mentioned above, the QPI modulation can be ex-
tracted by making the Z map from low bias G(r,±Vs )
maps including both the CB and QPI modulations. In the
present study, to investigate the nature of each modula-
tion by itself, we also extract the CB modulation from
low bias G(r,±Vs ) maps with their symmetrization. Then,
we introduce an S(r, |Vs|) map defined as the following
equation:

S(r, |Vs|) ≡ G(r,+Vs ) + G(r,−Vs )

2
.

If the QPI modulation is antisymmetric for the inversion of
bias polarity, it can be taken away by the symmetrization
of G(r,±Vs). On the other hand, the almost symmetric CB
modulation will remain in S(r, |Vs|) maps.

Figure 3 shows an S(r, |Vs|) map for Vs = 20 mV
[Fig. 3(a)], its FT map [Fig. 3(b)], and the line cuts along
the qy axis on the FT maps for |Vs| = 10, 20, and 30 mV
[Fig. 3(c)]. In the line cuts, one can see Fourier peaks around
qy ∼ 1/4. Interestingly, the Fourier peak exhibits little dis-
persive behavior as expected; its central position seems to be
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FIG. 3. (a) S(r, |Vs|) maps for |Vs| = 20 mV. (b) FT maps of the
S(r, |Vs|) maps for |Vs| = 20 mV. Solid and dashed circles indicate
the CB Fourier spots and the Bragg spots as in Fig. 1. (c) Line cuts of
the FT maps on the qy axis for |Vs| = 10, 20, and 30 mV. The position
of each small bar indicates the wave number of CB modulation
|Qy| determined by the demodulation phase residue minimization
technique.

unchanged for the bias voltages examined. Indeed, the wave
vectors Qy determined from the Fourier spots on the qy axis by
the demodulation phase residue minimization technique [19]
are totally independent of bias voltage, as can be seen from the
corresponding wave numbers indicated by bars in Fig. 3(c).
This result is consistent with the nondispersive nature of CB
modulation.

Furthermore, the comparison between the G(r, Vs) and
S(r, |Vs|) maps [Figs. 1(a), 1(c), and 3(a)] indicates that the
spatial pattern does not change largely before or after the
subtraction of the QPI modulation; that is, the CB modulation
is predominant in comparison to the QPI modulation. Thus,
the present study confirms that the two modulations, which
are characteristic features for the low-energy states of the
Cu-O plane, coexist in identical regions, and are different
in amplitude, dispersion relation, and symmetry for the sign
change of energy with respect to the Fermi level.

B. Local amplitudes and phases of electronic superstructures

In the preceding subsection, the CB and QPI modulations
were separated most satisfactorily. This enables us to investi-

gate the local properties of each modulation by itself. First, let
us evaluate the local amplitude and phase of CB modulation,
focusing on the y direction (one of its propagation directions),
with a method used in recent studies on the dFF-DW whose
characteristic energy is of the order of the pseudogap, larger
than that of the CB modulation [18]. For this purpose, we
extract the CB modulation along the y direction, and construct
its complex-valued analytic signal SQy

(r, |Vs|). The real part
ReSQy

(r, |Vs|) is obtained from an S(r, |Vs|) map with the
inverse FT of the corresponding complex-valued FT signals
surrounding q = Qy, which are cut out by multiplying a ra-

dial Gaussian-type mask function e−(q−Qy )2/2�2
for |q − Qy| �√

2 ln 2� (half width at half maximum) ∼ 0.05 and other-
wise 0. Furthermore, the imaginary part ImSQy

(r, |Vs|)
is obtained in the same manner as ReSQy

(r, |Vs|) except
that its phase is delayed by π/2. The local amplitude
AS

Qy
(r, |Vs|) and phase ϕS

Qy
(r, |Vs|) are given by the following

equations:

AS
Qy

(r, |Vs|) =
√[

ReSQy
(r, |Vs|)

]2 + [
ImSQy

(r, |Vs|)
]2

and

ϕS
Qy

(r, |Vs|) = arctan
[
ImSQy

(r, |Vs|)/ReSQy
(r, |Vs|)

]
.

Figures 4(a), 4(c), and 4(e) are maps of the local am-
plitude of CB modulation AS

Qy
(r, |Vs|) at |Vs| = 30, 20, and

10 mV, respectively. First of all, one can see in these figures
that the spatial dependence of AS

Qy
(r, |Vs|) is almost inde-

pendent of bias voltage. Furthermore, the local amplitude of
CB modulation is spatially inhomogeneous on the nanometer
scale. There are some regions where its development is rel-
atively strong regardless of bias voltage. On the other hand,
Figs. 4(b), 4(d), and 4(f) are maps of the local phase of
CB modulation ϕS

Qy
(r, |Vs|) at |Vs| = 30, 20, and 10 mV,

respectively. The spatial dependence of ϕS
Qy

(r, |Vs|) is almost

independent of bias voltage, like that of AS
Qy

(r, |Vs|). In these
figures, one can see some edge dislocations; an extra single
period is inserted into the nondistorted ideal CB lattice like a
wedge towards the so-called “dislocation cores” marked by
black dots. Interestingly, the local amplitude of CB modu-
lation tends to zero at such dislocation cores. Furthermore,
it was confirmed in the present study that topological de-
fectlike behavior is observed at the dislocation cores, each
of which has a +2π or −2π phase winding around itself
in the phase field demodulated by regarding Qy as a refer-
ence wave vector. These properties for the local amplitude
and phase of CB modulation, including their relationship, are
similar to those reported for the pseudogap energy scale super-
structure to be consistent with topological defects in smectic
modulations [22].

Second, we focus on the q1 component of QPI modulation,
whose wave vector is close to that of CB modulation, to un-
derstand their coexistence relationship. Figure 5 shows maps
of the local amplitude AZ

q1y
(r, Vs) and phase ϕZ

q1y
(r, Vs) of the

q1-QPI component along the y direction. These maps were
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FIG. 4. Maps of the local amplitude and phase for the y-direction
component of CB modulation; the left and right columns are for
the local amplitude and phase, respectively, and show their results
for |Vs| = 30 mV (a), (b), 20 mV (c), (d), and 10 mV (e), (f) in
order from the top. The dashed circle in (a) indicates the coarse
graining length scale. Black dots in the local phase maps indicate
edge dislocation cores.

obtained by using the Z (r, Vs) maps in a way similar to the
case of CB modulation;

AZ
q1y

(r, Vs) =
√[

ReZq1y
(r, Vs)

]2 + [
ImZq1y

(r, Vs)
]2

and

ϕZ
q1y

(r, Vs) = arctan
[
ImZq1y

(r, Vs)/ReZq1y
(r, Vs)

]
.

The local amplitude of q1-QPI component AZ
q1y

(r, Vs) is
strongly inhomogeneous on the nanometer scale as in the
CB modulation. However, the amplitude inhomogeneity of
q1-QPI component has different energy dependence from the
case of CB modulation. For the q1-QPI component, it changes
dramatically with decreasing energy, as shown in the left
column of Fig. 5. The local phase of the q1-QPI component

(b)

(d)

– π π

4 nm
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Low High

(e) (f)

x
y

FIG. 5. Maps of the local amplitude and phase for the y-direction
component of q1-QPI modulation; the left and right columns are for
the local amplitude and phase, respectively, and show the results for
Vs = +30 mV (a), (b), +20 mV (c), (d), and +10 mV (e), (f). Black
dots in the local phase maps indicate edge dislocation cores as in
Fig. 4.

ϕZ
q1y

(r, Vs), shown in the right column, strongly depends on
energy as well. One can see that the wavelength, the interval
between neighboring equivalent phase lines, gradually be-
comes shorter with lowering bias voltage, reflecting its weak
energy dependence. Furthermore, edge dislocation cores in
ϕZ

q1y
(r, Vs), marked by black dots, at which the local ampli-

tude AZ
q1y

(r, Vs) tends to zero, are confirmed as in the CB
modulation. However, for q1-QPI, the number and position of
dislocation cores change with energy in accordance with the
energy-dependent inhomogeneity of AZ

q1y
(r, Vs). This finding

clearly shows that the CB and q1-QPI modulations are distinct
in terms of the presence or absence of energy dependence in
the inhomogeneous local amplitude and phase as well.

C. Relationship between checkerboard and quasiparticle
interference modulations

To discuss the spatial relationship between the nondis-
persive CB and weakly dispersive q1-QPI modulations, we
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FIG. 6. Local phase difference between the CB and q1-QPI modulations; (a)–(c) are for Vs = +30, +20, and +10 mV, respectively.

introduce maps of the difference between their local phases,
defined as follows:

�ϕ(r, Vs) ≡ ϕS
Qy

(r, |Vs|) − ϕZ
q1y

(r, Vs),

where −π � �ϕ(r, Vs) � π . The map of �ϕ(r, Vs) is shown
for Vs = +30, +20, and +10 mV in Fig. 6. For Vs = +30 mV,
where the wave number of q1-QPI is closest to that of CB [see
Figs. 2(c) and 3(c)], the local phase difference �ϕ(r, Vs) takes
on values around 0 in a comparatively large area, indicating
that the spatial phases of CB and q1-QPI tend to match locally
on the nanometer scale, although there is a finite difference in
their global wave numbers. The degree of local phase match-
ing gradually becomes lower, accompanied with the reduction
of q1-QPI intensity, as the wave number of q1-QPI goes away
from that of CB with the lowering of Vs (Fig. 6). This behavior
can also be confirmed in the histogram of �ϕ(r, Vs), as shown
in Fig. 7(a).

From a comparison between the �ϕ(r, Vs) and
AS

Qy
(r, |Vs|) maps for Vs = +30 and +20 mV (Fig. 4),

it can be suggested that the local phase matching tends
to occur where the CB modulation develops well. This
suggestion is supported by analyses on the normalized
cross-correlation coefficient of AS

Qy
(r, |Vs|) − 〈AS

Qy
(r, |Vs|)〉

and |�ϕ(r, Vs)| − π/2 [Fig. 7(b)]. Here, 〈AS
Qy

(r, |Vs|)〉 is the

spatial average of AS
Qy

(r, |Vs|), and the one-dimensional
cross-correlation coefficient as a function of distance
is obtained by radially averaging the two-dimensional
one. A negative correlation between the two quantities
is clearly observed for Vs = +30 and +20 mV, although
such a correlation is unclear for Vs = +10 mV. This
result indicates that for the former two cases in which
the wave number of q1-QPI is relatively closer to that of
CB, the phase difference �ϕ(r, Vs) tends to take on values
around 0 where the local amplitude of CB modulation
becomes large. Additionally, similar analyses on the
cross correlation between AS

Qy
(r, |Vs|) − 〈AS

Qy
(r, |Vs|)〉

and AZ
q1y

(r, Vs) − 〈AZ
q1y

(r, Vs)〉 have demonstrated that the
amplitudes of CB and q1-QPI exhibit a clear positive
correlation at least for Vs = +30 mV where the wave
number of q1-QPI is closest to that of CB [Fig. 7(c)].
These findings suggest that the CB modulation plays
an effective role in settling the spatial phase of q1-QPI
modulation.

It should be added that the present finding on the spatial
phase relationship between the CB and q1-QPI modulations,
discussed above for positive bias voltages, also provides a
convincing explanation for the Fourier intensities around qy =
1/4 which are asymmetric with respect to the sign change of
bias voltage [Fig. 1(e)]. As mentioned in Sec. III A, the phase
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FIG. 7. (a) Histograms of the local phase difference between the CB and q1-QPI modulations for Vs = +30, +20, and +10 mV. Radially
averaged cross-correlation coefficients as a function of distance: (b) for AS

Qy
(r, |Vs|) − 〈AS

Qy
(r, |Vs|)〉 and |�ϕ(r, Vs )| − π/2 and (c) for

AS
Qy

(r, |Vs|) − 〈AS
Qy

(r, |Vs|)〉 and AZ
q1y

(r, Vs ) − 〈AZ
q1y

(r, Vs )〉.
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difference between the positive and negative bias q1-QPI
modulations is ∼π . Therefore, the CB and q1-QPI modula-
tions tend to be nearly in-phase and antiphase with each other
for positive and negative bias voltages, respectively. This leads
to the constructive and destructive effects of the two electronic
superstructures on the LDOS, causing the asymmetric Fourier
intensities around qy ∼ 1/4.

A possible explanation for the role of CB modulation in
the q1-QPI phase settling is that the region wherein the CB
modulation develops markedly would serve as an effective
scattering medium for Bogoliubov QPs on parts of the Fermi
arc leading to the q1 component. It has been demonstrated
that the coherence factor in determining the probability of
QP scatterings between states connected by qi depends on the
nature of the scatterer and whether the sign of the d-wave SC
gap is preserved or not between their QP states [6]. In the
case of q1, which preserves the sign of the d-wave SC gap,
the coherence factor is strongly suppressed for weak scalar
potential scattering, while it takes a finite value for resonant
or Andreev scattering. Recently, it has been suggested in
STM/STS experiments, including SJTM in optimally doped
Bi2212, that the superconductivity may coexist with a pair
density wave (PDW) and/or a charge density wave accom-
panied by PDW [32,38,51], which has also been predicted
by some theoretical studies [35–37]. Furthermore, the present
study also suggests that the q1-QPI tends to be marked as
the corresponding states approach the edges of Fermi arcs or
the so-called “hot spots,” which have been pointed out to be
responsible for the density waves [35,36,52]. If the CB mod-
ulation observed in the low-energy single-particle excitations
arises from such an electronic order, it could provide a pair
potential spatially modulated in the amplitude, causing the
Andreev scattering of QPs reasonable for the q1 component of
their interference. However, in underdoped Bi2212, the spatial
modulation of the energy gap ascribed to the CB formation,
which would reflect the pair potential, remains unclear, and
therefore the question of whether the CB modulation can serve
as an Andreev scattering medium for Bogoliubov QPs is still
open to discussion. In any case, the present results on their

coexistence relationship seem to indicate an interplay between
the CB and QPI modulations.

IV. SUMMARY

In the present STM/STS study in the SC state of p ∼ 0.12
underdoped Bi2212, we performed dI/dV imaging in the
process of taking an STM current image in constant height
mode at a low bias voltage in the range of |Vs| � 30 mV, and
demonstrated the coexistence of CB and QPI modulations in
identical regions of the Cu-O plane. These electronic super-
structures were successfully separated from each other, which
enabled us to evaluate the local amplitude and phase of each
modulation by itself. For both the CB and q1-QPI modulations
characterized by similar wave vectors, the local amplitude
exhibits spatial inhomogeneity, and tends to zero at edge dis-
location cores in the local phase. However, the CB and q1-QPI
modulations are distinct in terms of the absence or presence of
energy dependence in the inhomogeneous local amplitude and
phase, which are little and strongly energy dependent for the
former and the latter, respectively. Furthermore, it was found
that the CB modulation plays an effective role in settling
the spatial phase of q1-QPI modulation. This finding implies
an interplay between the QPI and CB modulations, which
seem to be characteristic features for the low-energy states
around the nodal and antinodal regions of the Fermi surface,
respectively.
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