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Anomalous thermodynamic properties of quantum critical superconductors
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Recent high-precision measurements employing different experimental techniques have unveiled an anoma-
lous peak in the doping dependence of the London penetration depth which is accompanied by anomalies
in the heat capacity in iron-pnictide superconductors at the optimal composition associated with the hidden
antiferromagnetic quantum critical point. We argue that finite temperature effects can be a cause of observed
features. Specifically we show that quantum critical magnetic fluctuations under superconducting dome can give
rise to a nodal-like temperature dependence of both specific heat and magnetic penetration depth in a fully
gapped superconductor. In the presence of line nodes in the superconducting gap fluctuations can lead to the
significant renormalization of the relative slope of T -linear penetration depth which is steepest at the quantum
critical point. The results we obtain are general and can be applied beyond the model we use.
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I. INTRODUCTION

Quantum phase transitions and quantum criticality are
among the central concepts in the physics of correlated
electrons [1,2]. In general, quantum fluctuations (QF) near
magnetic, e.g., spin-density-wave (SDW) quantum critical
point (QCP) give rise to non-Fermi liquid behavior that man-
ifests in singularities and nonanalyticity of various electronic
characteristics [3–6]. This problem is further enriched in the
situations when magnetic instability competes with supercon-
ductivity (SC) [7–11], see Fig. 1 for the exemplary phase
diagram. This is the case in the context of cuprate- and iron-
based superconductors where interest in the topic is constantly
fueled by a multitude of experimental activities (for the re-
cent detailed reviews see, e.g., Refs. [12,13] and references
herein).

The key signatures of QCP behavior in SCs include
correlated anomalies in both transport coefficients and ther-
modynamic properties, which emerge in different temperature
regimes of the phase diagram when the system is tuned by
an external control parameter (e.g., doping x) to an optimal
composition xc. Indeed, some of these anomalies persist in
the normal state such as linear-in-T resistivity observed in
various materials at xc [14–18]. It is typically accompanied
by anomalies in the transverse Hall and thermoelectric re-
sponses [19–21]. When system is brought to the proximity
of the phase transition, then thermally activated fluctuations
of magnetic and superconducting orders start to play a domi-
nant role. This translates into the nonmonotonic discontinuity
of the specific heat jump which also peaks at xc [22–24].
Further, when the system is cooled into the superconducting
state, quantum fluctuations proliferate and their effect be-
comes most pronounced near the transition line that separates
pure superconducting and mixed phase coexisting with mag-
netism that ultimately terminates at the QCP. Near that region

one often detects enhanced critical supercurrents [25] and
observes the apparent sharp peak in the magnetic penetration
depth [26–30].

In part motivated by these results, the interplay of possible
magnetic and structural quantum phase transitions shielded
by the superconductivity was a subject of an immediate
scrutiny [31]. In a parallel vein of studies, various models
of Planckian resistivity were proposed [32–35], thermal and
electrical transport properties across antiferromagnetic quan-
tum transition were considered [36], and further extensions
to anomalous Hall phenomena were developed [37,38]. Ther-
modynamic signatures of QCP were analyzed theoretically
in the context of the specific heat [39–41] and Josephson
effect [42,43]. However, despite much of the efforts [44–49]
there is no consensus on the explanation of the observed peak
in the London penetration depth.

In this work we show that finite-temperature effects
of quantum spin-density-wave fluctuations yield anomalous
thermodynamic properties of gapped fermions with pro-
nounced power-law dependencies in both specific heat and
London penetration depth which is reminiscent of that of
nodal superconductors. We also demonstrate generality of
these results, in particular robustness to effects of disorder.

The rest of the paper is organized as follows. In Sec. II we
present a disorder model of SC-SDW coexistence, develop
its mean-field description, and establish a phase diagram. In
Sec. III we apply this model to calculate quantum fluctua-
tion corrections to heat capacity and penetration depth near
magnetic QCP hidden beneath the SC dome. We summarize
our main results in Sec. IV. The main sections of the paper
are accompanied by several Appendices A–D, where an in-
depth technical discussion is provided and supporting detailed
calculations are carried out. Throughout the paper we work in
the units h̄ = kB = c = 1.
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FIG. 1. Phase diagram of the (a) magnetic SDW quantum criticality without SC and (b) with SC coexistence computed numerically from
the so-called disorder model presented in Sec II. In the superconducting case the fan region extending away from the QCP represents an
anomalous part of the phase diagram where nodal-like behavior of gapped fermions emerges.

II. DISORDER MODEL OF SC-SDW COEXISTENCE

A. Mean-field description

We adopt the two-band model which is defined by the
Hamiltonian [39,48]:

Ĥ = Ĥ0 + Ĥsdw + Ĥsc + Ĥdis. (1)

The first term describes noninteracting fermions occupying
two (one electron- and one hole-like) bands:

Ĥ0 =
∑

k

ξk�
†
k (τ̂3ρ̂3σ̂0)�k, (2)

where we take simple parabolic band dispersion ξk =
k2/2m − μ, defined relative to the chemical potential μ,
and all momenta are counted relative to the center of the
corresponding pocket. In the Balian-Werthammer representa-
tion [50], the eight component spinor

�
†
k = (ĉ†

k↑, ĉ†
k↓, -ĉ−k↓, ĉ−k↑, f̂ †

k↑, f̂ †
k↓, - f̂−k↓, f̂−k↑) (3)

is composed of electron-c and hole- f creation and annihila-
tion operators with spin projections ↑↓. Three sets of Pauli
matrices (τ̂ , ρ̂, σ̂ ) operate in the band, Nambu, and spin
spaces, respectively. The second term in Eq. (1) describes
magnetic interpocket interaction between fermions

Ĥsdw = −gsdw

2

∑
Q

SQS−Q, (4)

where the magnetization fluctuation at momentum Q is SQ =
(1/2)

∑
k �

†
k+Q�̂�k, �̂ = τ̂1ρ̂0σ̂. The third term in Eq. (1)

captures pairing interaction and in the model of s± order pa-
rameter changing sign between the hole and electron pockets
takes the form

Ĥsc = −gsc

2

∑
kk′

BkBk′ , (5)

where the fermion bi-linear is defined as Bk = �
†
k (τ̂3ρ̂1σ̂0)�k.

In this low-energy description we impose high-energy cutoff
�, and consider only angle-independent interactions in the
SDW channel and in the s± SC channel with the couplings
gsdw and gsc. With the last term in Eq. (1) we introduced a
disorder potential into the problem. We account for two types

of scattering processes: the intraband disorder with potential
U0, which scatters quasiparticles within the same band, and
interband scattering between the Fermi pockets mediated by
the potential Uπ . In the basis of spinors �k the disorder term
reads

Ĥdis =
∑
kk′R j

�
†
k [U0(τ̂0ρ̂3σ̂0) + Uπ (τ̂1ρ̂3σ̂0)]�k′ei(k−k′ )R j , (6)

where summation goes over the random locations R j of
individual impurities. When performing disorder averaging
within the self-consistent Born approximation we assume that
concentration of impurities is nimp. This naturally introduces
two scattering rates into the model 	0,π = πνF nimp|U0,π |2/4,
where νF is the total quasiparticle density of states at the
Fermi energy.

The mean-field (MF) analysis of this model proceeds
in a standard way by decoupling interaction terms via
Hubbard-Stratonovich transformation with magnetic M and
superconducting � order parameters, and integrating out
fermions [39,48]. This approach naturally leads to the semi-
classical description based on the Eilenberger equation, which
is further elaborated on in Appendix A.

In this treatment, the pure SC transition temperature Tc is
suppressed only by the interband scattering as described in
accordance with the Abrikosov-Gor’kov scenario

ln
(Tc0

Tc

)
= ψ

(
1

2
+ 	π

πTc

)
− ψ

(
1

2

)
, (7)

where Tc0 � �e−2/νF gsc and ψ (x) is the digamma function.
This is similar to the equation for Tc in conventional single-
band s-wave superconductors with magnetic impurities, and
in the unconventional d-wave superconductors with potential
impurities. In contrast, pure SDW transition temperature Ts is
suppressed by the total scattering rate,

ln
(Ts0

Ts

)
= ψ

(
1

2
+ 	0 + 	π

πTs

)
− ψ

(
1

2

)
, (8)

where Ts0 � �e−2/νF gsdw . As a result of different sensitiv-
ity to disorder, there exists a finite parameter range in 	0,π

where both orders M and � can coexist simultaneously. The
magnetic QCP is defined by the condition Ts(�) = 0, which

184505-2



ANOMALOUS THERMODYNAMIC PROPERTIES OF QUANTUM … PHYSICAL REVIEW B 102, 184505 (2020)

corresponds to M = 0 for certain values of 	0,π , see Fig. 1(b)
for an example. We note that this phase diagram was calcu-
lated numerically for the choice of parameters when 	π/	0 =
0.325 and Ts0/Tc0 = 1.7.

At this point, it is worth commenting that usually stability
of QCP in disordered systems is analyzed through the prism
of the Harris criterion [51,52], namely when disorder is intro-
duced on top of the control parameter that defines QCP. In the
model considered here, it is disorder itself that defines QCP
and, as we show below, controls fluctuations around it.

B. SDW fluctuation propagator in the SC state

Extending theory beyond the mean field description we
consider the critical fluctuations that mediate an effective
interaction in the spin channel (Sz ) represented by the prop-
agator

LQ,
m = (
g−1

sdw + �z
Q,
m

)−1
. (9)

The disorder-averaged polarization operator �z
Q,
m

needs to
be calculated by resumming the whole sequence of ladder-
type diagrams with impurity line insertions into the fermionic
loop. It can be shown that, in the proper matrix basis repre-
sentation, this averaging can be reduced to a geometric series
that sums to

�z
Q,
m

= T
∑
ωn

[
P̂Q,
m

(
1 − 	̂ ◦ P̂Q,
m

)−1]
z, (10)

where the notation with subscript z implies a specific matrix
element. The convolution in Eq. (10) between the disorder
matrix (	̂) and matrix polarization function (P̂Q,
m ) requires
a specification of the basis representation which is explained
in Appendix B [see Eqs. (B4) and (C4) for definitions]. For
instance, the diagonal matrix element of the bare fermionic
loop, namely the polarization operator without vertical
impurity lines, is given by

Pz
Q,
m

(ωn) =
∑

k

tr[�̂zĜk+,ω+�̂zĜk−,ω− ], (11)

with �̂z = τ̂1ρ̂0σ̂3, k± = k ± Q/2, and ω± = ωn ± 
m/2.
The latter is defined via the disorder averaged single-particle
propagator Green’s function

[
Ĝk,ωn

]
αβ

= −
∫ T −1

0
dτeiωnτ 〈�kα (τ )�†

kβ
〉. (12)

The trace in Eq. (11) assumes reduction over all the matrix
indices. Later in the text we will use a global trace that in
addition includes summation over the Matsubara frequency,
ωn = πT (2n + 1), and momenta, thus introducing a notation
Tr[. . .] = T

∑
k,ω tr[. . .].

The critical paramagnon described by the spin correlation
function in Eq. (9) with 
m = 2πmT softens towards the
QCP,

g−1
sdw + �z

Q,
m
= πνF

(
γ + Q2/Q2

c + 
2
m/
2

c

)
, (13)

reached at 	0 = 	c such that, γ (	) ≈ γ ′
±|	 − 	c|, γ ′

± =
|dγ /d	| taken at 	 = 	c ± 0+. It should be noted that in
a SC state, the dynamical exponent due to the exchange of
near-critical SDW fluctuations changes from z = 2 to z = 1

as compared to the normal case, because fermions which
contribute to bosonic dynamics become massive excitations
protected by a gap. This is reflected in the asymptotic expan-
sion of �z

Q,
m
having a 
2

m term, which is valid at low energies
{vF Q,
m} 
 �.

We find in this model rather generally that the QCP is
located at 	c = 2πaTc0 where a precise numerical value of
the parameter a(	π/	0, Tc0/Ts0) depends on the choice of two
ratios between scattering rates and bare interaction parameters
(or alternatively bare transition temperatures). Furthermore,
while the ratio γ ′

+/γ ′
− can be arbitrary, the low-energy ex-

pansion coefficients Qc and 
c may be computed right at the
QCP. Further details and generalities of calculation of LQ,
m

are relegated to Appendices B and C, where in particular we
discuss separately disorder renormalizations of vertex func-
tions and impurity ladders in the low-energy expansion of the
polarization operator defined by Eq. (10).

III. APPLICATIONS

A. Specific heat near QCP

We now focus on the impact of quantum SDW fluctuations
on the low-temperature behavior of the specific heat inside
the dome of s± superconductivity. Recall that at the level of
the mean-field analysis, the low-T asymptotic behavior of
the specific heat in a fully gapped SC state is exponential
CMF ∝ (�/T )3/2e−�/T for T 
 �. Our intent is to investigate
the fate of this result as the system approaches a QCP by
accounting for the extra contribution of the spin fluctuations.
Following the standard procedure, we integrate out these soft
magnetic modes from the action. At the Gaussian level we
thus get a renormalized free energy of a superconductor per
unit layer area F = FSC(�, M ) + δFQF that can be expressed
in terms of the SDW propagator from Eq. (9) as follows

δFQF

T
= N

2
Tr ln

[
L−1

Q,
m

]
, (14)

where N counts the number of soft modes. In our model
N = 3 at x > xc andN = 1 at x < xc as only the longitudinal
mode has a mass changing with 	. The factor 1/2 is present
because the paramagnons commensurate with the lattice are
represented by a real boson field. Next, performing the Mat-
subara sum, and separating the temperature independent term,
one can easily analyze limiting cases for the corresponding
specific heat correction δCQF = −T ∂2

T δFQF (see Appendix D
for further technical details). We thus find in a broad regime
of temperatures �QCP < T < �,

δCQF = 9ζ (3)

π

(
vF Qc


c

)2( T

vF

)2

, (15)

where we introduced a gap to QCP as �QCP(	) = √
γ (	)
c.

The most striking feature of this result is that proliferation
of quantum fluctuations to finite temperatures gives a power
law instead of exponential behavior even in the presence of a
full SC gap. As is known, a power law in the specific heat
occurs only in the unconventional superconductors having
nodal structure of the gap. In particular ∝T 2 is a characteristic
of a gap structure with first-order nodes at isolated points.
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FIG. 2. (a) Contour plot of the London penetration depth λ−2(	, T ) (arb. units) calculated within the MF theory approximation as a function
of temperature and disorder scattering rate 	0 assuming 	π = 0.4	0. We note that already at the MF the width of the region in which λ−2

has maximum value narrows upon an increase in temperature. (b) Normalized quantum fluctuation correction to the electromagnetic response
kernel [Eq. (19)] as a function of the proximity to the QCP gap γ , showing an emergent peak in a color plot.

We note that the details of the microscopic model enter
Eq. (15) only via the ratio vF Qc/
c so that T 2 dependence
is a model independent result. Furthermore, as 	c/2πTc0 
 1
for a broad range of parameters, then to a good approxima-
tion vF Qc = �

√
π and 
c = �

√
π/2 leading to a universal

expression, δCQF = (18ζ (3)/π )(T/vF )2. Ultimately, at the
lowest temperatures, T < �QCP, specific heat crosses over to
exponential dependence, δCQF ∝ (�QCP/T )e−�QCP/T . We note
that the same conclusion has been reached independently in
the considerations of a different model [41].

B. Penetration depth near QCP

We turn our attention to the anomalies in the magnetic
penetration depth λ(T, x), where numerous recent measure-
ments [26–30] revealed a distinct peak in the low-temperature
limit T 
 � concentrated around the putative QCP x → xc.
The model we explore in this study with x = 	 is perhaps best
suited to experiments of Ref. [30] on Ba(Fe1−xCox )2As2. This
material is in the disordered limit with fully gapped Fermi
surface as opposed to BaFe2(As1−xPx )2, which is a rather
clean system that displays nodal superconductivity. However,
the arguments we put forward are rather generic and in fact
apply to both compounds.

It is natural to account for soft bosonic modes in the
fermionic electromagnetic response function that defines
λ(x, T ). However, the one-loop fluctuation correction while
giving a good approximation outside the critical region is
inapplicable inside this region. In the present context, this
implies that as a matter of principle, the character of the λ(x)
singularity cannot be determined on the level of a one-loop
approximation. Indeed, the mean field theory predicts a deep
in λ(x) [48,53,54], see also Fig. 2 for the further illustration.
Therefore, in order to turn the deep into a peak the fluctuation
correction must exceed the mean field value. According to
the Ginzburg criterion, however, this cannot happen in the
region of validity of one-loop approximation. For this reason,
the problem has to be solved inside a critical region and is
essentially nonperturbative.

Such a solution valid in critical region is possible at T = 0
for the model of electrons coupled to critical bosons with the
mass term ∝(x − xc) [45]. In this model there is a universal

relation between the critical scaling of λ at x above and be-
low xc. When the bosons are viewed as collective fermion
excitations as captured by LQ,
m such a universal relation is
lost as the ratio of the paramagnon masses at x = xc ± δ is a
model dependent number, while in, e.g., Ising boson theory it
is 2. In our specific model this number γ ′

+/γ ′
− is a nonuni-

versal function of 	0,π . Despite this discrepancy with the
purely bosonic approach, the x dependence of λ established
in Ref. [45] remains monotonic in our model as well. This
leaves us with the unresolved puzzle of the peak in λ(x).

Our solution to this problem builds on the strong x de-
pendence of the T -dependent part of the penetration depth,
λ(T ) − λ(T = 0). In distinction with the T = 0 case, at the
mean field level δλ(T ) = λ(T ) − λ(0) ∝ e−�/T is suppressed
exponentially at T 
 �. Therefore, just outside the critical
region the one-loop correction gives a reliable estimate of
fluctuation correction to δλ(T ). This correction yields the
peak in λ(T ) at the temperatures T � �2/EF much smaller
than �.

To quantify these statements we express the fluctuation
correction to λ = λ0 + δλQF through the correction to the
static, long wavelength limit of the current correlation func-
tion K = K0 + δKQF (see Appendix D):

δλQF

λ0
= −δKQF

2K0
, K0 = 1

2
νF e2v2

F , λ−2
0 = 4π

w
K0, (16)

where w is the interlayer separation as appropriate to the
quasi-2D systems. The one-loop correction of the electromag-
netic kernel KQF contains both effective mass renormalization,
captured by the density of states (DOS) type diagrams, and
vertex renormalization expressed by the Maki-Thompson
(MT) type quantum interference processes. The Aslamazov-
Larkin vertex corrections cancel for the case when the gaps
on hole and electron Fermi surfaces are of equal magnitude
(and opposite sign), which is implicit in our model. The can-
cellation occurs at the level of fermionic triangular blocks as
for each block there are two ways to arrange electron and
hole Green’s function lines and their corresponding momenta
which cancel each other. We thus have

∂γ δKQF =N
2

e2v2
F Tr

[
∂γ LQ,
m

]
Fl, Fl = FDOS+FMT. (17)
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Apart from excluding transverse spin excitations, taking the
derivative of δKQF makes the integration over the boson
energies and momenta convergent at the ultraviolet. This
means that at γ 
 1 the important values of Q and 
 are
within the region of applicability of low-energy expansion
of LQ,
m assumed above. At the same time the integra-
tions over fermion and boson energies and momenta in
Eq. (17) factorize, and the fermionic loop Fl can be taken
at zero boson energy and momentum (Q,
m) → 0. The
factorization in Eq. (17) is possible thanks to the energy
scale separation of fermions � and bosons �QCP 
 �. The
individual terms are FDOS = 2 Tr [V 2

S Ĝτ̂3Ĝ�̂zĜ�̂zĜτ̂3] and
FMT = Tr [V 2

S Ĝτ̂3Ĝ�̂zĜτ̂3Ĝ�̂z], where the spin vertex renor-
malization VS can be evaluated at (Q,
m) → 0 taken in any
order due to the nonconservation of the magnetization (see
Appendix B for exhaustive details). For 	π = 0, VS = (1 +
	0/

√
�2 + ω2

n )−1, where ωn is a frequency argument of Green
functions. In the wide range of parameters (T, 	c) 
 �,
Fl � νF /�2.

We further separate δKQF = δKQCP + δKSDW into zero-
temperature (δKQCP) and finite-temperature (δKSDW) terms.
For the former we straightforwardly find in a limit, 	c 
 �

δKQCP

K0
= −

√
π

2

3πN
16

�

EF

√
γ (18)

up to a constant with the Fermi energy, EF = πνF v2
F /4. This

result applies at both sides of QCP and complements a similar
calculation in a paramagnetic phase done in a band model of
the QCP [44]. This result gives positive correction to the pene-
tration depth, however as we discussed above, is insufficient to
turn it into a peak within the validity of perturbative analysis.
To elucidate this point, we introduce the Ginzburg parameter
Gi given by a

√
γ such that the fluctuation correction ∂γ δKQCP

becomes comparable to the mean field value. It follows that
the loop expansion is a series in powers of Gi/γ . For instance,
the two-loop contribution can be estimated to give a correction
to δKQCP/K0 of the form ∝Gi2γ −1/2 (see Appendix D for
extensive details). From the comparison to Eq. (18) we then
conclude that Gi = �/EF .

We proceed to analyze the temperature dependent part of
the response kernel. After the Matsubara sum we arrive at

∂γ δKSDW

K0
= − N

2π


4
cFl

ν2
F

∫
Q

f (EQ/2T )

E3
Q

, (19)

where EQ = 
c

√
γ + (Q/Qc)2 and f (z) = coth(z) − 1 +

z/ sinh2(z). In the temperature range above the QCP gap,
�QCP < T < �, we find for the penetration depth

δλQF

λ0
= N

8

T

EF
ln

(
1

γ

)
, (20)

so that the peak height is estimated as δλmax
QF /λ0 �

(T/�)Gi ln(1/Gi). At temperatures within the QCP gap, T <

�QCP, we instead find an exponential dependence δλQF/λ0 ∝
e−�QCP/T . The linear in T result holds in both paramagnetic
and magnetically ordered phases. The only difference origi-
nates from the difference in the coefficients γ ′

± describing the
paramagnon softening in the two phases as introduced above.

IV. DISCUSSION, SUMMARY, AND OUTLOOK

To address implications of these results in light of ex-
periments we stress that measurements of Ref. [30] on
Ba(Fe1−xCox )2As2 were carried out at T ∼ 4.5 K (with max-
imal Tc ∼ 25 K), whereas measurements of Ref. [26] on
BaFe2(As1−xPx )2 were done at T = 1.2 K (with maximal
Tc ∼ 30 K). In the Co-doped case we interpret the emergence
of the peak as due to SDW fluctuations at finite temperature
once the system is tuned into the anomalous region by doping
so that λQF from Eq. (20) dominates over suppressed mean
field behavior δλMF ∝ e−�/T . This is exemplified in Fig. 1(b)
and further in Fig. 2(b). In addition, due to renormalization
of fluctuations by finite M in the phase of coexistence the
structure of the peak should be nonsymmetric from both sides
of QCP. This is supported by our model analysis and is in
qualitative agreement with observations.

In contrast, in the P-doped case a quasi-linear-T depen-
dence of λ was seen and attributed to the nodal structure of
the gap. However, it is crucial to point out that the slope
of this linear behavior was changing with doping attaining
a maximum at QCP (see Fig. 3 of Ref. [26]). We attribute
this enhancement to SDW fluctuations which also result in
linear-in-T penetration depth as we show in Eq. (20). In-
deed, this statement can be made more precise as in the
case of a SC with simple isolated nodes, Eq. (20) defines
the renormalization of the relative slope in T -linear behavior
of the penetration depth, δλ(T )/λ0 = s(T/�), so that slope
receives a correction δs � Gi ln |x − xc|−1, which becomes
progressively steeper towards a QCP. This prediction is thus
consistent with corresponding behavior seen in experiments
of Ref. [26].

A signature of the peak was also detected in
(Ba1−xKx )Fe2As2 [28] concomitant with nonmonotonic
doping dependence and change in δλ ∝ T n power law [55].
While SDW fluctuations certainly play an important role
near QCP, interpretation of the data in the whole range is
difficult as a K-doped system displays a series of Lifshitz
topological phase transitions resulting in gapped-to-nodal
change of the pairing gap. Additional complications come
from the apparent narrow dome of s + is′ superconductivity
separating gapped and nodal regions [24] capturing which is
beyond our two-band model.

In summary, in this work we studied the interplay of mag-
netism and superconductivity in the context of iron pnictides.
Our principal results are Eqs. (15) and (20) for the temperature
dependence of the specific heat and the London penetration
depth, respectively, due to physics associated with the QCP.
These results are significant as power-law T dependence
of thermodynamic properties of SCs is used as a hallmark
diagnostic for their unconventional character, namely deter-
mination of the types of the nodes of superconducting order
parameter. Yet we demonstrate that even in the presence of
the full gap such behavior can be promoted by the quantum
criticality under the dome of superconductivity.

We further comment that there remain some unresolved
issues that warrant additional studies. In particular, a double-
peak structure was detected in the penetration depth mea-
surements in NaFe1−xCoxAs [29]. This remarkable feature
was attributed to the second putative QCP of nematic origin.
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However, the mere statement of multiple possible QCPs under
the SC dome is at odds with the present state of the theory [31]
that predicts that magnetic and nematic transitions merge to-
gether into the weak first-order quantum critical line that thus
terminates at a single QCP.

In closing, we mention that our results open interesting
perspectives for the studies of transport properties due to QCP,
specifically for the optical conductivity and thermoelectric
effects, where one may hope to obtain anomalous frequency
and temperature dependencies due to quantum fluctuations. It
is also of special interest to investigate the QCP behavior due
to the interplay of charge/pair-density order and superconduc-
tivity, which is highly relevant topic in the physics of cuprates.
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APPENDIX A: QUASICLASSICAL THEORY

The purpose of this section is to provide the extended
details on the quasiclassical approximation in the context of
SC-SDW coexistence and calculate disorder-averaged single
particle propagator in the framework of the Eilenberger equa-
tion. The results of this section are primarily based on the prior
analysis of Refs. [39,43,48].

1. Hubbard-Stratonovich transformation

The Hamiltonian of the model we consider in Eq. (1)
contains two four-fermion terms corresponding to magnetic
[Eq. (4)] and superconducting [Eq. (5)] interactions. The
corresponding mean-field Hamiltonian, Ĥ = ∑

p �†
pĤp�p,

with Ĥp = Ĥ0 + Ĥmf and Ĥ0 = ξpτ̂3ρ̂3σ̂0, which is bilin-
ear in fermion �p operators, can be obtained by decoupling
interaction terms. This is achieved in a standard way with
the Gaussian integral of Hubbard-Stratonovich transformation
that invokes two additional fields � and M associated with
the superconducting and magnetic order parameters. For the
sign-changing s± pairing we will have

gsc〈ĉ†
p↑ĉ†

−p↓〉 = −|�|eiφ, gsc〈 f̂ †
p↑ f̂ †

−p↓〉 = |�|eiφ. (A1)

Furthermore, we assume that the direction of magnetization
is fixed along the z axis. According to this convention after
integration we arrive at

Ĥmf = −|�|[cos φ(τ̂3ρ̂1σ̂0) + sin φ(τ̂3ρ̂2σ̂0)] + M τ̂1ρ̂0σ̂3.

(A2)

In what follows, and without loss of generality, we consider
the superconducting order parameter to be real, thus setting
φ = 0.

2. Self-energy in Dyson equation

In order to determine the disorder averaged single-particle
Green’s function Ĝp,ωn we must solve the matrix Dyson
equation [

iωn − Ĥp − �̂ωn

]
Ĝp,ωn = 1̂. (A3)

Here �̂ωn is the frequency dependent self-energy, which is
generated by the disorder. In this work we consider the spin-
independent (i.e. nonmagnetic) disorder potential defined by
Eq. (6), which however includes interband transitions thus it
is nondiagonal in the band basis. Within the self-consistent
Born approximation, the corresponding expression for the
self-energy reads

�̂ωn = 	0

πνF

∫
d2 p

(2π )2
(τ̂0ρ̂3σ̂0)Ĝp,ωn (τ̂0ρ̂3σ̂0)

+ 	π

πνF

∫
d2 p

(2π )2
(τ̂1ρ̂3σ̂0)Ĝp,ωn (τ̂1ρ̂3σ̂0), (A4)

where the cross terms vanish and 	0,π ∝ νF |U0,π |2 are the
corresponding disorder scattering rates.

3. Single particle propagator

The self-energy can be computed within the quasiclassi-
cal approximation. For this purpose, consider the following
reduced Eilenberger function

Ĝωn = i

πνF

∫
d2 p

(2π )2
(τ̂3ρ̂3σ̂0)Ĝp,ωn . (A5)

The self-energy part can now be expressed in terms of this
function

�̂ωn = − i	0(τ̂0ρ̂3σ̂0τ̂3ρ̂3σ̂0)Ĝωn (τ̂0ρ̂3σ̂0)

− i	π (τ̂1ρ̂3σ̂0τ̂3ρ̂3σ̂0)Ĝωn (τ̂1ρ̂3σ̂0). (A6)

The quasiclassical function Ĝωn can be found from the self-
consistent solution of the Eilenberger-Dyson equation

[iωnτ̂3ρ̂3σ̂0; Ĝ] − [Ĥmfτ̂3ρ̂3σ̂0; Ĝ] − [�̂ωτ̂3ρ̂3σ̂0; Ĝ] = 0,

(A7)
where [Â; B̂] represents a commutator of two matrices in each
term, respectively. To resolve this matrix equation we need a
proper parametrization. The particularly convenient ansatz for
the quasiclassical function reads

Ĝωn = gωn (τ̂3ρ̂3σ̂0) + i fωn (τ̂0ρ̂2σ̂0) + isωn (τ̂2ρ̂3σ̂3) (A8)

and contains now in addition to normal-gωn and anomalous-
fωn also a magnetic-sωn Green’s function. The expression for
the self-energy can be then further reduced to the form

�̂ωn= −i	tgωn (τ̂0ρ̂0σ̂0) + i	m fωn (τ̂3ρ̂1σ̂0) − i	tsωn (τ̂1ρ̂0σ̂3),
(A9)

where we introduced total (	t ) and effectively pair-breaking
(	m) scattering rates

	t,m = 	0 ± 	π. (A10)
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Now, we use these expressions to evaluate the commutators in
Eq. (A7):

[iωnτ̂3ρ̂3σ̂0; Ĝ] = 2iωn
(

fωn τ̂3ρ̂1σ̂0 + sωn τ̂1ρ̂0σ̂3
)
, (A11a)

[Ĥmfτ̂3ρ̂3σ̂;Ĝ] = −2gωn (�τ̂3ρ̂1σ̂0 − M τ̂1ρ̂0σ̂3)

−2i
(
sωn� + fωn M

)
τ̂2ρ̂1σ̂3, (A11b)

[�̂ωτ̂3ρ̂3σ̂0; Ĝ] = −4i	πgωn fωn τ̂3ρ̂1σ̂0

− 4i	tgωn sωn τ̂1ρ̂0σ̂3 − 4	0sωn fωn τ̂2ρ̂1σ̂3.

(A11c)

Next we collect the coefficients in front of each matrix
appearing in (A11) and thus obtain a closed set of coupled
algebraic equations for yet unknown functions gωn , fωn , and
sωn (

ωn + 2	πgωn

)
fωn = i�gωn , (A12a)(

ωn + 2	tgωn

)
sωn = −iMgωn , (A12b)

�sωn + M fωn = 2i	0 fωn sωn , (A12c)

which should be also supplemented by the normalization con-
dition:

g2
ωn

− f 2
ωn

− s2
ωn

= 1. (A13)

Note that the last equation (A12) is redundant and, impor-
tantly, functions fωn , sωn are purely imaginary. If we now insert
Eq. (A9) into Eq. (A3), we can group the terms which have
identical matrix structure together. Introducing then

�n = ωn + 	tgωn , (A14a)

�ω = � − i	m fωn , (A14b)

Mω = M − i	tsωn , (A14c)

we find for the single particle propagator

Ĝp,ωn = 1

ξ 2
p + D2

ω + M2
ω

[−i�nτ̂0ρ̂0σ̂0 + ξpτ̂3ρ̂3σ̂0

+ �ωτ̂3ρ̂1σ̂0 − Mωτ̂1ρ̂0σ̂3], (A15)

where for the future use we introduced a notation

Dω =
√

�2
ω + � 2

n . (A16)

Equation (A15) is the main result of this section.

APPENDIX B: DISORDER DRESSED VERTEX
IN A SUPERBASIS

In order to study the dressing by disorder we use the fol-
lowing representation of the diagrammatic block, such as an
impurity line, depicted in Fig. 3

Tα′α|β ′β =
∑
μνγ

μ′ν ′γ ′

	μνγ |μ′ν ′γ ′ [τ̂μρ̂ν σ̂γ ]α′α[τ̂μ′ ρ̂ν ′ σ̂γ ′]β ′β. (B1)

Here each label such as α in fact contains three labels α =
(ατ , αρ, ασ ), where each of the labels ατ , αρ , and ασ runs over
two possible values ±1, so that in total the label α runs over
eight values. The pair of indices αα′ can have 64 independent
values. The indices μ, ν, and γ run over four indices, 0,1,2,3.

α

α

β

β

Tα α|β β

FIG. 3. In the figure T represents the diagrammatic block such
as the disorder vertical line. The incoming indices α, β, and outgo-
ing indices α′, β ′ all operate in the eight-dimensional space of the
direct product of fermion pockets, Nambu, and spin subspaces. It
can be written as the sequence of the corresponding three indices
α ≡ (ατ , αρ, ασ ), where each of the three indices assumes two val-
ues. In this way the block T̂ becomes a 64 × 64 matrix.

The total number of such indices 43 = 64 is sufficient to
parametrize all the combinations. The same counting holds
for the second pair of indices ββ ′ parametrized by the second
triplet of indices μ′ν ′γ ′. Another way to convince oneself
that the representation in Eq. (B1) is always possible for any
Tα′α|β ′β is to count the number of free parameters on the right
and on the left hand side of Eq. (B1). In both cases we have
(23)4 = (43)2.

The coefficients in the decomposition of Eq. (B1) are given
by

	μνγ |μ′ν ′γ ′ = 1

82

∑
αα′
ββ ′

Tα′α|β ′β[τ̂μρ̂ν σ̂γ ]αα′ [τ̂μ′ ρ̂ν ′ σ̂γ ′]ββ ′ . (B2)

For the two types of the disorder in the model, we thus have
for the block structure

Tα′α|β ′β = T 0
α′α|β ′β + T π

α′α|β ′β,

T 0
α′α|β ′β = u2

0[τ̂0ρ̂3σ̂0]β ′α[τ̂0ρ̂3σ̂0]α′β,

T π
α′α|β ′β = u2

π [τ̂1ρ̂3σ̂0]β ′α[τ̂1ρ̂3σ̂0]α′β. (B3)

Correspondingly, Eq. (B2) gives, using the reduced expres-
sions for the rates, u2

0 = (πνF )−1	0 and u2
π = (πνF )−1	π , for

the total matrix in the expansion

[	̂]μνγ |μ′ν ′γ ′ = [	̂π ]μνγ |μ′ν ′γ ′ + [	̂0]μνγ |μ′ν ′γ ′ , (B4a)

[	̂0]μνγ |μ′ν ′γ ′ = u2
0

8
δμμ′δνν ′δγ γ ′[δν,0 + δν,3 − δν,2 − δν,1],

(B4b)

[	̂π ]μνγ |μ′ν ′γ ′ = u2
π

8
δμμ′δνν ′δγ γ ′[δμ,0 + δμ,1 − δμ,2 − δμ,3]

×[δν,0 + δν,3 − δν,2 − δν,1]. (B4c)

The key advantage of the representation defined by
Eq. (B1) is that it allows us to turn the disorder vertical lines
insertions as the horizontal blocks amenable to regular geo-
metrical series summation in analogy with the random phase
approximation (RPA). The conceptual complication here is
that, in the present case, we have a geometrical series of
64 × 64 matrices, nevertheless the formal expansions become
similar to the usual RPA as we demonstrate below.

184505-7



KHODAS, DZERO, AND LEVCHENKO PHYSICAL REVIEW B 102, 184505 (2020)

Sz

α

β

α

β
Sz

α

β
Sz

α

β

FIG. 4. The diagrammatic representation of Eq. (B7) for the spin
vertex renormalization by disorder computed in the ladder approxi-
mation. A single impurity is depicted by a dashed line whereas the
shaded region represents the whole geometric series of impurity lines
ladder. Again the indices α and β stand for the triplet of indices,
namely, α ≡ (ατ , αρ, ασ ) and β ≡ (βτ , βρ, βσ ). This form makes it
possible to apply the standard RPA resummation.

Let us illustrate now how this construction works in prac-
tice. For this purpose, we consider dressing of the spin vertex
by the disorder ladder. We carry out this computation with
two simplifying observations that can be explicitly verified
a posteriori. (i) We focus on a nonmagnetic case, M = 0,
since finite M only introduces a regular in M corrections that
vanish at the QCP. (ii) We perform the calculation in a static
limit at Q = 0 and 
m = 0 assuming that the vertex is not
singular in this limit. The generalization to the limit of finite
Q,
m is carried out in the next section where spin-fluctuation
propagator is calculated.

To this end, the spin operator vertex can be represented, as
all other objects encountered so far, as follows

[Sz]αβ =
∑
μνλ

MSz

μνλ[τμρνσ λ]αβ. (B5)

At the bare level, namely without disorder lines, we have

[Sz]
0
αβ =

∑
μνλ

M0
μνλ[τ̂μρ̂ν σ̂λ]αβ , M0

μνλ = δμ,1δν,0δλ,3. (B6)

Then the RPA resummation gives, see Fig. 4,

MSz

μνλ = M0
μνλ +

∑
μ′ν ′λ′

MSz

μ′ν ′λ′Pμ′ν ′λ′|μ′′ν ′′λ′′	μ′′ν ′′λ′′|μνλ, (B7)

where the matrix elements of 	̂ are given by (B4) and po-
larization operator matrix P̂ has its own representation of the
type specified by Eq. (B1) as

[PQ,
m ]μνγ |μ′ν ′γ ′ =
∑

k

tr[(τ̂μρ̂ν σ̂γ )Ĝ+(τ̂μ′ ρ̂ν ′ σ̂γ ′ )Ĝ−]. (B8)

Here Green’s function Ĝ± = Ĝk±Q/2,ωn±
m/2 should be taken
from Eq. (A15). We observe that owing to the index structure
specified by Eq. (B6), we only need the matrix elements of the
polarization operator Pμ′ν ′λ′|μ′′ν ′′λ′′ with at least one of the sets
of indices being 103. In this case, the only such nonvanishing
matrix element is the diagonal one as given by an expression
at (Q,
m) → 0

[
Pωn

]
103|103 = − 8πνF√

�2
ω + � 2

n

(B9)

that follows from the calculation of the corresponding trace
at zero temperature and M = 0. As a result, the Sz vertex
renormalization does not produce any other vertices. In other
words, the equation (B7) is not a matrix but a scalar equation
that is trivially solved by using [	̂]103|103 = (u2

0 + u2
π )/8 from

Eq. (B4) and Eq. (B9)

MSz

μνλ = δμ,1δν,0δλ,3VS, VS (ωn) = 1

1 + 	t/Dω

. (B10)

In writing the last expression we used notations from
Eqs. (A10) and (A16). Returning back to one of the initial
assumptions, we notice that indeed the vertex renormalization
is infrared regular, and we were correct in assuming that it can
be computed right at the transition and at zero Q and 
m.

In short, the calculations carried out in this section are done
within the leading ladder approximation of impurity diagram
technique, as crossing of impurity lines in diagrams lead to an
extra smallness in a parameter 	0,π /EF 
 1, and in addition
we did not include the mixed (interference) scattering terms
∝u0uπ .

APPENDIX C: SPIN-FLUCTUATION PROPAGATOR

The SDW state breaks SU(2) spin invariance and as a
result the spectrum of collective excitations in the ordered
and disordered phases is different. In the paramagnetic phase
all three spin polarization directions contribute equally to the
thermodynamic properties. In the ordered state, two of them
are turned into the Goldston modes of the transverse spin
fluctuations while the longitudinal mode hardens away from
the QCP. Without loss of generality we assume that the spin
order is along the z direction.

To derive an expression for the spin-fluctuation propagator
we need a more accurate expression for the polarization op-
erator at finite momenta and frequencies. The expansion we
need to deal with in Eq. (B8) reads

P̂Q,
m ≈ P̂ωn + δP̂[Q2]
ωn

Q2 + δP̂[
1]
ωn


m + δP̂[
2]
ωn


2
m, (C1)

where we used the matrix form of presentation. It is obvious
that the linear in Q term vanishes upon an angular averaging
implicit in the trace of Eq. (B8). As the first task, we compute
nonvanishing matrix elements of individual terms and find

[
δP̂[Q2]

ωn

]
103|103 = πνF v2

F(
�2

ω + � 2
n

)3/2 , (C2a)

[
δP̂[
1]

ωn

]
103|213 = 4πνF (�ω� ′

n − �′
ω�n)(

�2
ω + � 2

n

)3/2 , (C2b)

[
δP̂[
2]

ωn

]
103|103 = πνF

(�2
ω + � 2

n )5/2

[(
�2

ω + � 2
n

)
(�ω�′′

ω

+�n�
′′
n ) + 3(�ω� ′

n − �′
ω�n)2

]
. (C2c)

In addition observe that [δP̂[
1]
ωn

]213|103 = −[δP̂[
1]
ωn

]103|213.
As the next step, we focus on the calculation of the full
resummed disorder averaged polarization operator defined by

�̂Q,
m = T
∑
ωn

[
P̂Q,
m

(
1 − 	̂ ◦ P̂Q,
m

)−1]
, (C3)

where 	̂ is specified by Eq. (B4). In the main text, we used a
simplified notation,

�z
Q,
m

≡ [�̂Q,
m ]103|103, (C4)

see Eq. (10), and similarly for Pz
Q,
. Being interested in the

low energy limit specified by an expansion of Eq. (C1), we
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need to re-expand �̂Q,
m in powers of Q and 
m in order
to establish the resulting expression for the spin-fluctuation
propagator defined by Eq. (9),

LQ,
m = 1

πνF

(
γ + Q2

Q2
c

+ 
2
m


2
c

)−1

. (C5)

It is relatively straightforward to determine zeroth order and
Q2 order terms in LQ,
m as they come from the diagonal
matrix elements of �̂Q,
m . However, the ∝
2

m term is more
complicated as it receives corrections from the off-diagonal
elements as well. For instance, a product of two linear in 
m

terms of the form[
δP[
1]

ωn

]
103|μνλ

	μνλ|μ′ν ′λ′
[
δP[
1]

ωn

]
μ′ν ′λ′|103 (C6)

with implicit summation over repeated indices contributes to

2

m order for a combination of indices (μ, ν, λ) = 213 since
[	̂]213,213 = −(u2

0 − u2
π )/8 as it follows from Eq. (B4). It is

crucial though that all linear in 
m terms cancel from LQ,
m .
Below we list the corresponding expressions for the

parameters in the paramagnetic and SDW-ordered state.
Furthermore, in order to establish a connection to the qua-
siclassical analysis, and to make all expressions manifestly
real, we redefine superconducting anomalous −i fω = f ′

ω →
fω and magnetic isω = s′

ω → sω Green’s functions. In these
notations

�n = ωn + 	tgωn , �ω = � + 	m fωn ,

Mω = M − 	tsωn , g2
ω + f 2

ω + s2
ω = 1. (C7)

1. Paramagnetic state M = 0

The explicit computation shows that in the paramagnetic
state, the parameters γ , Qc, and 
c are given by

γ = 1

πνF gsdw
− 8T

∑
ωn

1

Dω + 	t
, (C8a)

Q−2
c = v2

F T
∑
ωn

1

Dω[Dω + 	t]2 , (C8b)


−2
c = T

∑
ωn

1

Dω[Dω + 	t]2 (C8c)

×
[
�ω�′′

ω+�n�
′′
n + (�ω� ′

n − �n�
′
ω )2

D2
ω

[
3+ 2	m

Dω

]]
,

(C8d)

where � ′′
n and �′′

ω denote the derivatives with respect to the
Matsubara frequency.

a. Quantum critical point

The quantum critical point is found by setting γ = 0:

1

gsdw
=

∑
ωn

πνF T√(
ωn + 	tgωn

)2 + (
� + 	m fωn

)2 + 	t

. (C9)

Note that the value of the coupling constant gsdw and the
values of disorder are fixed in the mean-field theory. Alterna-
tively, we can solve this equation to determine the dependence
of the dimensionless coupling constant πνF gsdw as a function

of 	t with the fixed ratio 	π/	0 keeping in mind the � must
be computed using the mean-field equations.

Let us check that Eq. (C9) is consistent with the mean-field
equations (A12). To do that, we first recall the self-consistency
equation for the SDW order parameter:

M

gsdw
= πνF T

�∑
ωn

sωn = πνF T
�∑
ωn

Mgωn

ωn + 2	tgωn

. (C10)

Comparing this expression with Eq. (C9) it makes sense to
express the denominator in Eq. (C10) in terms of the denom-
inator in Eq. (C9). With the help of the mean-field equations,
we have (�/ fω ) + (	0 − 	π ) = (M/2sω ) + (�/2 fω ) − 	π .
Next, we express the ratio M/sω using the mean-field equation
M/sω = (ω/gω ) + 2	t and invoke the fact that at the QCP
M = 0 so that g2

ω + f 2
ω = 1. This gives

[� + (	0 − 	π ) fω]2 + (ω + 	tgω )2

= (ω + 	tgω )2

(
1 + f 2

ω

g2
ω

)
= (ω + 	tgω )2

g2
ω

. (C11)

With this relation in hand, we go back to the denominator in
Eq. (C9):√(

ωn + 	tgωn

)2 + (
� + 	m fωn

)2 + 	t

= ωn + 	tgωn

gωn

+ 	t = ωn + 2	tgωn

gωn

. (C12)

Inserting this expression into Eq. (C9) gives Eq. (C10).

b. Derivatives

In a similar fashion one may verify that the other two
expansion coefficients Qc and 
c in Eq. (C5) obtained from
quasiclassical equations coincide with that obtained via re-
summation of disorder averaged diagrams. For that to check
one needs derivatives of Eilenberger function that appear after
momentum and energy expansion. We note that the derivatives
of the functions gωn and fωn can be actually expressed in terms
of functions themselves. Indeed, combining the mean-field
equation with the normalization condition, the function gωn

is determined by the root of the equation

1

g2
ωn

= 1 + �2(
ωn + 2	πgωn

)2 , (C13)

so for derivatives we obtain

g′
ωn

= �2g3
ωn(

ωn + 2	πgωn

)3 − 2	π�2g3
ωn

= f 3
ωn

� − 2	π f 3
ωn

,

(C14a)

g′′
ωn

= −3

(
g′

ωn

gωn

)2(
gωn − ωng′

ωn

)
f 2
ωn

= − 3�gωn f 8
ωn(

� − 2	π f 3
ωn

)3 ,

(C14b)

where we repeatedly used the quasiclassical equations. We
note that the second derivative of gωn is actually negative for

184505-9



KHODAS, DZERO, AND LEVCHENKO PHYSICAL REVIEW B 102, 184505 (2020)

the arbitrary values of the Matsubara frequencies and disorder.
Similarly it follows:

f ′
ωn

= −gωn

fωn

g′
ωn

= − gωn f 2
ωn

� − 2	π f 3
ωn

, (C15a)

f ′′
ωn

= −
(
g′

ωn

)2

fωn

− gωn

fωn

g′′
ωn

+ gωn

f 2
ωn

f ′
ωn

g′
ωn

= −gωn

fωn

g′′
ωn

−
(
g′

ωn

)2

f 3
ωn

. (C15b)

2. SDW state M �= 0

The expression for the quantum critical parameter γ in the
magnetically ordered case near QCP is

γ (M ) = γ (M = 0) + 12T
∑
ωn

M2
ω

Dω[Dω + 	t]2

×
[

1 + 2

3

(
	t�

2
ω

D3
ω + 	t� 2

n

− 	t�
2
n

D3
ω + 	t�2

ω

)]
. (C16)

It was derived perturbatively in smallness of M 
 �. This
proves our earlier assertion, made in the previous section, that
finite M introduces only regular corrections. The expressions
for the Qc and 
c can also be found in a similar manner.

APPENDIX D: QUANTUM-FLUCTUATION CORRECTIONS

1. Heat capacity

The contribution of the quantum critical spin fluctuations
to the free energy is given by Eq. (14), which in the explicit
notations reads

δFQF

T
= N

2

+∞∑
m=−∞

∫
d2Q

(2π )2
ln

[
L−1

Q,
m

]
. (D1)

To perform here the Matsubara summation we first single out
the m = 0 term and reduce the remaining summation over the
positive Matsubara frequencies. Thus we find

δFQF

T
= N

2

∫
d2Q

(2π )2
ln

(
πνF E2

Q/
2
c

)

+N
∫

d2Q

(2π )2
ln

[ ∞∏
n=1

(
1 + E2

Q


2
n

) ∞∏
m=1

(
πνF 
2

m


2
c

)]
,

(D2)

where we introduced a notation EQ = 
c

√
γ + (Q/Qc)2. The

first term in the last equation represents a zero-point-motion
correction and, therefore, does not produce the temperature
dependent contribution to the heat capacity. In the second
term, there are two products under the logarithm which we
discuss separately. The first product can be evaluated simply
by using Mittag-Leffler’s theorem from the theory of mero-
morphic functions in the complex analysis

∞∏
m=1

(
1 + E2

Q


2
m

)
= sinh(πz)

πz
, z = EQ

2πT
. (D3)

To evaluate the second product in Eq. (D2), which is formally
divergent, we need to use a regularization scheme to assign it a
finite value. This can be done by employing the zeta-function
regularization procedure well known in the context of path-
integral representation of the statistical mechanics. It is based
on the following functional determinant formula

Det O = exp

[
− dζO(s)

ds

∣∣∣∣
s=0

]
, ζO(s) =

∑
m

1

λs
m

, (D4)

where λm refers specifically to the eigenvalues of an operator
O. For our purposes, we can simply notice that 
2

m in the
second product under the logarithm in Eq. (D2) can be under-
stood as eigenvalues of the differential operator O = −∂2

τ in
imaginary time. As a result, with the values of the Riemann
zeta function ζ (0) = −1/2 and ζ ′(0) = −(1/2) ln(2π ) this
recipe yields the following result:

∞∑
m=1

ln

(
πνF 
2

m


2
c

)
.= ln

(

c√
πνF T

)
, (D5)

where symbol
.= emphasizes equality in the sense of the above

specified regularization. Thus, dropping all the temperature
independent contributions, the expression for the fluctuation
correction to the free energy is

δFQF

T
= N

∫
d2Q

(2π )2
ln[1 − e−EQ/T ]. (D6)

At temperatures T > �QCP with �QCP = 
c
√

γ we can sim-
ply take EQ at γ → 0, and using then a tabulated integral∫ ∞

0
x ln[1 − e−x]dx = −ζ (3) (D7)

obtain a fluctuation correction to the heat capacity in the form
of Eq. (15) from the main text. In the opposite limit of ex-
tremely low temperatures, T < �QCP, an asymptotic analysis
of momentum integral in Eq. (D6) reveals an exponential
suppression of heat capacity δCQF ∝ e−�QCP/T .

2. London penetration depth

The fluctuation correction to the inverse square of the Lon-
don penetration depth is given by the static current-current
correlation function

δ(λ−2) = lim
q→0

δ〈j⊥(q, ω = 0)j⊥(−q, ω = 0)〉, (D8)

where the transversal component j⊥ of the current operator is
defined by

j⊥(q) = e

m

∑
pσ

p⊥
(
ĉ†

p+ q
2 σ

ĉp− q
2 σ − f̂ †

p+ q
2 σ

f̂p− q
2 σ

)
, (D9)

where p⊥ = p − q̂(p · q̂). At the one-loop level the correction
is graphically depicted by a sum of three diagrams, see Fig. 5,
representing the self-energy and vertex corrections, respec-
tively, that contain four Green’s functions and one fluctuation
propagator. From the current-current correlation function, on
the paramagnetic side of the transition where M = 0 and
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α1

α2

β1

β2

σα2α1 σβ1β2

γδ

(a) (b)

(c) (d)

p

p + q p + q

p
Gδγ(p, ωn)

FIG. 5. Panel (a) shows the convention for putting indices on the
interaction line in the spin sector. Panel (b) shows the convention
for indices on the single particle Green’s function. Panel (c) depicts
three diagrams that contribute to the electromagnetic response kernel
δKQF. The first two are the density of states (FDOS) contributions,
while the last is the Maki-Thompson (FMT) term. Panel (d) replicates
leading diagrams to extract the most divergent part where one has to
take the derivative ∂γ of the propagators marked by a symbol of a
bold cross (x) placed on the (wavy) interaction lines.

N = 3, we find(
∂δKQF

∂γ

)
M=0

= −N
2

e2v2
F T

∑

m

∫
d2Q

(2π )2

∂LQ,
m

∂γ
Fl,

(D10)
where

Fl = FDOS + FMT, (D11a)

FDOS = 2T
∑
ωn

V 2
S (ωn)

×
∫

d2 p
(2π )2

tr
[
Ĝp,ωn τ̂3Ĝp,ωn τ̂3Ĝp,ωn�̂

zĜp,ωn�̂
z
]
,

(D11b)

FMT = T
∑
ωn

V 2
S (ωn)

×
∫

d2 p
(2π )2

tr
[
Ĝp,ωn τ̂3Ĝp,ωn�̂

zĜp,ωn τ̂3Ĝp,ωn�̂
z
]
,

(D11c)

VS (ωn) =
[

1 + 	0 + 	π√
�2

ω + � 2
n

]−1

, (D11d)

with �̂z = τ̂1ρ̂0σ̂3 and tr[. . .] representing matrix trace only.
The expression for the fermionic loop Fl was simplified
by neglecting Green’s function dependence on the bosonic
frequencies 
 and momenta Q. This is justified in the low-
temperature limit, as fermions are fully gapped while bosons
are soft. For this reason we were able to disentangle integra-
tions over the fermionic and bosonic modes in KQF. We have
further differentiated the response kernel over γ to ensure it
is well convergent in the ultraviolet, unlike the bare bubble.
This enables us to freely set an incoming momentum to zero,
q = 0, from the very beginning.

To proceed further with the analysis of these expressions
we take the matrix trace and convert d2 p integral into dξp with
the density of states νF . This way one arrives at Fl for T → 0

in the form

Fl = 6νF

∫ +∞

−∞

V 2
S (ω)�2

ωdω(
�2

ω + � 2
ω

)5/2

= 6νF

∫ +∞

−∞

�2
ω(

�2
ω + � 2

ω

)3/2

dω(√
�2

ω + � 2
ω + 	0 + 	π

)2 .

(D12)

In can be shown that at T 
 � finite-T corrections to Fl

are exponentially small, e−�/T 
 1, thus negligible. With this
result at hand, the fluctuation correction δKQF can be rewritten
in the form

∂

∂γ

[
δKQF

K0

]
= −N
4

c

πν2
F

Fl

∫
d2Q

(2π )2
T

+∞∑
m=−∞

1[
E2

Q + 
2
m

]2 .

(D13)

The bosonic frequency Matsubara sum evaluates to a simple
expression

T
+∞∑

m=−∞

1[
E2

Q + 
2
m

]2

= 1

4E3
Q

[
coth(EQ/2T ) + EQ

2T

1

sinh2(EQ/2T )

]
. (D14)

In order to extract the leading T asymptote in the regime
above the QCP gap, namely when T > �QCP, it is sufficient
to expand the last expression at small argument EQ/T 
 1.
As a result

∂

∂γ

[
δKQF

K0

]
= − NT

4π2ν2
F

Fl

∫ ∞

0

QdQ

[γ + (Q/Qc)2]2
. (D15)

The remaining integrals are elementary and give

δKQF

K0
= −NT Q2

c

8π2ν2
F

Fl ln

(
1

γ

)
. (D16)

To reproduce the result quoted in the main text, we evaluate
Qc and Fl at QCP where 	0,π 
 �, thus to the main order
vF Qc = √

π� and Fl = 8νF /�2, which gives

δKQF

K0
= −N

4

T

EF
ln

(
1

γ

)
. (D17)

In the opposite limit, T < �QCP, we have coth(EQ/2T ) → 1,
so that ∂γ δKQF ∝ ∫

QdQ/E3
Q ∝ 1/

√
γ , and finally

δKQF/K0 � −√
γ (�/EF ).

3. Two-loop estimates

In this section we focus on the corrections to the penetra-
tion depth due to the nonlinear terms of spin fluctuations. In
the boson action they are captured by the following interaction
term

A4[Sz(q, ω)]

= g4

∑
q1,q2,q3

T 3

×
∑

ω1,ω2,ω3

Sz
q1,ω1

Sz
q2,ω2

Sz
q3,ω3

Sz
−q1−q2−q3,−ω1−ω2,−ω3

. (D18)
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FIG. 6. The exemplary contributions to the electromagnetic re-
sponse at the two-loop level. Diagram (a) denotes the density of
states contribution (and the mirror image diagram is implicit), while
diagram (b) denotes the Maki-Thompson correction. The bold cross
(x) in the diagram indicates the derivative with respect to γ . Applying
the derivative to the other two propagators amounts to differentiating
the propagator with the mass renormalization included.

The goal is to demonstrate the validity of an asymptotic
expansion of fluctuation corrections and determine the pa-
rameter that controls it. To this end, we consider the simplest
contribution beyond the one-loop level originating from the
boson coupling in Eq. (D18). Graphically, such contributions
are described by the set of three diagrams, Fig. 6, which
correspond to the three diagrams at the level of the first loop
shown in Fig. 5(c).

The fluctuation correction proportional to g4 is more singu-
lar than the one-loop corrections considered in the main text.
This two-loop correction is given by the expression

δ(2)KQF ∝ g4(evF )2Fl

∫ 2∏
i=1

d
id2Qi

(2π )3
L2

Q1,
1
LQ2,
2 . (D19)

Here again as in the one-loop contribution the integration
over Q2 and 
2 is ultraviolet divergent, and we apply the
same technical step of taking the derivative with respect to

γ . Certainly, the derivative may equally be applied to the
propagator L2

Q1,
1
. This, however, is the same contribution as

considered in the main text with the boson propagator includ-
ing the effect of the mass renormalization. Here we do not
consider the boson mass renormalization. For this reason we
focus on contribution originating from taking the derivative of
the boson propagator not attached to the fermion propagators
as shown in Fig. 6. For these reasons we focus on the least
singular contribution originating from (D18) which reads

∂γ δ(2)KQF ∝ g4(evF )2Fl

∫ 2∏
i=1

d
id2Qi

(2π )3
L2

Q1,
1
L2

Q2,
2
.

(D20)

This results in the product of two convergent integrals each
very similar to the one we encountered in the one-loop cal-
culation. For further estimates we take � for 
c and �/vF

for Qc. Furthermore, the local boson coupling is estimated
as g4 ∝ νF /�2. With this in mind we obtain the next to the
leading order term in asymptotic series

∂γ δ(2)KQF/K0 ∝ (�/EF )2γ −1. (D21)

This estimate leads to the conclusion that we have the follow-
ing hierarchy of contributions,

∂γ δ(2)KQF/∂γ δ(1)KQF ∼ ∂γ δ(1)KQF/K0 ∝
(

�

EF

)
γ −1/2,

(D22)

where δ(1)KQF is the one-loop contribution considered in the
main text. This confirms that the critical region is defined by
the condition γ ≈ (�/EF )2.
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