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Shock compression of vanadium at extremes: Theory and experiment

Philippe F. Weck ,1,* Patricia E. Kalita,1 Tommy Ao,1 Scott D. Crockett,2 Seth Root,1 and Kyle R. Cochrane1

1Sandia National Laboratories, Albuquerque, New Mexico 87185, USA
2Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA

(Received 23 May 2020; revised 25 September 2020; accepted 3 November 2020; published 16 November 2020)

The equation of state (EOS) and shock compression of bulk vanadium were investigated using canonical
ab initio molecular dynamic simulations, with experimental validation to 865 GPa from shock data collected
at Sandia’s Z Pulsed Power Facility. In simulations the phase space was sampled along isotherms ranging from
3000 K to 50 000 K, for densities between ρ = 3 and 15 g/cm3, with a focus on the liquid regime and the body-
centered-cubic phase in the vicinity of the melting limit. The principal Hugoniot predicted from first principles
is overall consistent with shock data, while it showed that current multiphase SESAME-type EOS for vanadium
needed revision in the liquid regime. A more accurate SESAME EOS was developed using constraints from
experiments and simulations. This work emphasizes the need to use a combined theoretical and experimental
approach to develop high-fidelity EOS models for extreme conditions.
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I. INTRODUCTION

Unraveling the structure-property relationship of elemental
metals subjected to high-pressure (HP) and high-temperature
(HT) conditions is of fundamental importance in the field
of condensed matter physics, with numerous technological
applications. In comparison to other elemental metals crys-
tallizing in the high-symmetry face-centered-cubic (FCC)
or hexagonal close packed (HCP) structures, body-centered-
cubic (BCC) metals under extreme conditions have tradi-
tionally received less theoretical and experimental attention
owing to their very high stability [1]. For example, among
naturally occurring metals of Group VB (V, Nb, and Ta),
the stability of the BCC structure had long been thought to
be high, with no evidence of pressure-induced phase tran-
sitions found in room-temperature compression experiments
of BCC V and Nb to 154 and 145 GPa [2,3] or in shock-
compression experiments of BCC Ta from ambient pressure to
�300 GPa [4].

Following the theoretical predictions of transverse acoustic
phonon mode softening and anomalous behavior of the shear
elastic constant C44 in compressed BCC vanadium [5–7], a
room-temperature BCC → rhombohedral (Rh) phase transi-
tion in vanadium was observed at ∼63–69 GPa by synchrotron
x-ray diffraction (XRD) experiments using a diamond anvil
cell (DAC) to 155 GPa [8]. This phase transition originates
from a complex combination of intraband Fermi surface nest-
ing (Kohn anomaly), band Jahn-Teller effect and electronic
topological transition. It was actually shown by first-principles
calculations to consist of a sequence of phase transformations,
i.e., BCC → Rh1 → Rh2 → BCC, where the low-symmetry
Rh1 and Rh2 phases become stable above 84 and 120 GPa,
respectively, with a final reversal to BCC beyond 280 GPa
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[9,10]. Additional studies have since confirmed the existence
of such transitions, although inconsistency remains in the tran-
sition pressure values, depending on whether hydrostatic or
nonhydrostatic conditions are used in experiments or calcula-
tions [11–21]. This discovery has challenged the conventional
s-d electronic transition mechanism, which is regarded as
the main driving force behind pressure-induced phase tran-
sitions in elemental metals. It has also renewed interest in
the phase-diagram investigation of other Group VB elements
[4,13,22,23].

In contrast to this wealth of information on the com-
pressed solid phases of vanadium, limited research has been
devoted to liquid vanadium under HP-HT conditions. As re-
cently noted by Errandonea et al. [21], this stems in part
from the scarcity of results on vanadium melting, with only
few melting point calculations existing above ambient pres-
sure [21,24], and large differences observed between melting
temperatures measured from laser-heated DAC and shock-
wave (SW) experiments [21,25,26]. The latest melting curve
results and associated Simon-Glatzel (S-G) fit [21] pro-
vided a reasonable compromise between the considerably
higher SW experiments [26] and the lower previous DAC
data [25], thus contributing to improve our understanding
of the vanadium equation of state (EOS) in the P-T range
probed by experiments. SW experiments are particularly well
suited for investigating extreme states of matter. The high-
est compression of V was achieved in the SW experiments
of Al’tshuler et al. [27] (P = 338.9 GPa) and Gathers [28]
(P = 336.78 GPa). The SW experiments of McQueen et al.
[29], Dai et al. [26], and Foster et al. [30] reached pres-
sures of 125.0, 250.1, and 74.4 GPa, respectively, along
the principal Hugoniot of vanadium. However, the lack of
experimental shock data and computational predictions at
HP-HT conditions beyond shock melting has hampered de-
velopment of a reliable tabulated EOS for vanadium in this
regime [31].
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In this work, the EOS and shock compression of bulk
vanadium were investigated within the framework of density-
functional theory (DFT) with Mermin’s generalization to
finite temperature, with experimental validation to 865 GPa
from shock data collected at Sandia’s Z Pulsed Power
Facility. Previous studies have shown the importance of
such high-fidelity ab initio simulations to correctly ana-
lyze high-pressure experiments [21,23,32–37]. The principal
Hugoniot of vanadium was predicted from canonical ab ini-
tio molecular dynamics (AIMD) simulations by solving the
Rankine-Hugoniot relations, and was validated by compari-
son with Z-machine shock compression data. In simulations
the phase space was sampled along isotherms in the range
3000–50 000 K, for densities between ρ = 3 and 15 g/cm3,
with a focus on the liquid regime and the body-centered-cubic
phase in the vicinity of the melting limit. AIMD predictions
were also compared with existing shock data [26–30,38] and
results from the current multiphase SESAME 2552 EOS for
vanadium [31,39]. A revised multiphase SESAME 2553 EOS
was developed using constraints from experiments and simu-
lations.

The computational and experimental methods utilized in
this study are described in Sec. II, followed by a discussion
of our results in Sec. III. Our findings and conclusion are
summarized in Sec. IV.

II. METHODS

A. Density-functional theory calculations

First-principles spin-polarized DFT calculations (at 0 K)
were conducted using the Vienna ab initio simulation package
(VASP) [40] within the generalized gradient approximation
(GGA) [41], with the parametrization of Perdew, Burke, and
Ernzerhof (PBE) [42] to compute the exchange-correlation
energy. This functional was successfully used in previous
studies to predict the EOS and phase boundaries of vana-
dium [19,21] and other elemental metals [23,36]. Similarly
to previous DFT/AIMD studies of vanadium [19,21], the pro-
jector augmented wave (PAW) method [43,44] was utilized
to describe the interaction between the 13 valence electrons
of V (3s, 3p, 3d, 4s) and its ionic core. In the Kohn-Sham
(KS) equations, the outer V electrons were treated as va-
lence states, while the remaining core electrons and nuclei
were represented by a PAW pseudopotential [s semicore states
were treated as valence states (sv) in the V PAW potential].
The KS equations were solved using the special David-
son block iteration matrix diagonalization scheme [45]. The
plane-wave cutoff energy for the electronic wave functions
was set to 700 eV, ensuring convergence of the system total
energy to better than 1 meV/atom. The Methfessel-Paxton
scheme [46] was utilized to control partial occupancies for
each wave function. Bulk vanadium was represented using
a BCC periodic unit cell (space group Im3m, IT No. 229,
Z = 2) and ionic and cell relaxations were carried out si-
multaneously, without symmetry constraints applied, with a
convergence tolerance set to 0.01 eV/Å for the Hellmann-
Feynman forces acting on atoms. The Brillouin zone (BZ) was
sampled using the Monkhorst–Pack k-point scheme [47] with
a 11×11×11 k-point mesh.

B. Ab initio molecular dynamics simulations

AIMD simulations were conducted with VASP at the
GGA/PBE level of theory using spin-polarized DFT with
Mermin’s generalization of the KS equations to finite temper-
ature [48] (Mermin-Kohn-Sham equations). Simulations were
conducted in the canonical (NVT) ensemble along isotherms
ranging from 3000 to 50 000 K and densities from 3.0 to
15.0 g/cm3. In all AIMD simulations, large 128-atom 4×4×4
vanadium periodic supercells were utilized to ensure negli-
gible interaction between the structures simulated and their
periodic images. Property averaging in the BZ was carried
out using the Baldereschi’s mean-value special k point [49]. A
time step for ion-motion of 0.8 fs was used in the simulations,
with velocities scaled to the temperature at each simulation
step. Each NVT simulation was run for typically �5–10 ps.
Equilibration was considered achieved when the block aver-
age [50] of the standard deviation of the pressure was less
than �0.5%.

The principal Hugoniot for bulk vanadium was calcu-
lated from AIMD simulations using the Rankine-Hugoniot
jump conditions [51]. The Hugoniot consists of the locus of
(P,V, T ) points that satisfy the Hugoniot relation [51],

E − E0 + (1/2)(P + P0)(V − V0) = 0, (1)

where E is the specific internal energy, P is the pressure,
V = 1/ρ is the specific volume of shocked bulk vanadium,
and E0 and P0 are the reference energy and pressure com-
puted from AIMD simulations at 300 K for the fully dense
vanadium BCC structure. The BCC structure observed exper-
imentally under ambient temperature and pressure conditions
[52,53] was selected as a reference, with an equilibrium lattice
parameter of a0 = 3.0274 ± 0.0001 Å, corresponding to an
initial volume per atom of V0 = 13.873 Å3 and a theoreti-
cal material density (TMD) of ρ0 = 6.097 g/cm3. Hugoniot
states were obtained by running NVT simulations at mul-
tiple temperatures between 3000 and 50 000 K, for several
isotropically compressed specific volumes from ambient to
elevated pressure. Each Hugoniot state was obtained by in-
terpolating the (P, T ) points which bracket the Hugoniot
temperature and pressure for each specific volume. In order to
calculate the Hugoniot of porous vanadium, the full-density
volume V0 in Eq. (1) was substituted with the initial porous
volume V00 = 1/ρ00, while the reference energy E0 and pres-
sure P0 of full-density vanadium at ambient conditions were
conserved in the Hugoniot relation.

C. SESAME equation of state

The original SESAME 2552 EOS for vanadium was found
to have deficiencies in the high-pressure liquid regime. A new
EOS table, SESAME 2553 was developed as a result of the
work presented in this paper. SESAME 2553 is based on the
2552 table with two changes made to improve the EOS fit in
the liquid regime.

The standard division of the Helmholtz free energy was
used to divide the energy into three terms: cold curve, ion
thermal, and electron thermal components, i.e.,

F (T,V ) = Ecold + Fion(T,V ) + Felectron(T,V ). (2)
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The ion thermal component used a standard Debye model,
which incorporates a Lindemann melt curve. The ambi-
ent pressure melting temperature was set to match the
one-atmosphere melt temperature and density from isobaric
expansion data [54]. The variation of the Grüneisen gamma
parameter with density was obtained by matching the inter-
section of the Hugoniot with the melt curve to produce the
correct transition pressure and density from sound speed mea-
surements. The electron thermal component was determined
using the Thomas-Fermi-Dirac (TFD) model. A complete de-
scription of the 2552 EOS model is found in Ref. [31].

The differences between 2552 and 2553 come from two
parameters. For 2552, the cold curve was determined using a
Mie-Grüneisen approximation to the Hugoniot data from the
LASL shock data handbook [38] and setting the Grüneisen
gamma parameter to 1.5 at room temperature. A compression
math point was used to interpolate the cold curve into the
zero-temperature TFD region. For table 2553, however, the
cold curve was optimized to match the DFT simulations of this
work and Rudin [55]. While 2552 used a Vinet EOS fit to the
cold curve, 2553 uses a Birch-Murnaghan EOS fit. This switch
allowed for better fitting to match the AIMD and experimental
shock data.

The second change between 2553 and 2552 is in the loga-
rithmic derivative of the Grüneisen gamma with respect to the
density:

d� = ∂ ln(�)

∂ ln(ρ)
. (3)

The quantity d� affects the thermal response of the ion
thermal contribution to the EOS. Reducing this parameter in-
creases the thermal response of the ionic thermal contribution
to the EOS—the temperature increases more with increasing
pressure. The adjustment of d� in the solid region improved
the data match in the liquid region. The liquid model was then
approximated from the solid model using an estimate of the
change in entropy for melt at constant pressure [56].

D. Experimental methods

We carried out shock compression experiments using the
Sandia Z-machine [57]. The Z-machine is a pulsed power fa-
cility capable of producing shaped current pulses and induced
magnetic fields more than 20 MA and 10 MG, respectively.
The combined current and magnetic field densities generate
magnetic pressures to ∼870 GPa in the present experiments.
In general aluminum flyer plates can be accelerated up to
40 km/s [58]. An Al flyer plate is shocklessly accelerated
toward the target stack as shown in Fig. 1(a). The stack is
composed of a sample of vanadium (∼500 μm, ρ0 = 6.097
g/cm3) and a TPX window. Although the back side of the
flyer is melted by the high current, the impact side of the flyer
remains at solid density [58]. Impact produces a steady shock
in the V sample. A velocity interferometer system for any
reflector (VISAR [59,60]) measures the flyer plate velocity
(VF ) up to impact at the target [Fig. 1(b)]. Since the V sample
is opaque to VISAR light, impact time is determined from
fiducials observed in the transparent windows both above and
below the V sample. Impact time on V is determined from
those fiducials and is then corrected for any measured tilt of

FIG. 1. (a) The experimental Z sample panel and flyer configura-
tion. (b) Representative VISAR signal showing the measurement of
impact and breakout time and the quartz witness measurement.

the impact plane and for the relative offset of the 2 windows
and the V sample (typically a few μm). Shock breakout is
directly monitored at the V back surface, through a window.
We then calculate the V shock velocity (Us) using the transit
time determined from the VISAR fiducials and the measured
thickness. The shock wave is also monitored in a thick quartz
witness window, which allows us to determine any correction
due to acceleration of the flyer and apply this correction to the
V Us.

In our experiments we use two, push-pull VISAR systems
with dual velocity per fringe (VPF) capabilities. Three VISAR
signals were recorded for the V sample eliminating 2π ambi-
guities and providing redundant measurements for improved
precision. We recorded three different VPFs on the sample:
0.5878 km/s/f, 1.0632 km/s/f, and 1.4317 km/s/f. For the
transit time measurements, the uncertainty was less than 0.5%.
In the VISAR analysis, we use a transit time determination
of the shock velocity using unprocessed VISAR signals. The
inset of Fig. 1(b) shows one quadrature from an unprocessed
VISAR signal. To calculate transit time, we determine when
the raw VISAR signal has a change larger than the standard
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FIG. 2. Variation of the pressure as a function of density for
BCC vanadium calculated from DFT at the athermal limit. The
zero-temperature compression curves (cold curves) predicted using
the SESAME 2552 and 2553 EOSs are displayed for comparison.
The relative differences between SESAME EOSs and DFT results,
used as reference values, are shown in the inset.

deviation of the signal prior to the change. That marks our
impact and our transit into the backing TPX window. We use
the standard deviation from the transit time determination,
along with the uncertainty in the sample thickness to give the
error in the shock velocity.

III. RESULTS AND DISCUSSION

A. DFT modeling at T = 0 K

The relaxed unit-cell lattice parameter of BCC vana-
dium bulk is 2.998 Å (V0 = 13.473 Å3/atom, ρ0 = 6.278
g/cm3) using the sv PAW pseudopotential (13 valence elec-
trons). For comparison, relaxation calculations using the pv
PAW pseudopotential (11 valence electrons) and the sv_GW
PAW pseudopotential (13 valence electrons) yielded 2.997
Å (V0 = 13.460 Å3/atom, ρ0 = 6.285 g/cm3) and 2.994 Å
(V0 = 13.419 Å3/atom, ρ0 = 6.304 g/cm3), respectively. The
lattice parameter obtained with the sv PAW pseudopotential
is in closer agreement with the room-temperature measure-
ments of a0 = 3.0274 ± 0.0001 Å (V0 = 13.873 Å3/atom,
ρ0 = 6.097 g/cm3) by Roldan et al. [52] for 99.5% pure vana-
dium powder and a0 = 3.026 Å (V0 = 13.861 Å3/atom, ρ0 =
6.104 g/cm3) by Yu et al. [17] for 99.93% pure vanadium
samples. These DFT predictions are in line with the values of
2.99–3.00 Å obtained by Han et al. with DFT PWSCF and
all-electron FLAPW calculations [61].

The P-V variation of BCC vanadium bulk calculated in
this study from DFT at the athermal limit is shown in Fig. 2,
along with the cold curves predicted using the SESAME
2552 and 2553 EOSs for vanadium. The DFT cold curve
is in overall excellent agreement with the results from the
SESAME 2552 and 2553 EOS predictions, with relative dif-
ferences of less than 5% and 3%, respectively (see inset in
Fig. 2). Therefore, any discrepancies observed between the
EOS/Hugoniot computed at finite temperature from AIMD

simulations and predicted from the SESAME 2552 and 2553
EOSs can be ascribed essentially to differences between ther-
mal ionic or electronic contributions in AIMD simulations and
in the SESAME EOSs.

B. Equation of state and shock Hugoniot

1. Experimental Hugoniot state

The experimentally measured Hugoniot data for V are
listed in Table I. Knowing the initial densities of the V and
the Al flyer plate and measuring the VF and the vanadium
Us, we calculated the V Hugoniot state density, pressure, and
particle velocity (up). The Hugoniot state was determined
using a Monte Carlo impedance matching analysis [62,63]
to solve the Rankine-Hugoniot equations [51]. The Monte
Carlo impedance matching (MCIM) method accounts for the
correlated and uncorrelated uncertainties in the experimental
measurement and the Al Hugoniot standard. In the MCIM,
uncorrelated random numbers with one standard deviation
equal to the measurement uncertainty were used to adjust
the flyer velocity, the shock velocity, and the initial densities
about their mean value. Correlated random numbers adjust
the fit parameters to the aluminum Hugoniot standard. The
linear fit parameters and correlation between the parameters
for the aluminum standard is listed in Table II. The impedance
calculation was performed to get up, ρ, and P in the Hugoniot
state. The data were saved and the calculation restarted using
new random numbers. A database of Hugoniot states was built
during 107 iterations and the final Hugoniot state was calcu-
lated as the mean with 1-standard deviation of the distribution
as the uncertainty.

2. Ab initio molecular dynamics simulations

To test the accuracy of the AIMD simulations conducted in
this study, initial simulations were run at ambient conditions
and in the liquid state near the melting point. Figure 3 shows
the radial pair distribution function (RDF), g(r), of vanadium
computed from AIMD simulations at 300 K (BCC phase,
ρ = 6.097 g/cm3) and 2200 K (liquid, ρ = 5.350 g/cm3).
The predicted structure of liquid vanadium at 2200 K quali-
tatively agrees with the RDF measurement of Waseda [64] at
2173 K and ρ = 5.355 g/cm3, although the calculated RDF is
slightly shifted to shorter distances compared to experiment.
As expected, g(r) of liquid vanadium exhibits short-range
order, with a smaller number of peaks at short distance in
the RDF compared to the simulated g(r) of BCC-structured
vanadium at 300 K, and steady oscillatory decay to a constant
value at large r.

The reference energy and pressure of E0 = −8.952 ±
0.005 eV/atom and P0 = −3.69 ± 0.14 GPa were obtained
from AIMD simulations at 300 K for the full-density V BCC
structure (ρ = 6.097 g/cm3).

The variations of the specific internal energy and pressure
of vanadium as a function of density computed from AIMD
simulations along isotherms between 3000 and 50 000 K are
displayed in Figs. 4 and 5, respectively. The lowest isotherm
was chosen at 3000 K since it is slightly above the tem-
perature of the BCC-rhombohedral phase boundary located
below 2000 K, with the Rh1/Rh2 phase domain covering the
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TABLE I. Experimental data for the principal Hugoniot of vanadium.

Flyer velocity up Us ρ Pressure
Shot Impactor (km/s) (km/s) (km/s) (g/cm3) (GPa)

Z3427 Al 10.93 ± 0.01 4.16 ± 0.03 10.38 ± 0.09 10.17 ± 0.11 263 ± 2
Z3396 Al 11.72 ± 0.02 4.45 ± 0.03 10.85 ± 0.06 10.34 ± 0.09 294 ± 2
Z3391 Al 13.59 ± 0.02 5.20 ± 0.04 11.65 ± 0.10 11.01 ± 0.13 370 ± 3
Z3441 Al 22.64 ± 0.02 8.67 ± 0.07 16.37 ± 0.18 12.97 ± 0.25 866 ± 7

pressure range ∼60–280 GPa [8,19,21]. The melting points
calculated from the Simon-Glatzel fit to the melting results
of Ref. [21] are also shown in Fig. 5. This S-G melting
cuve, i.e., Tm(K ) = 2183×[1 + (P/32)]0.46, was selected in
this study as it provides a reasonable compromise between
the considerably higher SW experiments [26] and the lower
previous DAC data [25].

Using the variations of the specific internal energy and
pressure of vanadium as functions of density shown in Figs. 4
and 5, the sound speed was calculated as a function of density
for temperatures in the range 3000–50 000 K (see Fig. 6). The
bulk sound speed was computed as:

Cs =
√

∂P

∂ρ

∣∣∣∣
s

=
⎡
⎣∂P

∂ρ

∣∣∣∣
T

+
(

∂P
∂T

∣∣
ρ

)2

ρ2 ∂E
∂T

∣∣
ρ

T

⎤
⎦

1
2

. (4)

The results show that sound speed increases as temperature
increases and as density increases. The sound speeds for the
lowest isotherms of vanadium are slightly larger than the value
of 4.742 ± 0.084 km/s measured [65] at the melting temper-
ature of Tm = 2163 K; from the experimental characterization
of liquid vanadium [64], the density of liquid vanadium at
2173 K [64] is ρ � 5.35 g/cm3. At room temperature and
atmospheric pressure, the bulk sound speed of full-density
BCC vanadium (ρ0 � 6.104 g/cm3) was recently measured
to be 5.139 ± 0.018 km/s using a pulse-echo technique [17].
Sound speed in liquids is dependent on the density of the
liquid, which in turn is dependent on temperature, so the speed
of sound in liquids also varies with temperature. The range
of sound speeds represented in Fig. 6 also appears consistent
with sound speeds measured by Dai et al. along the V princi-
pal Hugoniot, which vary between 8.62 to 10.00 km/s from
154 and 250 GPa [26].

Using in Eq. (1) the reference energy E0 and pressure
P0 computed from AIMD simulations at 300 K for full-
density BCC vanadium, the principal Hugoniot was obtained
by interpolating (P, T ) points which bracket the Hugoniot
temperature and pressure for each specific volume. The P-ρ
relationship along the principal Hugoniot of vanadium (ρ0 =
6.097 g/cm3) calculated from AIMD simulations is shown in
Fig. 7, along with the Hugoniot data obtained from Z-machine

TABLE II. Linear fit parameters and the off-diagonal term in the
covariance matrix for the fit parameters of the Al flyer. Us = C0 +
S1up.

Flyer C0 (km/s) S1 σC0σS1×103

Al 6.322 ± 0.231 1.188 ± 0.020 −4.605

and from previous experimental investigations [26–30,38] and
with the predictions from the vanadium SESAME 2552 and
2553 EOS tables [31,39]. The pressure values calculated from
AIMD along the principal Hugoniot reproduce within ∼1–4%
the values of 263 ± 2, 294 ± 2, and 866 ± 7 GPa measured
using the Z-machine (see Table I), with AIMD predictions
remaining nearly within experimental density error bars (see
Fig. 7). The largest pressure discrepancy between AIMD and
Z-machine measurements is ∼7% for 370 ± 3 GPa at ρ =
11.01 g/cm3. Both Z-machine data and AIMD results appear
stiffer than the tabulated SESAME 2552 Hugoniot and most
previous SW data utilized to develop the SESAME 2552 EOS.
The SESAME 2553 Hugoniot is also significantly stiffer than
its SESAME 2552 predecessor and in overall closer agree-
ment with Z-machine data. It is worth noting that the data
for the previous highest compression of V achieved in the
SW experiments of Al’tshuler et al. [27] (P = 338.9 GPa,
ρ = 10.75 g/cm3) and Gathers [28] (P = 336.78 ± 1.69 GPa,
ρ = 10.751 ± 0.064 g/cm3) are in close agreement with the
present Z-machine data and AIMD results. The SW data of
Dai et al. [26], as well as the lowest pressure data of Al’tshuler
et al. and Gathers, are consistently softer than the AIMD
predictions. For comparison, the SW data of Foster et al. [30]
and the historical explosive drive data from the LASL com-
pendium compiled by Marsh [38] based on the measurements
of McQueen et al. [29] are also displayed in Fig. 7, although

FIG. 3. Radial pair distribution function, g(r), of vanadium cal-
culated from AIMD simulations at 300 K (BCC phase, ρ = 6.097
g/cm3) and 2200 K (liquid, ρ = 5.350 g/cm3). The structure of
liquid vanadium measured at 2173 K and ρ = 5.355 g/cm3 [64] is
also shown for comparison.
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FIG. 4. Variation of the specific internal energy of vanadium
as a function of density calculated from AIMD simulations along
isotherms in the range 3000–50 000 K.

they focus essentially on the lower pressure range for the BCC
and rhombohedral phases of V and have thus limited overlap
with the present results.

The largest differences between AIMD and SESAME 2552
Hugoniots occur at HP-HT conditions beyond shock melting,
where the lack of experimental SW data and computational
predictions has hampered development of a reliable tabulated
V EOS in this regime [31]. As discussed in Sec. III A, since
the cold curve contribution to the SESAME 2552 EOS is over-
all similar to that of the present first-principles calculations,
it can be inferred that most of the discrepancies between the
Hugoniot curves obtained from AIMD simulations and the
SESAME 2552 EOS under HP-HT conditions originate from
differences between thermal ionic or electronic contributions
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in both modeling approaches. In particular, the thermal ionic
contribution to SESAME 2552 EOS was developed using a
standard Debye model, which incorporates Lindemann melt-
ing, with parameters selected to reproduce the data of Gathers
[28] and Dai et al. [26], i.e., the best data available when
SESAME 2552 EOS was built. The recent reexamination of
the melting curve and phase diagram of V by Errandonea et al.
[21] questioned the accuracy of temperatures determined by
Dai et al. using a gray-body fit to radiance measurements at
discrete wavelengths [26]. Such findings might explain in part
the large discrepancies observed between melting tempera-
tures measured from laser-heated DAC and SW experiments
[21,25,26]. Remaining discrepancies might be ascribed to
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FIG. 7. P-ρ relationship along the principal Hugoniot of vana-
dium (ρ0 = 6.097 g/cm3) calculated from AIMD simulations.
Principal Hugoniot data obtained from Z-machine and previous ex-
perimental studies [26–30,38] are represented, along with predictions
from the vanadium SESAME 2552 and 2553 EOS tables [31,39].
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studies [26–30,38] are represented, along with predictions from the
vanadium SESAME 2552 and 2553 EOS tables [31,39]. The BCC-
Rh phase boundary [21] and melting curve estimates are also shown
[21,25,26].

differences in V compressibility under quasistatic laser-heated
DAC and highly nonhydrostatic SW conditions [21]. The
new parameters used in the development of the SESAME
2553 EOS appear to noticeably improve the description of the
thermal ionic or electronic contributions at high temperature
compared to the SESAME 2552 EOS, as shown by the closer
agreement between SESAME 2553 Hugoniot states and Z-
machine data.

Figure 8 represents the P-T phase diagram of vanadium,
including the principal Hugoniots calculated from AIMD
simulations in this study and Ref. [21] and from previous
experimental studies [26–30,38] and the SESAME 2552 and
2553 EOS tables [31,39]. The tentative BCC-Rh phase bound-
ary shown in Fig. 8 is based on the results reported by Ding
et al. [8], Wang et al. [19], and Errandonea et al. [21]. The
various melting curves depicted correspond to the estimates
determined from SW measurements by Dai et al. [26], and
DAC measurements and Z-method calculations by Erran-
donea et al. [21,25]. As shown in Fig. 8, Hugoniot states
calculated for BCC V at 3000 and 4000 K reproduce recent
calculations by Errandonea et al. [21] within ∼3%, although
differences appear in the liquid regime. Similarly to the Hugo-
niot results from the multiphase SESAME 2552 and 2553
EOSs, the present AIMD Hugoniot curve features a clear dis-
continuity near melting in the (P, T ) respresentation, while no
such discontinuity was predicted in previous calculations [21].
Although the accuracy of temperatures determined by Dai
et al. might be questionable, a similar discontinuity was found
in their Hugoniot data near ∼225 GPa at the onset of shock
melting [26]. While the agreement between Hugoniot states
calculated using the SESAME 2252 and AIMD is good at low
temperature for BCC V, SESAME 2552 Hugoniot predictions
tend to depart noticeably from the present AIMD results in the

HP-HT liquid regime, where fewer experimental data were
available to constrain the SESAME 2552 EOS parameters
[31]. The Hugoniot predictions using the SESAME 2553 EOS
are nearly identical to those of the SESAME 2552 EOS up to
melting, where they follow the S-G melting curve proposed
by Errandonea et al., while they closely match AIMD Hugo-
niot states in the liquid phase up to ∼400 GPa. At higher
pressure, the temperature along the Hugoniot is predicted to
increase faster with the SESAME 2553 EOS than in AIMD
simulations. This deviation of the proposed SESAME 2553
EOS from AIMD results at high pressure is not negligible
and is challenging to resolve in the EOS modeling. The
determination of the model parameters used to capture the
thermal response for an EOS is typically based on low pres-
sure data such as isobaric data (thermal expansion, adiabatic
bulk modulus, specific heat, and melting point data). Tem-
perature measurements under high compression until recently
have been unreliable. The optimization of the parameters used
in this EOS is limited to the cold curve and ion models
where the thermal electronic contribution to the free energy
is minimal. EOS models such as TFD used for modeling the
thermal electronic contribution can lead to uncertainties in
the EOS which lend to an underestimation of the thermal re-
sponse for the specific heat in intermediate regions. However,
the TFD model is a reasonable approximation and converges
to the correct thermal limits at high temperature and density.

According to the present AIMD Hugoniot, shock melting
occurs at Tm = 6178 K and Pm = 276 GPa using the SG
melting curve or at 5680 K and 257 GPa using the Z-method
melting curve [21]. The corresponding values along the Hugo-
niot in Ref. [21] are ∼5716 K at ∼225 GPa and ∼5330 K
at ∼218 GPa, respectively. In comparison, melting along
the SESAME 2552 Hugoniot was predicted at 6022 K and
222 GPa [31], close to the estimate of 6150 K and 220 GPa
by Luo et al. based on ultrafast dynamic experiments [66].
However, if the SG and Z-method melting curves [21] are
used in conjunction with the SESAME 2552 Hugoniot, values
of 5518 K at 209 GPa and 5149 K at 200 GPa are obtained,
respectively. The corresponding values using the SESAME
2553 Hugoniot with these SG and Z-method melting curves
are 5564 K at 213 GPa and 5167 K at 201 GPa, respectively.
These results show that there is still no general consensus on
accurate (Tm; Pm) values of shock melting along the principal
Hugoniot of vanadium. This might stem in part from the
difficulty in accurately resolving recrystallization associated
with microstructure transformation immediately below melt-
ing and actual melting transition [21]. Similar microstructural
transformation below melting was recently found in BCC Mo
subjected to HP laser heating [67].

Based on the conservation equations, the up and Us veloci-
ties were computed from the AIMD-generated table using the
following expressions:

up =
√

P − P0

ρ0

√
1 − ρ0

ρ
(5)

and

Us =
√

P − P0

ρ0
/

√
1 − ρ0

ρ
. (6)
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TABLE III. Hugoniot states for vanadium, with an initial solid density of ρ0 = 6.097 g/cm3 and a porous density of ρ00 = 5.35 g/cm3,
calculated from canonical AIMD/PBE simulations along isotherms between 3000 and 50 000 K.

ρ0 = 6.097 g/cm3 ρ00 = 5.35 g/cm3

T ρ P up Us ρ P up Us

(K) (g/cm3) (GPa) (km/s) (km/s) (g/cm3) (GPa) (km/s) (km/s)

3000 8.79 145.6 2.74 8.94 7.79 88.4 2.32 7.41
4000 9.32 184.7 3.27 9.45 8.16 118.0 2.80 8.13
6000 10.23 271.1 4.27 10.56 8.78 175.0 3.61 9.24
8000 10.57 325.7 4.78 11.30 9.27 221.2 4.22 9.97
10 000 10.87 374.4 5.22 11.88 9.71 264.9 4.75 10.57
12 000 11.16 421.5 5.63 12.39 10.06 305.3 5.20 11.11
15 000 11.58 496.2 6.23 13.16 10.35 364.1 5.76 11.93
20 000 12.12 612.3 7.09 14.26 10.80 459.9 6.61 13.10
30 000 12.77 826.4 8.44 16.14 11.54 642.3 8.05 15.00
50 000 13.81 1228.2 10.62 19.02 12.44 973.8 10.20 17.91

The Hugoniot states in (up,Us) and (ρ, P) spaces for vana-
dium, with an initial solid density of ρ0 = 6.097 g/cm3 and
a porous density of ρ00 = 5.35 g/cm3 (88% of TMD), calcu-
lated from canonical AIMD/PBE simulations along isotherms
between 3000 and 50 000 K are summarized in Table III.
This initial porosity value was chosen since it is a typical
value of plasma-sprayed vanadium used in various coating
applications [68]. Figure 9 shows the computed variations of
Us as a function of up along the Hugoniots of full-density
and porous V between 3000 and 50 000 K. Z-machine data,
previous measurements [26–30,38], and the predictions from
the vanadium SESAME 2552 and 2553 EOS tables for the
principal Hugoniot [31,39] are also depicted.

AIMD results and Z-machine data along the principal
Hugoniot are in good agreement with the previous high-
est compression of V in the SW experiments of Al’tshuler
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FIG. 9. Shock velocity (Us ) versus particle velocity (up) for
full-density (ρ0 = 6.097 g/cm3) and porous (ρ00 = 5.35 g/cm3)
vanadium calculated from canonical AIMD simulations between
3000 and 50 000 K. Z-machine data and data from previous experi-
mental studies [26–30,38] for full-density vanadium are represented,
along with predictions from the vanadium SESAME 2552 and 2553
EOS tables [31,39].

et al. [27] (up = 4.92 km/s and Us = 11.32 km/s at P =
338.9 GPa) and Gathers [28] (up = 4.89 km/s and Us =
11.29 km/s at P = 336.78 GPa), although slightly stiffer than
most previous SW (up,Us) data at lower pressure and predic-
tions from the SESAME 2552 EOS. It is interesting to note,
however, that the present AIMD predictions for the principal
Hugoniot of the pure BCC phase in the P-T representation
at 3000 and 4000 K (see Fig. 8) are found to be in very
good agreement with the previous AIMD predictions of Er-
randonea et al. [21]. Therefore, the deviation between AIMD
predictions and experiments at 3000 and 4000 K in Fig. 9
might suggest that the Rh-BCC phase transition is more slug-
gish than shown schematically in Fig. 8 and that there might
be coexistence of both phases over a broader P-T domain.
For this reason, the rhombohedral phase might need to be
taken into account in Hugoniot calculations—up to possibly
∼3000–4000 K—to correctly represent experimental data at
lower P-T conditions. The Us vs. up variation obtained from
the SESAME 2553 EOS is in much closer agreement with
Z-machine data and AIMD than results from the SESAME
2552 EOS, with some slight departure from AIMD predic-
tions for up � 8 km/s. Although the evolutions of Us with
up predicted from AIMD for TMD and porous vanadium are
overall qualitatively similar, the resulting value of Us for any
given value of up in 12% porous V (ρ00 = 5.35 g/cm3) is
reduced by 3−10% compared to its counterpart in full-density
vanadium, with the largest deviations occurring at low particle
velocities in solid BCC V.

IV. CONCLUSION

The EOS and shock compression of vanadium were inves-
tigated using AIMD simulations between 3000 and 50 000 K
for densities in the range ρ = 3–15 g/cm3, with experimental
validation using shock data from the Z-machine in the liquid
regime to 865 GPa.

Very good agreement is found between principal Hugo-
niot results generated from AIMD simulations and Z-machine
measurements collected in this study. The pressure values
calculated from AIMD along the principal Hugoniot re-
produce within ∼1–4% the values of 263 ± 2, 294 ± 2,
and 866 ± 7 GPa measured using Z-machine, with AIMD

184109-8



SHOCK COMPRESSION OF VANADIUM AT EXTREMES: … PHYSICAL REVIEW B 102, 184109 (2020)

predictions remain nearly within experimental density error
bars. Both AIMD results and Z-machine data appear stiffer
than the tabulated SESAME 2552 Hugoniot and most previ-
ous shock wave data utilized to develop the current SESAME
2552 EOS, although the highest compression data from the
SW experiments of Al’tshuler et al. and Gathers are consistent
with the present Z-machine data and AIMD results. The prin-
cipal Hugoniot obtained from the developed SESAME 2553
EOS is significantly stiffer than its SESAME 2552 predeces-
sor and in overall closer agreement to recent Z-machine data.
According to the present AIMD Hugoniot, shock melting
occurs at Tm = 6178 K and Pm = 276 GPa using a Simon-
Glatzel fit to melting data or at 5680 K and 257 GPa using a
Z-method melting curve reported recently.

The largest differences between AIMD and SESAME 2552
Hugoniots occur at HP-HT conditions beyond shock melting,
where the lack of experimental SW data and computational
predictions has hampered development of a reliable tabulated
V EOS in this regime. Since the cold curve contribution to the
SESAME 2552 EOS is overall similar to that of the present
first-principles calculations, it can be inferred that most of
the discrepancies between the Hugoniot curves obtained from
AIMD simulations and the SESAME 2552 EOS under HP-HT
conditions originate from differences between thermal ionic

or electronic contributions in both modeling approaches. In
particular, the thermal ionic contribution to SESAME 2552
EOS was developed using a standard Debye model, which
incorporates Lindemann melting, with parameters selected to
reproduce the data of Gathers and Dai et al. The parameters
used in the development of the SESAME 2553 EOS appear
to noticeably improve the description of the thermal ionic or
electronic contributions at high temperature compared to the
SESAME 2552 EOS. This work emphasizes the need to use
a combined theoretical and experimental approach to develop
high fidelity EOS models for extreme conditions.
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