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Longitudinal and anomalous Hall conductivity of a general two-band model
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We derive and analyze the longitudinal and the anomalous Hall conductivity for a general momentum-block-
diagonal two-band model. This model captures a broad spectrum of physically very different systems including
Néel antiferromagnetic and spiral spin density waves as well as models that involve spin-orbit interaction and
are known to show topological properties. We present a complete microscopic derivation for finite temperature
and constant scattering rate I" that is diagonal and equal, but arbitrarily large for both bands. We identify two
criteria that allow for a unique and physically motivated decomposition of the conductivities. On the one hand,
we distinguish intraband and interband contributions that are defined by the involved quasiparticle spectral
functions. On the other hand, we distinguish symmetric and antisymmetric contributions that are defined by
the symmetry under the exchange of the current and the electric field directions. The (symmetric) intraband
contributions generalize the formula of standard Boltzmann transport theory, which is valid only in the clean
limit (small I'), whereas the interband contributions capture interband coherence effects beyond independent
quasiparticles. We show that the symmetric interband contribution is a correction only present for finite I" and
is controlled by the quantum metric. The antisymmetric interband contributions generalize the formula of the
anomalous Hall conductivity in terms of the Berry curvature to finite I'. We study the clean (small I") and
dirty (large I') limit analytically. The connection between the presented derivation and the Bastin and Streda
formalism is given. We apply our results to a Chern insulator, a ferromagnetic multi-d-orbital, and a spiral spin

density wave model.

DOI: 10.1103/PhysRevB.102.165151

I. INTRODUCTION

The electrical conductivity is one of the fundamental
properties of solids and, therefore, of ongoing interest for
both theory and experiment. In recent years, advances in
experimental techniques revealed the need of reconsidering
theoretical descriptions of the conductivity including inter-
band coherence effects, that is going beyond independent
quasiparticles.

Hall measurements in very high magnetic fields have
led to new insights into the nonsuperconducting state of
high-temperature superconductors [1-4]. Although at high
magnetic field, the product of cyclotron frequency and life-
time was found to be small, w.7 < 1, suggesting a sizable
scattering rate I' = 1/2t. Various theories assume the onset
of an emergent order parameter A to explain the experimental
findings [5-11]. Due to a nonzero I', it is questionable whether
the conductivity is correctly described if interband coherence
effects are neglected. Indeed, it was shown for spiral antiferro-
magnetic spin density waves that interband coherence effects
are negligible not due to a general argument comparing the
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energy scales of the scattering and the gap, I'/A, but only by
numerical prefactors specific to the material in question [11].

Interband coherence effects are also the key to describe
the intrinsic anomalous Hall effect, that is a transverse cur-
rent without applied magnetic field that is not caused by
(skew) scattering. In the last decades, theoretical progress was
made in identifying basic mechanisms, improving theoretical
methods and revealing its deep relation to topology [12,13].
In recent years, there is an increasing interest in transport
properties of systems with topological properties in material
science [14—-16], including Heusler compounds [17-19], Weyl
semimetals [20-22], and graphene [23,24], and in other fields
like in microcavities [25] and cold atoms [26].

The derivation of a formula for the conductivity of a
given model is challenging. The broadly used and intuitive
Boltzmann transport theory in its traditional formulation is
not able to capture interband coherence effects [27] and,
therefore, misses related phenomena. In order to describe the
anomalous Hall effect, the Boltzmann approach was mod-
ified by identifying further contributions like the so-called
anomalous velocity [28], which has led to a consistent theo-
retical description [29]. By contrast, microscopic approaches
give a systematic framework but are usually less transparent
and harder to interpret. The combination of both approaches,
which is a systematic microscopic derivation combined with a
Boltzmann-like physical interpretation, in order to find further
relevant contributions is still subject of recent research [30].
The established connection between the intrinsic anomalous
Hall conductivity and the Berry curvature [31-35] combined
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with ab initio band structure calculations [36,37] has become
a powerful tool for combining theoretical and experimental
results and is state-of-the-art in recent studies [14-26].

Common microscopic approaches to the anomalous Hall
conductivity are based on the work of Bastin ef al. and Streda
[38—40]. Starting from Kubo’s linear response theory [27] in
a Matsubara Green’s function formalism, Bastin et al. [38]
expanded in the frequency w of the external electric field
E(w) after analytic continuation and obtained the DC con-
ductivity 0% where o, B = x,y, z are the directions of the
induced current and the electric field, respectively. Streda [39]
further decomposed this result into so-called Fermi-surface
and Fermi-sea contributions o®#! and c®#!! that are defined
by containing the derivative of the Fermi function or the
Fermi function itself, respectively. This or similar decom-
positions are common starting points of further theoretical
investigations [12,30,40-54]. However, those decompositions
are usually not unique and a priori not motivated by stringent
mathematical or physical reasons.

In this paper, we present a complete microscopic derivation
of the longitudinal and the anomalous Hall conductivity for
a general momentum-block-diagonal two-band model within
a Matsubara Green’s function formalism. We allow for finite
temperature and a constant scattering rate I' that is diag-
onal and equal, but arbitrarily large for both bands. Our
derivation is combined with a systematic analysis of the un-
derlying structure of the involved quantities, which allows
us to identify criteria for a unique and physically motivated
decomposition of the conductivity formulas into contributions
with distinct properties. In Sec. II, we define the model and its
coupling to electric and magnetic fields. In Sec. III, we present
the detailed derivation and close by giving final formulas of
the longitudinal and the anomalous Hall conductivity.

The key ingredient of the conductivity is the Bloch Hamil-
tonian matrix Ap. Changing to the eigenbasis separates the
momentum derivative of Ap, the generalized velocity, into
a diagonal quasivelocity matrix and an off-diagonal Berry-
connection-like matrix. The former one leads to the so-called
intraband contribution oﬁﬁa that involves only quasiparticle
spectral functions of one band in each term. The latter one
mixes the quasiparticle spectral functions of both bands and
leads to the so-called interband contribution o{ifér, which
captures the interband coherence effects beyond independent
quasiparticles. The conductivity depends on the direction of
the current and the external electric field. We uniquely de-
compose the conductivity in its symmetric, 0*#* = o7, and
antisymmetric, o¥hd = _ghea part. The intraband contribu-
tion is symmetric, but the interband contribution splits into a
symmetric and antisymmetric part. We obtain

o = ot + O, + Ot (D
The result of Boltzmann transport theory [27] is reobtained
by the intraband contribution. The symmetric interband con-
tribution is a correction only present for finite scattering rate
[ and is shown to be controlled by the quantum metric.
The antisymmetric interband contribution involves the Berry
curvature and generalizes previous formulas of the anomalous
Hall conductivity [31-35] to finite scattering rate I". We show
that the effect of I is captured entirely by the product of quasi-

particle spectral functions specific for each contribution. For
the anomalous Hall conductivity, this combination of spec-
tral functions becomes independent of I, or “dissipationless”
[12], in the clean limit (small I").

In Sec. IV, we discuss the properties of the contributions
and several aspects of the derivation in detail. We rederive
the Bastin and Streda formula [38—40] within our notation
and give the relation to the decomposition presented above.
We show that our derivation provides a strategy to drastically
reduce the effort in performing the trace over the two sub-
systems, which otherwise may lead to numerous terms and,
thus, make an analytic treatment tedious. The scattering rate
I' of arbitrary size allows us to perform a detailed analysis
of the clean and dirty limit. We draw the connection between
our derivation and concepts of quantum geometry, by which
we identify the interpretation of the interband contributions as
caused by the quantum geometric tensor. Finally, we comment
on the Berry curvature as an effective magnetic field, the
dependence on the coordinate system as well as the possibility
of quantization of the anomalous Hall conductivity [31-33].

In Sec. V, we apply our results to different examples.
Within a simple model of a Chern insulator, we discuss the
modification of the quantized Hall effect due to a finite scat-
tering rate I'. We reconsider the ferromagnetic multi-d-orbital
model by Kontani ef al. [44] to discuss the scaling behav-
ior of the scattering rate I" in the dirty limit. The result is
both qualitatively and quantitatively in good agreement with
experimental results for ferromagnets (see Ref. [46] and ref-
erences therein). We discuss the spiral spin density wave on
a two-dimensional square lattice as an example of a model
with broken translation symmetry but combined symmetry in
translation and spin rotation, which is captured by our general
two-band system. In Sec. VI, we summarize our results. Some
of the detailed calculations are presented in Appendix.

II. GENERAL TWO-BAND SYSTEM
A. Model

We assume the quadratic momentum-block-diagonal tight-
binding Hamiltonian

— T
H=Y wiw, @)
P

where A, is a Hermitian 2 x 2 matrix, W, is a fermionic
spinor, and lIl; is its Hermitian conjugate. Without loss of
generality we parametrize A, as

€p.A Ap )
Ay = ( , 3)
A:; €p.B
where €, , are two arbitrary (real) bands of the subsystems
o = A, B. The complex function A describes the coupling
between A and B. The spinor W, consists of the annihilation

operator ¢p , of the subsystems,

v, = <6p+QA .A) , )

Cp+Qs.B

where Q, are arbitrary but fixed offsets of the momentum.
The subsystems A and B can be further specified by a set
of spatial and/or nonspatial quantum numbers like spin or
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two atoms in one unit cell. We label the positions of the unit
cells via the Bravais lattice vector R;. If needed, we denote
the spatial position of subsystem o within a unit cell as p,,.
The Fourier transformation of the annihilation operator from
momentum to real space and vice versa are given by

1 i
Ciyg=— oo P Rj+p,) , 5)
Js JL Xp: p.

—ip-(R;+p,) , (6)

1
cp_gz—Zc]ae

where L is the number of lattice sites. By choosing a unit of
length so that a single unit cell has volume 1, L is the volume
of the system. Note that we included the precise position R; +
. of the subsystem o in the Fourier transformation [55,56].
The considered momentum-block-diagonal Hamiltonian
(2) is not necessarily (lattice-)translational invariant due to
the Q, in Eq. (4). The translational invariance is present only
for Q4 = Qp, that is no relative momentum difference within
the spinor. In the case Q4 # Qp, the Hamiltonian is invariant
under combined translation and rotation in spinor space. This
difference can be explicitly seen in the real space hoppings
presented in Appendix A. Using the corresponding symmetry
operator one can map a spatially motivated model to (2) and,
thus, obtain a physical interpretation of the parameters [57].

B. Coupling to electric and magnetic fields

We couple the Hamiltonian (2) to external electric and
magnetic fields E(r, ¢) and B(r, ¢) via the Peierls substitution,
that is a phase factor gained by spatial motion, and neglect
further couplings. The derivation in this and the following
subsection generalizes the derivation performed in the context
of spiral spin density waves [11,58]. We Fourier transform the
Hamiltonian (2) via (5) defining

Z \pp)‘p\yp = Z \I]J i )

where the indices j indicate the unit cell coordinates R;. We
modify the entries of the real space hopping matrix A;; =

(tjj/,aa’) by

,1ejR’/+i“/A(rt)dr ®)

Ljjoor = tjj o0’ €

A(r, t) is the vector potential. We have set the speed of light
¢ = 1 and have chosen the coupling charge to be the electron
charge ¢ = —e. Note that we have included hopping inside
the unit cell by using the precise position R; 4+ p, of the sub-
systems o [55,56]. Neglecting p, would lead to unphysical
results (see Refs. [55,56] and the example in Sec. V A). The
coupling (8) does not include local processes induced by the
vector potential, for instance, via Cj ACi B if p, = pg. Using
the (incomplete) Weyl gauge such that the scalar potential is
chosen to vanish, the electric and magnetic fields are entirely
described by the vector potential via E(r, t) = —9,A(r, t) and
B(r,t) =V x A(r, ).

We are interested in the long-wavelength regime of the
external fields, especially in the DC conductivity. Assum-
ing that the vector potential A(r, ¢) varies only slowly over
the hopping ranges defined by nonzero ¢;; ;- allows us to

approximate the integral inside the exponential in Eq. (8). As
shown in Appendix A, we get

HIA] = Z\yu W+ Y W, ©)

The first term is the unperturbed Hamiltonian (2). The second
term involves the electromagnetic vertex %,y that captures the
effect of the vector potential and vanishes for zero potential,
that is /5y [A = 0] = 0. The Hamiltonian is no longer diago-
nal in momentum p due to the spatial modulation of the vector
potential. The vertex is given by

Tow —Z Z KA O

- n
O11 s O

oy
Aqu (t) (Szm qm,p—p’"

(10)

The nth order of the vertex is proportional to the product of n
modes Aq(?) of the vector potential given by

A(r, 1) = ZAq(t)e"q". (11)
q

Ag denotes the & = x, y, z component of the mode. The Dirac
delta function assures momentum conservation. Each order of
the vertex is weighted by the nth derivative of the bare Bloch
Hamiltonian (3), that is

AL = 9y

P+P

B, e (12)

where 9, = d/dp* is the momentum derivative in « direction.
Note that both the use of the precise position of the sub-
systems in the Fourier transformation [55,56] as well as the
momentum-block-diagonal Hamiltonian are crucial for this
result.

C. Current and conductivity

We derive the current of Hamiltonian (9) induced by the
vector potential within an imaginary-time path-integral for-
malism in order to assure consistency and establish notation.
We sketch the steps in the following. Details of the derivation
are given in Appendix B. We set ky = 1 and 7 = 1. We rotate
the vector potential modes A4(?) in the vertex (10) to imagi-
nary time T = it and Fourier transform Aq(7) via

Ag(r) = Ager (13)

where go = 2nnT are bosonic Matsubara frequencies for
n €7 and temperature 7. We combine these frequencies
qo and the momenta q in four vectors for shorter notation,
q = (iqo, q). The real frequency result will be recovered by
analytic continuation, igy — w + i0", at the end of the cal-
culation. After the steps above, the electromagnetic vertex
¥, involving Matsubara frequencies p and p’ is of the same
form as (10) with momentum replaced by the four-vector. The
Dirac delta function assures both frequency and momentum
conservation. The (euclidean) action of (9) reads

S[W, W*] = — Z\y*g W,y W, W, (14)
.y
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where ¥, and \-IJ;,“ are (complex) Grassmann fields. The in-
verse (bare) Green’s function is given by

G =ipo+pm—rp+ il signpy . (15)

We include the chemical potential u. pg = 2n+ 1) T are
fermionic Matsubara frequencies for n € Z and temperature
T. We assume the simplest possible current-relaxation scat-
tering rate I' > 0 as a constant imaginary part proportional to
the identity matrix.

The assumed phenomenological scattering rate I' is
momentum- and frequency-independent as well as diagonal
and equal for both subsystems o = A, B. Such approxima-
tions on I' are common in the literature of multiband systems
[6,7,11,44,47,54]. A microscopically derived scattering rate
I, for instance, due to interaction or impurity scattering
depends on details of the models, which we do not fur-
ther specify in our general two-band system. A microscopic
derivation can, for instance, be performed within a Born ap-
proximation [59], which then can be used to concretize the
range of validity. We are aware that each generalization of I"
may effect parts of the following derivations and conclusions.
We do not assume that I" is small and derive the current for I'
of arbitrary size.

The current jg in o direction that is induced by the external
electric and magnetic fields is given by the functional deriva-
tive of the grand canonical potential 2[A] with respect to the
vector potential,

1 6QA]
L sA*, °

0

Jg = (16)
We expand the current up to first order in the vector potential
and define

J = — Y TEPAL (17
B

Jpara 18 the paramagnetic current, that is a current without an
external field. It vanishes for E¥(p) = E*(—p — p*), where
E*(p) are the two quasiparticle bands and p* are arbitrary but
fixed momenta [58]. Since this condition is usually fulfilled,
for instance due to an inversion symmetric dispersion, we omit
Jpara i the following. The polarization tensor reads
T
M2 == Y u[908,, Y M) —a=0) ()
P

where the second term corresponds to the first term evaluated
at ¢ = 0. We have H‘;ﬁ o = 0 as required by gauge invari-
ance of the vector potential. The matrix trace due to the two
subsystems is denoted by tr. Note that the matrices do not
commute in general. Thus the order of the Green’s functions
and vertices are important.

We assume that the electric field is constant in space and
the magnetic field is constant in time. Then, the vector po-
tential splits additive into two parts, A(r, t) = AP (t) + AB(r),
such that E(t) = —9,Af(¢) and B(r) = V x AB(r). Perform-
ing the rotation to imaginary time and Fourier transformation
lead to

Ay = A} 8q.0+ALsig0. (19)

90

which allows for separation of effects by the electric and the
magnetic field. We are interested in the current induced by an
external electric field. Since we are not considering any exter-
nal magnetic field in the following, we omit the momentum
dependence q. In order to have a clear form of the relevant
entities for the further calculations, we introduce the compact
notation Tr[ - ] = *TL' Y , [ - —(igo = 0)], which involve
the prefactors, the summation over p as well as the subtraction
of the argument at igy = 0. Then, the polarization tensor reads

af __ B o
Ty, = Tr[gipoﬂqo,p)‘pgim,pkp]' (20)

We permuted the matrices by using the matrix trace, so that
the first Green’s function involves the external Matsubara
frequency igo. We are interested in the conductivity tensor 0%/
that is defined as the coefficient of the linear order contribution
to the current with respect to the external electric field, that is

Jo =0 EN+ 21)
The polarization tensor and the conductivity are related via
analytic continuation,
1
B — ap
@)= — TP 22)

The DC conductivity (tensor) is the zero-frequency limit of
the conductivity tensor, 0% = 0*#(w — 0).

III. LONGITUDINAL AND ANOMALOUS
HALL CONDUCTIVITY

For given Ay, , T, and T" all quantities in the polarization
tensor Hf‘q'i in Eq. (20) are known, such that a numerical
evaluation is directly possible by performing the Matsubara
summation explicitly. Furthermore, analytic continuation is
straightforward leading to a conductivity formula at real fre-
quency . Here, we combine this analytic derivation with
an analysis of the underlying structure of Hf‘ﬁ in order to
identify criteria for physically and mathematically motivated
decompositions.

A. Spherical representation

The crucial quantity to evaluate (20) is the Bloch Hamilto-
nian matrix Ap, both present in the Green’s function & po,p and
the vertex A7. The basic property of the 2 x 2 matrix Ap is its
hermiticity allowing us to expand it in the identity matrix 1
and the three Pauli matrices

o, = (1
0

_ (O 1) . (0 —i)
=\t o) 2=l o)
which we combine to the Pauli vector o = (oy, 0y, 0;). The

indexing x, y, z must not be confused with the spatial direc-
tions. We get the compact notation

=g l+d,-o (24)

o) e

with a momentum-dependent function g, and a momentum-
dependent vector field dy, [25,60-63]. The Bloch Hamiltonian
Ap can be understood as a four-dimensional vector field that
assigns (gp, dp) to each momentum p. In 2D, we can visualize
gp as a surface on top of which we indicate the vector d,
by its length and direction. An example is shown in Fig. 1.
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FIG. 1. We can represent the Bloch Hamiltonian A, by a number
gp and a vector d. For a 2D system, we can visualize g, as a surface
on top of which we indicate the vector d, by its length r, (color
from purple to red) and direction given by the angles ®, and ¢,
The (generalized) velocity and, thus, the conductivity is given by
the modulation of these fields. Here, we show A, of the example in
Sec. VC.

The velocity, which is the momentum derivative of A, is the
modulation of these fields.

It is very useful to represent the vector d via its length
r and the two angles ® and ¢ in spherical coordinates, d =
(rcos @ sin ®, rsin ¢ sin ©, r cos ®). The Bloch Hamiltonian
matrix Ap in spherical coordinates reads

hp =

(gp + rp cos ©p 25)

. _l(p
I'p Sin @pe ™' )
. o .
Ip sin ®pe'?

gp — I'pCos Oy

Both (3) and (25) are equivalent and impose no restriction on
the Hamiltonian than hermiticity. In the following, we exclu-
sively use Ap in spherical coordinates. The explicit mapping
between (3) and (25) is given in Appendix C.

The advantage of the spherical form (25) is its simplicity of
the eigenvalues and eigenvectors. We denote the eigensystem
at momentum p as £,. The eigenenergies are

Ey =g, +r, (26)

with corresponding eigenvectors

1
.+ cos50
) et 92 *’>, 27
|+p) (e“"P sin %®p 27
__(—e" sinle
=) =e’¢"< . p)' 28)
cos §®p

These eigenvectors are normalized and orthogonal,
(tplt+p) = (—pl=p) =1 and  (+p|—p) = (—pl+p) = 0.
The two phases ¢§ reflect the freedom to choose a phase
of the normalized eigenvectors when diagonalizing at fixed
momentum p, that is a “local” U(1) gauge symmetry. We
include it explicitly for an easier comparison with other
gauge choices and to make gauge-dependent quantities more
obvious in the following calculations.

B. Interband coherence effects

The polarization tensor I'If;‘z in Eq. (20) is the trace of
the product of Green’s function matrices and vertex matri-
ces. A trace is invariant under unitary transformations (or, in
general, similarity transformations) due to its cyclic property.
We transform all matrices by the 2 x 2 unitary transforma-
tion Up = (|+p) |—p)), whose columns are composed of
the eigenvectors |£,). The matrix U, diagonalizes the Bloch
Hamiltonian matrix

. Ef 0
GE=UphUy=\|(y g ) 29
P

where we defined the quasiparticle band matrix &£,. We trans-
form the Green’s function matrix in Eq. (15) and get the
diagonal Green’s function

Givop = Ug%,, sUy = lipo + 1 — & + il signpo] ™.
(30

Note that the assumptions of I' to be proportional to the
identity matrix is crucial to obtain a diagonal Green’s function
matrix by this transformation.

In general, the vertex matrix A will not be diagonal after
unitary transformation with Uy, since it involves the momen-
tum derivative A‘l’,‘ = 0o Ap, Which does not commute with the
momentum-dependent Up. Expressing Ap in terms of &, we
get

Hoey =yt _yt i
USAeU, = Ul [8,4,1U, = US[8,(U,EUDIU,. (1)

The derivative of &, leads to the eigenvelocities £ = 9,&,,.
The two other terms from the derivative contain the mo-
mentum derivative of Up. Using the identity (BaUJ W, =

—UpT (9, Up) of unitary matrices, we end up with

U;AgUp =& + 7, (32)
where we defined 7 = —i [A%, Sp] with
o _ 7t
A% = iU} (0,U,). (33)

Since Fp involves the commutator with the diagonal matrix
&p, Fp 1s a purely off-diagonal matrix. Thus we see already at
that stage that F, causes the mixing of the two quasiparticle
bands and, thus, captures exclusively the interband coherence
effects. We refer to F2 as “(interband) coherence matrix.”

Let us have a closer look at Ag defined in Eq. (33). The
matrix U, consists of the eigenvectors |£,). Its complex con-
jugation U; consists of the corresponding (4-,|. Thus we can
identify the diagonal elements of A7 as the Berry connection
of the eigenstates |+,), that is Ag’i = i{£p|0dyEp), Where
|04£p) = do|=Ep) is the momentum derivative of the eigen-
state [64,65]. Ag is hermitian due to the unitarity of Uy,. This
allows us to express it in terms of the identity and the Pauli
matrices, Ag =1y + &y + ), + 25, where

o 1 o —a
Iy = _5[‘75; + % ]]l’ 34)
X: = —%[(pg sin ®p cos @p + @g sin ¢p] Oy, (35)
Yy = —%[(pg sin Op sin @p — O} cos ¢p] Oy, (36)
Z¢ =~ — ¢y + 92 (1 —cosOp)] o, (37)
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and @, = ¢, + ¢I'f — ¢, - We calculated the prefactors by us-
ing (27) and (28) and used the short notation @g =0, ®p and
¢p = 9,¢, for the momentum derivative in « direction. Each
component of A, is gauge dependent by involving ¢;E'“ =
8a¢§ or @,. The coherence matrix /' involves only the off-

p

diagonal matrices Xl‘j‘ and )¢, since the diagonal contributions
1, and Z, vanish by the commutator with the diagonal matrix

&p- We see that the coherence matrix F is gauge dependent

due to @p. However, the product Fy .7-"5 is gauge independent
as we can see by

Fop o (4 +V5) (4 + %)

0 e 0 e
fe'e (ei¢P 0 )(e“pv 0 > 1, (38)

where we dropped gauge-independent quantities in each step.
The quasiparticle velocity £ is also gauge independent.

C. Decomposition

With these remarks we evaluate the polarization tensor
Hf”z given in Eq. (20). The unitary transformation by the
eigenbasis |&p) leads to

Tr[gip0+iqo,p(55 + ff)g (53 + ]:3)] - (39

The Green’s function matrices (30) are diagonal, whereas
the vertices (32) contain the diagonal matrix £ and the off-
diagonal matrix F. The matrix trace only gives nonzero
contribution if the product of the four matrices involves an
even number of off-diagonal matrices, that is zero or two
in this case. Thus the mixed terms involving both &J and

“10 ipo.p

Jp vanish. This leads to the decomposition of Hi]’z into an
intraband and an interband contribution:
af _ ap
Hiqn - qu[) intra + qu[) inter * (40)

In the intraband contribution, the two eigensystems % are
not mixed, whereas they mix in the interband contribution
due to the interband coherence matrix F;. The individual
contributions in Eq. (40) are gauge independent due to (38)
but not unique in a mathematical sense. For instance, we can
use any similarity transformation and perform similar steps
as discussed above. The sum of the contributions leads to the
same final result, but the individual contributions may have
less obvious physical interpretations. We discuss this point in
Sec. IV B in more detail.

The matrix trace tr is invariant under transposition. For the
product of several symmetric and antisymmetric (or skew-
symmetric) matrices A, B, C, D this leads to

tr(ABCD)=tr(D'CTBTAT)=(—1)"tr(DCBA) 41)

with AT being the transposed matrix of A, and so on, and n the
number of antisymmetric matrices involved. We refer to the
procedure in Eq. (41) via “trace transposition” or “reversing
the matrix order under the trace” in the following [11]. We call
the trace with a positive sign after trace transposition symmet-
ric and a trace with a negative sign after trace transposition
antisymmetric. Every trace of arbitrary square matrices can
be uniquely decomposed in this way. We analyze the intra-
and interband contribution in Eq. (40) with respect to their

behavior under trace transposition. The intraband contribution
involves the quasiparticle velocities £ and the Green’s func-
tions, that is

B —
H?;O,intra - Tr[gipo-Hqu ng glPo P P] (42)

All matrices are diagonal and, thus, symmetric. We see that
the intraband contribution is symmetric under trace transpo-
sition. The interband contribution involves diagonal Green’s
functions and F, which is neither symmetric nor antisym-
metric. We decompose it into its symmetric and antisymmetric
part

L, S "o o T
o :%(]_—p_’_(}—p) ):
a o T
R=aF - ()=
By this, the interband contribution decomposes into a

symmetric and antisymmetric contribution under trace trans-
position,

-iyg) @)

—i[&y. &, ] (44)

af _ aB.s aff,a
Hiqo,imer tho inter + qu(] inter * (45)
where
Olﬂ s _ B o
zqg inter =Tr lpo+i¢]0 PXP giPo PXP ]

po,p
mef2 Ty 4r2g

lq() inter

[475
+ Te[42G, 1000 Ve Gipop Vs ] - (46)
[

tpo+iqo,po gipo,pyg]
+ Ti[4r3Gip, 4ig0.0Ye Ginopte |- 47)

We used &, = gp + rpo; and performed the commutator ex-
plicitly. Interestingly, the symmetry under trace transposition,
which is due to the multiband character, is connected to the
symmetry of the polarization tensor or, equivalently, of the
conductivity tensor o = (0%?) itself: Trace transposition of
(42), (46), and (47) is equal to the exchange of o <> B, the
directions of the current and the external electric field.

In Eq. (38), we showed that the product ]—'l‘j‘]-'f is gauge
independent. However, this product is neither symmetric nor
antisymmetric with respect to o <> 8. Up to a prefactor its
symmetric and antisymmetric parts read

FoFy+ FF o X, XY+ {05, V5  =¢f. 49)
BTy — R By o [ ]+ 5. 7] = —i 2. @9)

which defines the symmetric function Cp # and antisymmetric

function Qgﬂ , which are both real-valued diagonal matrices.
Using (35) and (36), we get

CaP = 5(O508 + 5 ph sin”> ©)1, (50)

QP = 1(pp0h — 9f %) sin®p 0, . (51)

We see explicitly that Cgﬁ and Qg are gauge independent.
Note that Cp F involves equal contributions for both quasipar-
ticle bands, whereas Qgﬂ involves contributions of opposite
sign for the two quasiparticle bands. Furthermore, we can
check explicitly that Qp° = 8,2 — 95 2¢. Thus Q" is the
Berry curvature of the eigenbasis |4p).

In Sec. IV D, we will show that the product F .7-"{3 is pro-

portional to the quantum geometric tensor 7;,“ﬂ . The Berry
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curvature is proportional to the imaginary part of 73" and
the real part of ’H,aﬂ " is the quantum metric [63,66-69].

We will show that the two components of Cl‘f’s in Eq. (50)
are twice the quantum metric of the eigenbasis |+p), that is
CoP* =2 g%*, which are equal g = ¢~ in our two-
band system. This provides a new interpretation of Cg’g =
G F% which has been labeled “coherence term” previously
[58] and has been studied in detail in the context of the longi-
tudinal conductivity for spiral spin-density waves [11] without
noticing this relation. We will refer to Cy P as “quantum metric
factor” in the following.

D. Matsubara summation

We continue by performing the Matsubara summations and
analytic continuation. The Matsubara sum in Egs. (42), (46),
and (47) is of the form

Ly =T Y tl(Gig, — GIMIGMs] (52)

Po

with two matrices M; and M, that are symmetric and/or
antisymmetric. We omit the momentum dependence for sim-
plicity in this paragraph. We further shorten the notation of
the Green’s functions G = G;j,, and Gy = Giptige- If ig, 15
symmetric under trace transposition, that is, for the intraband
and the symmetric interband contribution, we split (52) into
two equal parts. In the second part, we reverse the matrix
order under the trace and change the Matsubara summation
ipo — ipo — igo. We get

By =5 2 0((Ga — 9) + (G-i — O)MGML). (53)

Po

If Iy, is antisymmetric, that is for the antisymmetric interband
contribution, we obtain after the same steps

Iy =5 2 0[(Ga — Gia)MiGM:]. (54
Po

We perform the Matsubara summation and analytic continu-

ation igo — w + i0" of the external frequency leading to I},

and /5. We are interested in the DC limit. The detailed Mat-

subara summation and the zero-frequency limit are performed

in Appendix D. We end up with

lim 2 — % de f tlAMIAM, + AMAM; ], (55)

lim -2 = —i/defetr[PéMlAeMg—PéMzAGMl], (56)

where f. = (¢¢/T +1)7! is the Fermi function and f/ its
derivative. Furthermore, it involves the spectral function
matrix A, = —(GR — G4)/27i and the derivative of the
principle-value function matrix P! = 9_(GX + G#)/2.

In Egs. (55) and (56), we exclusively used the spectral
function A, and the principle-value function P,, which are
both real-valued functions, and avoided the complex-valued
retarded or advanced Green’s functions. As we have a real-
valued DC conductivity, the combination of M; and M, has
to be purely real in Eq. (55) and complex in Eq. (56). The

symmetric part (55) involves the derivative of the Fermi func-
tion f/, whereas the antisymmetric part (56) involves the
Fermi function f.. This suggests to call the latter one the
Fermi-surface contribution and the former one the Fermi-sea
contribution. However, this distinction is not unique, since we
can perform partial integration in the internal frequency e.
For instance, the decomposition proposed by Streda [39] is
different. We will discuss this aspect in Sec. IV A.

Using the explicit form of the Green’s function in Eq. (30),
the spectral function matrix reads

()

with the spectral functions of the two quasiparticle bands
" I'/m
Ae = E) 7"
(6 +u— Ep ) +TI
For our specific choice of I' the spectral function is a
Lorentzian function, that peaks at E;E — w for small I'. Using

(58) the derivative of the principle-value function P, can be
rewritten in terms of the spectral function as

(58)

A 242 T
P =272 — A, (59)
€ € 1—1

When inserting this into (56) the second, linear term drops
out. We see that (55) and (56) can be completely expressed
by combinations of quasiparticle spectral functions. Note that
(59) is valid only for a scattering rate I" that is frequency-
independent as well as proportional to the identity matrix.

We apply the result of the Matsubara summation (55) and
(56) to the symmetric and antisymmetric interband contri-
butions (46) and (47). Since M| and M, are off-diagonal
matrices in both cases, the commutation with the diagonal
spectral function matrix A, simply flips its diagonal entries,
that is M;A. = A.M; where A, is given by (57) with Aj < AZ
exchanged. We collect the product of involved matrices and
identify

A (XX X0 XP L YP YL YV YA, = A CPPA,,  (60)

AP Yy P P X — X YPYA, = iA2Q*PA.,  (61)
where C*# and Q%# were defined in Eqgs. (50) and (51).

E. Formulas of the conductivity tensor

As the final step we combine all our results. The con-
ductivity and the polarization tensor are related via (22). We
write out the trace over the eigenstates explicitly. The DC
conductivity 0*# decomposes into five different contributions:

af _ _af
g - O'inlra,-k

+ 0P

tra, —

+ oi“ﬂ’s

inter

4 goPa y saba (62)

inter,+ inter,—*

These contributions are distinct by three categories: (a) intra-
and interband, (b) symmetric and antisymmetric with respect
to o < B (or, equivalently, with respect to trace transpo-
sition), and (c) quasiparticle band £. As the symmetric
interband contribution aiit’i’rs is shown to be symmetric in

+ < — for our two-band model, we dropped the band index
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for simplicity. Each contribution consists of three essential
parts: (i) the Fermi function f(€) or its derivative f'(¢), (ii)
a spectral weighting factor involving a specific combination
of the quasiparticle spectral functions Ap(€) with n = +, that
is,

w;,intra(é) =7 (A;(e))z ) (63)
WS inier(€) = 47 13 AT (€) A (€) (64)
wi (€)= 82 rE (An(€))*Ap"(€). (65)

and (iii) a momentum-dependent weighting factor involving
the changes in the scalar field g, and vector field d; in a
specific form, that is the quasiparticle velocities Ei"‘ the

quantum metric factor Cg and the Berry curvatures Q“’S *
given as

Ey*=gitrd, (66)

CoP = 1(0308 + ¢l sin® ©)) , (67)

QPF = £1(p50f — 9l O2) sin O, (68)

where g = 9,8p, 1, = 9,7y, Op =9,0,, and ¢5 = 9,9,

with the momentum derivative in « direction 9, = 9/ p*. We
write the conductivity in units of the conductance quantum
2moy = e?/h = ¢* for /i = 1 and perform the thermodynamic
. . . d . .
limit by replacing L™' >~ — [ (ZTI))“ where d is the dimen-
sion of the system. We end up with

dd
ot =~ SR fe F O BB (69
d
af,s 6 d p s o
Ginter - _ﬁ (27_[ )d/dE f/(e)wp,imer(e) Cp,3 ) (70)

2 d
afa € d p a,n af,n
Uinter,n - = K (Zn)d/de f(E) wp,imer(e) Qp . (71)

If we restore SI units, the conductivity has units 1/ m?~2
for dimension d. Note that we have ¢%f x e*/h in a
two-dimensional system and 0*# o e?/ha in a stacked quasi-
two-dimensional system, where a is the interlayer distance.
For given Ap, w, T and T' the evaluation of (69)—(71) is
straightforward. The mapping of Ap to spherical coordinates
is given in Eqgs. (C1)—(C4). The spectral function Aljf(e) is
defined in Eq. (58).

IV. DISCUSSION
A. Relation to Bastin and Streda formula

Microscopic approaches to the anomalous Hall conductiv-
ity are frequently based on the formulas of Bastin er al. [38]
and Streda [39]. A modern derivation is given by Crépieux
et al. [40]. We present a rederivation in our notation and
discuss the relation to our results. We omit the momentum
dependence for a simpler notation in this section.

We start with the polarization tensor Hfﬁﬁ in Eq. (20) be-
fore analytic continuation. In contrast to our discussion, we
perform the Matsubara sum and the analytic continuation in

Eq. (22) immediately and get

et+w

1
o2f = _ETrs,p[ fe (AAPGE 2%+ GR AP a2

— AW P2 — PP A2)]. (12)

We combined the prefactors, the summation over momenta
and the frequency integration as well as the matrix trace in the
short notation Tre p[ - ] = €2L~! >, J detr[ -]1. The first and
second line are obtained by the argument explicitly given in
Eq. (20) and its (igo = 0) contribution, respectively. Details
of the Matsubara summation and the analytic continuation are
given in Appendix D. ¥ and ¢* are the retarded and ad-
vanced Green’s function of (15), respectively. <7, = —(%R -
¢4)/27i is the spectral function matrix and &, = (4% +
%%)/2 is the principle-value function matrix. f, is the Fermi
function.

We derive the DC limit by expanding 0%# in the frequency
w of the external electric field E(w). The diverging term
1/w vanishes, which can be checked by using 9% = 2, —
imof, and gA = P, + im .. The constant term is

Talfe (= 00 (923 4+ (49 00t
(73)

O’Bastm

which was derived by Bastin et al. [38]. The derivative with
respect to the internal frequency € is denoted by (- )/. The
expression in Eq. (73) is written in the subsystem basis, in
which we expressed the Bloch Hamiltonian Ap in Eq. (2). Due
to the matrix trace, we can change to the diagonal basis via
(30) and (32).

In Sec. III, we identified the symmetry under o <> 8 as
a good criterion for a decomposition. The Bastin formula is
neither symmetric nor antisymmetric in « <> 8. When we
decompose o, P into its symmetric and antisymmetric part,

stin
we can easily iiientify our result (62) that is,

1 apf ap,s
(GBastln + OBastln) mtra + + o‘mtra -+ Glnter ’ (74)
p pa \ _ _apa ap.a
2 (O—Baitm - UBastin) - Ginter,+ + Uinter,—‘ (75)

This identification is expected as the decomposition into the
symmetric and antisymmetric part is unique. We note that this
separation naturally leads to Fermi-surface (74) and Fermi-
sea contributions (75) in the same form that we defined in
Sec. III. Based on our derivation we argue that we should
see the symmetry under o <> B as the fundamental difference
between (74) and (75) instead of the property involving f. or
e

‘ The Bastin formula (73) is the starting point for the deriva-
tion of the Streda formula [39,40]. We split o asun into two
equal parts and perform partial integration in € on the latter
one. We obtain

Osin = %Tre,p[fe (= drf(9) 2 + (95) 2 )]
- %Tre,p[f; (— AAPGAN" + GFNP 0]
N %Tfe,p[fe (= FPGN + G 1)) (T6)

We replace the spectral function by its definition <7 =
—(9R —4*)/27i and sort by f. and f!. By doing so the

165151-8



LONGITUDINAL AND ANOMALOUS HALL CONDUCTIVITY ...

PHYSICAL REVIEW B 102, 165151 (2020)

Streda formula decomposes into two contributions, histori-
cally labeled as

af  _ _aB.l ap,ll
USHeda - USLreda + GStreda (77)

with the “Fermi-surface contribution”

« 1 "
GStfe;c{a = ETrﬂP[fe/ ( - (geR - geA))‘ﬁgeA)‘

+GAAB (9 — 9], (78)
and the “Fermi-sea contribution”

af Il __
OStreda =

L (g0 @) (g s

+(9R) AR — gRAP (48) 2. (79)

The decomposition (77) explicitly shows the ambiguity in
the definition of Fermi-sea and Fermi-surface contributions
due to the possibility of partial integration in the internal
frequency €. Following our distinction by the symmetry with
respect to & <> 8, we notice that the second contribution (79)
is antisymmetric, whereas the first contribution (78) is neither
symmetric nor antisymmetric. If we decompose (78) into its
symmetric and antisymmetric part and combine the latter one
with (79), we recover our findings

1( aB.l Bal\ _ _af ap apf.s

2 (UStreda + UStreda) - Uinna,+ + O—intra,f + Uimer 4 (80)
1 apfl __Bal af Il _ _af.a af,a
2 (USlreda aSlreda) + OStreda = Uinter,+ + O'inler,— ’ (8 1)

as expected by the uniqueness of this decomposition. We
see that the antisymmetric interband contribution, which is
responsible for the anomalous Hall effect, is given by parts of
Streda’s Fermi-surface and Fermi-sea contributions combined
[53]. In the literature different parts of (78) and (79) are
identified to be relevant when treating disorder effects via
quasiparticle lifetime broadening or beyond [12,30,40-54].
Due to the mathematical uniqueness and the clear physical
interpretation, we propose (75) or, equivalently, (81) as a
good starting point for further studies on the anomalous Hall
conductivity.

B. Basis choice and subsystem basis

The polarization tensor Hf;’i in Eq. (20) is the trace of a
matrix and is, thus, invariant under unitary (or, more general,
similarity) transformations of this matrix. In other words,
the conductivities can be expressed within a different basis
than the eigenbasis, which we used for the final formulas
in Egs. (69)—(71) in Sec. III. The obvious advantage of the
eigenbasis is that we can easily identify terms with clear
physical interpretation like the quasiparticle spectral functions
Alj)[ (e), the quasiparticle velocities E;E"", the quantum metric

factor Cy # and the Berry curvature Qg’g =+

In general, we can use any invertible matrix Up and per-
form similar steps as we did in our derivation: In analogy
to (29) and (30), we obtain a transformed Bloch Hamil-
tonian matrix ip =U, IAPUP and a corresponding Green’s
function matrix. Reconsidering the steps in Eq. (31), we ob-
tain a new decomposition (32) of the velocity matrix with
an analog of the Berry-connection-like matrix in Eq. (33).
We see that the following steps of decomposing the Berry-

connection-like matrix, separating the involved matrices of
the polarization tensor into their diagonal and off-diagonal
parts and splitting the off-diagonal matrices into their sym-
metric and antisymmetric components under transposition are
possible but lengthy.

A special case is U, = 1, by which we express the con-
ductivity in the subsystem basis, in which we defined the
Bloch Hamiltonian Ap in Eq. (3). Following the derivation in
Sec. IV A, we obtain Eq. (73), which we further decompose
into the symmetric and antisymmetric part with respect to
o < B,0% = g5 4 5*P¢ We obtain

0P = 1 Tre plf] HA 1], (82)
0P =27 Tre [ fo (A2NP A — A AP A20%)]. (83)

We replaced 22, by using (59). These expressions still involve
the matrix trace. Obviously, an immediate evaluation of this
trace without any further simplifications would produce very
lengthy expressions.

A mayor reduction of the effort to perform the matrix
trace is the decomposition into symmetric and antisymmetric
parts with respect to trace transposition, which was defined
in Eq. (41). We expand .27, A%, and A? into their diagonal
and off-diagonal components, which we further decompose
into parts proportional to o, and o,. For instance, in Eq. (82),
we obtain 81 combinations, where several combinations van-
ish by tracing an off-diagonal matrix. We get symmetric as
well as antisymmetric contributions under trace transposition.
However, the latter ones will eventually vanish due to the an-
tisymmetry in « <> (. Similarly, the symmetric contributions
under trace transposition will drop out in Eq. (83).

By this analysis, we explicitly see that our approach dis-
cussed in Sec. III does not only lead to a physically motivated
decomposition but also reduces the effort of performing the
matrix trace drastically and, thus, can be seen as a potential
strategy to treat multiband systems beyond our two-band sys-
tem analytically.

C. Limit of small and large scattering rate I and the low
temperature limit

In our derivation in Sec. III we did not assume any restric-
tions on the size of the scattering rate I". Thus the formulas
(69)—(71) are valid for a scattering rate I of arbitrary size.
In the following, we discuss both the clean limit (small I")
and the dirty limit (large I'") analytically. We are not only
interested in the limiting behavior of the full conductivity
o in Eq. (62), but also in the behavior of the individual
contributions (69)—(71). The dependence on I' is completely
captured by the three different spectral weighting factors
Wh intras W inter: and w;:;’mer, which involve a specific prod-
uct of quasiparticle spectral functions and are defined in
Eqgs. (63)—(65). Parts of the clean limit were already discussed
by the author and Metzner elsewhere [11]. We review it here
for consistency and a complete overview within our notation.
We further discuss the zero temperature limit.

The spectral weighting factor of the intraband conductiv-

ities wy ;,, 0 Eq. (63) involves the square of the spectral

function of the same band, (A’I’,(e))z, and, thus, peaks at the
corresponding quasiparticle Fermi surface defined by Ej —
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s
inter

a,+
inter

FIG. 2. The spectral weighting factors wy, ;... (top) and wp inter

(bottom, solid), and its primitive Wp“mﬁer (bottom, dashed) for differ-
ent choices of T'.

=0 for small T'. If T is so small that the quasiparticle
velocities Epi*“ are almost constant in a momentum range in
which the variation of Elj‘E is of order I', we can approximate

orh. (84

n 1 n
wP,intra(e) ~ ES(E e EP) ~

Thus the intraband conductivities almr ..+ diverge as 1/T", con-
sistent with Boltzmann transport theory [27].

The spectral weighting factor of the symmetric interband
conductivity wp ;... in Eq. (64) is the product of the spectral
functions of the two bands, A} (€)A, (€). For small I', wy ;.\,
peaks equally at the Fermi surface of both bands. For increas-
ing I, the gap starts to fill up until the peaks merge and form
one broad peak at (E + E,)/2 — 1 = gp — i. It decreases
further for even larger I". Since each spectral function AZ(¢)
has half width of I'" at half the maximum value, the relevant
scale for the crossover is 2I' = EF — E, = 2ry. We sketch

Wy inter 10 Fig. 2 for several choices of I'. If the quantum metric

factor Cp is almost constant in a momentum range in which
the variation of E;E is of order I" and, furthermore, if I' < rp
we can approximate

WS e (€) X T Y 8(e+pu—Ep) ~OT). (85
n==%
We see that the symmetric interband conductivity ol(fli: scales

linearly in I" and is suppressed by a factor I'> compared to the
intraband conductivities.

The spectral weighting factor of the antisymmetric inter-
band conductivities w? mter in Eq. (65) is the square of the
spectral function of one band multiplied by the spectral func-

tion of the other band, (Ag(e))zA; "(¢). In the clean limit, it
is dominated by a peak at £ — . For increasing I', the peak
becomes asymmetric due to the contribution of the spectral
function of the other band at E;" — u and develops a shoul-
der. For 2T" > E;r — El; = 2rp, it eventually becomes one
broad peak close to (E+ +E,;)/2 — pn=gp— p. We sketch

mter in Fig. 2 for several choices of I'. If the Berry curvature
Q""" is almost constant in a momentum range in which the
variation of ES is of order I" and, furthermore, if I' < 7, we
can approximate

(€)= 8(e+un—Ey) ~OI"). (86)

p mter

Thus the antisymmetric interband conductivities ol‘;’fer” , be-
come I independent, or “dissipationless” [12]. The symmetric
interband conductivity is suppressed by a factor I' compared
to the antisymmetric interband conductivities. The antisym-
metric interband conductivities are suppressed by a factor I’
compared to the intraband conductivities. However, note that
the leading order might vanish, for instance, when integrating
over momenta or due to zero Berry curvature.

Using (84)—(86), we see that the intraband conductivities
and the symmetric interband conductivity are proportional to
—f ’(E;‘E — w), whereas the antisymmetric interband conduc-
tivities involve the Fermi function f (E;E — w) in the clean
limit. Thus the former ones are restricted to the vicinity of
the Fermi surface at low temperature kg7 < 1. In contrast,
all occupied states contribute to the antisymmetric interband
conductivities. The consistency with the Landau Fermi liquid
picture was discussed by Haldane [70].

The Fermi function f(¢) and its derivative f’(¢) capture the
temperature broadening effect in the different contributions
(69)—(71) of the conductivity. In the following, we have a
closer look at the low temperature limit. Since f'(¢) — —§(¢)
for kT < 1 the spectral weighting factors of the intraband
and the symmetric interband conductivity read —wgp ;... (0)
and —wy ... (0), respectively, after frequency integration over
€. The antisymmetric interband conductivities involve the
Fermi function, which results in the Heaviside step function
for kyT < 1, that is f(e) > ®(—e). Thus the frequency
integration has still to be performed from —oco to 0. In
order to circumvent this complication, we define the prim-

itive (W"l‘;ter(e))’ = w;:fmer(e) with the boundary condition
W (—o0) = 0. The zero temperature limit is then per-

p.inter o N X
formed after partial integration in € by

Jaer@upsater == [der©@me

~ W o 0). (87)
In Fig. 2, we sketch Wl;ll‘;[er(e) for I' = 0.3 r,. At finite
I', it is a crossover from zero to approximately one,
that eventually approaches a step function at Ej —u
for small . At low temperature kg7 < 1, the occupied
states with Ej —pu <0 contribute significantly to the
antisymmetric interband conductivities as expected. Note that
Jdewp (€)= rp(ry +30%)/(rg + T2 & 1+ T2/, 50
that a step function of height 1 is only approached in the limit
- 0.
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In the following, we discuss the limiting cases of the spec-
tral weighting factors wyp ;... (0), wy ;..(0), and W;}ﬁner(o)’
that is in the low temperature limit. We start with the case
of a band insulator in the clean limit and assume a chemical
potential below, above or in between the two quasiparticle
bands as well as a scattering rate much smaller than the
gap, I' < |Ej — p|. Within this limit, we find very distinct
behavior of the spectral weighting factors of the intraband
conductivities and of the symmetric interband conductivity
on the one hand and the spectral weighting factor of the
antisymmetric interband conductivities on the other hand. The
former ones scale like

F2
wz,intra(o) ~ 4 ~ O(Fz)’ (88)
7 (u— Ep)
4;’51"2

s ~ ~ 2
wp,inter(o) ~ T — E;-)Z(M _ Ep_)2 o). (89)
We see that the intraband and the symmetric interband con-
ductivity for filled or empty bands are only present due to
a finite scattering rate. The spectral weighting factor of the
antisymmetric interband conductivities has a different behav-
ior whether the bands are all empty, all filled or the chemical
potential is in between both bands. By expanding W' (0)
we get

1
Wy = 1+ sn(ie — )]

2
+ {z + Y sgn(u— E,:)} 4+ O(). (90)

2
V—t 4rp

Note that a direct expansion of wl’ifmﬂ(e) followed by the inte-
gration over € from —oo to 0 is not capable to capture the case
of fully occupied bands, which shows that the regularization
by a finite I" is crucial to avoid divergent integrals in the low

temperature limit. For completely filled bands p > E;r JE,

we have Wi (0) ~ 1+ ?/ry in agreement with the dis-

cussion above. For completely empty bands p < Ep+ JE, we

. 3 . . . .
have Wl:" i er(0) o< T2 If the chemical potential lies in between

both bands E; < pn < Ep+ we have Wpfifter(O) =1+ F2/2r§
and Wpﬁfm(O) = T'?/2r}. The antisymmetric interband con-
ductivities involve the Berry curvature, which is equal for
both bands up to a different sign, Q¥+ = —Q*~. Thus
the antisymmetric interband conductivity summed over both
bands involves
W+,a (O)

p.inter

()

p.inter
1 " .
= E[sgn(u —Ey)—sgn(u—E, )]
16r3[’3

3m( — Eg P — Ey )°
We see that a scattering-independent or “dissipationless” term
is only present for a chemical potential in between the two
bands. The next order in I" is at least cubic. Note that different

orders can vanish in the conductivities after the integration
over momenta.

+0OT%). 9

Our formulas (69)—(71) are valid for an arbitrarily large
scattering rate I'. We study the dirty limit (large I') in the
following. In contrast to the clean limit, it is crucial to
distinct the two following cases: fixed chemical potential
and fixed particle number. The latter condition leads to a
scattering-dependent chemical potential p(I"), which modi-
fies the scaling of the spectral weighting factors. To see this,
we calculate the total particle number per unit cell at small
temperature and get

d'p
n= 2/516 /WAp(e)f(e)

1 dd EYV —
%1—2—/ I)arctan L
—r 2m)d r

c —

2
~ 1 — — arctan 92)
g
In the last step, we assumed that I" is much larger than the
band width (Ef, —E_ )/2=W <« T, where E}  is the
maximum of the upper band and E_; is the minimum of

the lower band. We denote the center of the bands as ¢ =

(Ef + E_.)/2. Solving for the chemical potential gives the
linear dependence on I', u(I') = ¢ + poo " with
1 —nmm
oo = — tan d-mm 2n) . 93)

Note that at half filling, » = 1, the chemical potential be-
comes scattering independent, o, = 0. At n = 0, 2 we have
oo = F0o. We assume a scattering rate much larger than the
bandwidth W « I in the following.

In a first step, we consider the case of fixed particle number.
We discuss the limiting cases of the spectral weighting factors
W) intra(0)s W e, (0), and Wl:;flter(O) by expanding up to sev-
eral orders in 1/I". The expansion of the spectral weighting
factor of the intraband conductivities wp ;. (0) in Eq. (63)
reads

1 L, e B
() 7T () T

2
21 - 512, (£ o)
(+nz)" 7

The prefactors involve (1o at each order and an additional

momentum-dependent prefactor at cubic and quartic order.

The expansion of the spectral weighting factor of the sym-
metric interband conductivity wls) (0) in Eq. (64) reads

n ~
Wintra (0) ~

(94)

Jinter
rﬁ 16100 V;(gp — )
(u) ™ () T
_[8(1 —5u3) rplgp — o 8(1—pd) 1y }
(+pz)' 7 (g pz)t 7l
95)

s ~
winler(o) ~

Note that all orders involve a momentum-dependent prefactor.
In both w? _ (0) and w?  _(0), the cubic order vanishes at half

ntra inter

filling by o = 0. The expansion of the spectral weighting

factor of the antisymmetric interband conductivities W[ . (0)
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in Eq. (65) reads

3 54 3u? r2
WEE(0) ~ |:77T +3 arctanuoo—k'uoo( MOO)} P

inter (1 +II%O)2 7.[1'*2
8 3r§(gp —c)* rf,
— 3 3 . (96)
3(1+ p3) &

Note that the expansion of wﬂl’j;(e) with subsequent frequency
integration from —oo to 0 leads to divergences and predicts
a wrong lowest order behavior. Due to the property of the
Berry curvature, Qgﬁ + = —Qgﬂ '~ the quadratic order drops
out of the antisymmetric interband conductivity summed over
the two bands, leading to

Wiier (0) = Wit (0)
16 B

3(1+p2)’ 7l

N 16(1 — 7u2,) ra(gp — ¢)?
(1+pz) 70

320 (8 —©)
(1+ud)" =l

16(3 —5u2) n
5(1+p2) 77|
O7)

The antisymmetric interband conductivity summed over the
two bands is at least cubic in 1/I" in contrast to the intraband
and the symmetric interband conductivity, which are at least
quadratic. The integration over momenta in the conductivities
can cause the cancellation of some orders or can reduce the
numerical prefactor drastically, so that the crossover to lower
orders take place far beyond the scale that is numerically
or physically approachable. By giving the exact prefactors
above, this can be checked not only qualitatively but also
quantitatively for a given model. If needed, the expansion to
even higher orders is straightforward.

The dirty limit for fixed chemical potential does not involve
orders due to the scattering dependence of u(I"), however
modifies the prefactor due to a constant p. The corresponding
expansion of the different spectral weighting factors can be
obtained simply by setting (o = 0 and ¢ = p in Egs. (94)—
7).

The scaling behavior 6** ~ I'~2 of the longitudinal con-
ductivity and o ~ '3 of the anomalous Hall conductivity
(for zero oy ) is consistent with Kontani ez al. [44] and
Tanaka et al. [47]. We emphasize, however, that a scattering
dependence of  and the integration over momenta may mod-
ify the upper scalings. Thus the scaling relation o™ o (o)
useful in the analysis of experimental results (see, for instance,
Ref. [46]) is not necessarily v = 1.5 in the limit W < I" [47].
We will show an example in Sec. V C.

~ —

D. Quantum geometric tensor

Beside the Green’s function, the generalized velocity is
the other key ingredient in the polarization tensor (20). We
showed that the phase gained by spatial motion in an elec-
tric field leads to a generalized velocity, which is given by
the momentum derivative of the Bloch Hamiltonian matrix
expressed in the subsystem basis. The momentum derivative
of the Bloch Hamiltonian in another basis does not capture all
relevant contributions and leads to incomplete or inconsistent

results (see, for instance, Refs. [55,56] and the example in
Sec. V A). We presented the procedure how to derive those
additional contributions after basis change in Sec. III. As a
consequence of the momentum dependence of the eigenbasis
|£p) we derived the coherence matrix JFy, which involves
the Berry connection and, thus, suggests a deeper connection
to topological and quantum geometrical concepts. We review
these concepts and relate them to our results in a broader and
more general perspective in the following.

Expressing the velocity operator given by 9, )A»p of a general
multiband (and not necessarily two-band) Bloch Hamiltonian
ip in its orthogonal and normalized eigenbasis |np) with
eigenvalues E} naturally leads to intraband and interband
contributions via

(np|(Vuhp)|mp) = Sum Ep® + i(Ep — Ey')AZ™  (98)

after treating the momentum derivative and the momentum
dependence of the eigenbasis carefully. The first line involves
the quasiparticle velocities E;;® = d,E; and is only present
for n = m. The second line involves the Berry connection
Ag*"’” = i(np|dymp), where |0,myp) is the momentum deriva-
tive of the eigenstate |mp) [64,65], and is only present for
n % m. In our two band model, the first term corresponds to
&y inEq. (29), the second term to F' in Eq. (32) and the A7-""
are the elements of the matrix A, in Eq. (33) with n, m = £,

that is
Ao:,+ Aa.+—
T > (99)
A A

We omitted the second n of the diagonal elements Ag*””
for shorter notation. The diagonal elements Ag* and AP~
correspond to Ig +Zl‘;‘ in Egs. (34) and (37). The off-
diagonal elements Aj"~ and Aj~" correspond to Ay +
in Egs. (35) and (36).

The Berry connection AP is not invariant under the

A, = iUJ3,U —<

pra”p

“local” U(1) gauge transformation |n,) — €% |n,) and, thus,
should not show up in physical quantities like the conductiv-
ity. In other words, not the Hilbert space but the projective
Hilbert space is physically relevant [66—69]. For our two band
model, we discussed this aspect by allowing the phases ¢>l:f in
Egs. (27) and (28) explicitly. In general, the transformation of
the Berry connection with respect to the gauge transformation
above reads

A(;,l’l — Ag.n _ ln),a, (100)
AL — A O ) (101)
with ¢5* = 9,¢,. Obviously, the combination
wf,n __ a,nm AB,mn
T = D ATA (102)

m#n
is gauge independent. In our two-band model, we used the
same argument in Eq. (38). We rewrite (102) by using
<”p|8amp) = _<8a”p|mp) and Z,,Hﬁn |mp>(mp| =1- |np><”p|
and obtain

7;""3’" = (9unp|dghp) — (Dunplng) (npldpnp) .

We have recovered the quantum geometric tensor, which
is the Fubini-Study metric of the projective Hilbert space

(103)
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[63,66—69]. In our two-band model, the (diagonal) elements of
the product /7 }"f are proportional to the quantum geometric

tensor Ty"*.

Since the interband contribution (45), which we decom-
posed into its symmetric and antisymmetric part with respect
to o <> B, is controlled by the quantum geometric tensor, this
suggests to split 7" into its symmetric and antisymmetric
part as well. Using the property of the Berry connection under
complex conjugation in Eq. (102), we see that the symmetric
part is the real part and the antisymmetric part is the imaginary
part of ’7;,“’3 " respectively. We define the real-valued quanti-

ties Cg”" and Q57" via

af,n 1 af,n -ap,n
7;)/3 - E(Cpl3 _lQp/3 ) (104)
with CaP" = CB*" and Q5P" = —Qb*". We have recovered
the Berry curvature
QP = —2ImT P = 9, AB" — Bp AZ". (105)

The Berry curvature is the curl of the Berry connection. Using
(102) one can show that ) _, Qgﬁ " = (. In order to understand

the meaning of the symmetric part Cg’s " we consider the
squared distance function

D(Inp), Iny))* = 1 — [{nplny)|?, (106)

where |np) and |ny) are two normalized eigenstates of the
same band El',' at different momentum [63,66—-69]. The dis-
tance function is invariant under the gauge transformations
Inp) — €% |np). It is maximal, if the two states are orthogo-
nal, and zero, if they differ only by a phase. We can understand
the function in Eq. (106) as the distance of the projective
Hilbert space in the same manner as [|ny) — [np)| is the
natural distance in the Hilbert space, which is, in contrast,
not invariant under the upper gauge transformation [66]. If
we expand the distance between the two eigenstates |np) and
|np+ap), whose momenta differ only by an infinitesimal mo-
mentum dp, up to second order, we find a metric tensor g5’
that is given by the real part of the quantum geometric tensor.

We see that
af,n __ af,n __ af,n
Cabn =2 #fn = 2 ReTP ™. (107)

In our two-band system, the metrics of the two subsystems are

equal, that is g%ﬂ,+ = g‘l’;ﬂ’*, and so is Cg‘s = Cgﬂ‘i.
We see that the interband conductivities oﬁfi’: and oiﬁt’i’ra”

in Egs. (70) and (71) are controlled by the quantum geometric
tensor 7" and, thus, caused by a nontrivial geometry of
the Bloch state manifold {|n,)}. We can specify this further
by noticing that the symmetric interband conductivity (70) is
related to the quantum metric and the antisymmetric interband
conductivities (71) are related to the Berry curvature. oiztﬂef
was studied in detail recently in the context of spiral magnetic
order in application to Hall experiments on high-temperature
superconductors [11,99]. By the upper analysis, we provide a
new interpretation of these results. In order to highlight the
connection to the quantum metric, we refer to the expression
Cf,‘ﬁ " via “quantum metric factor”, which is more precise than
“coherence term” [58].

Recently, there is increasing interest in the quantum ge-
ometric tensor and the quantum metric in very different

fields [25,63,71-77] including corrections to semiclassical
equations of motion in the context of the anomalous Hall
conductivity [78,79] and the effect on the effective mass [80].
Based on our microscopic derivation we emphasize that the
precise way, in which the quantum geometric tensor has to be
included in transport phenomena, is nontrivial.

E. Anomalous Hall effect, anisotropic longitudinal
conductivity and quantization

The Berry curvature tensor 57" is antisymmetric in
o <> B and, thus, has three independent components in a
three-dimensional system, which can be mapped to a Berry
curvature vector @ = (™", =", p""). In order to
use the same notation in a two-dimensional system we set the
corresponding elements in €7 to zero, for instance, Q" =
Q" = 0 for a system in the x-y plane. By using the definition
of the conductivity and our result (71) of the antisymmetric
interband contribution we can write the current vector j; of
band n = =+ induced by €2} as

sa 62 ddp a,n n
In= h (ZJT)ri/d6 F© wp:inter(é)E x 2p.

(108)
The Berry curvature vector 2 acts like an effective magnetic
field [12,13] in analogy to the Hall effect induced by an exter-
nal magnetic field B. We see that the antisymmetric interband
contribution of the conductivity in Eq. (71) is responsible
for the intrinsic anomalous Hall effect, that is a Hall current
without an external magnetic field that is not caused by (skew)
scattering.

In a d-dimensional system, the conductivity tensor is a
d x d matrix o = (0*#). Beside its antisymmetric part, which
describes the anomalous Hall effect, it does also involve a
symmetric part oy, due to the intraband and the symmetric
interband contributions (69) and (70). We can diagonalize
the, in general, nondiagonal matrix oy, by a rotation R of
the coordinate system, which we fixed to an orthogonal basis
€., e,, ¢, when labeling o and g in Eq. (17). If the rotation
R is chosen such that R oy, R is diagonal, the antisym-
metric part in the rotated basis is described by the rotated
Berry curvature vector R7 2;. We see that a rotation within
the plane of a two-dimensional system does not effect €27,
which highlights the expected isotropy of the anomalous Hall
effect consistent with the interpretation of 7 as an effective
magnetic field perpendicular to the plane. The possibility to
diagonalize the symmetric part ogy, shows that the diagonal
and off-diagonal intraband and symmetric interband contri-
butions in Eqgs. (69) and (70) are part of the (anisotropic)
longitudinal conductivity in a rotated coordinate system.

Finally, we discuss the possibility of quantization of
the anomalous Hall conductivity. Let us assume a two-
dimensional system that is lying in the x-y plane without loss
of generality. The Chern number of band # is given by

1 &
C,=—— | @ .48=—27 P
27'[ BZ p (27[ )2

QU (109)

and is quantized to integer numbers [12,13,31]. We can define
a generalized Chern number dependent on the temperature,
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the scattering rate and the chemical potential as

d? .
Cu(T. T, p)= —2”/ ﬁ/ de fl&)wyie () ",
(110)

which is weighted by the Fermi function as well as by the
spectral weighting factor w, . (€) defined in Eq. (65). Thus
we include the effect of band occupation, temperature and fi-
nite scattering rate. The antisymmetric interband conductivity,

that is, the anomalous Hall conductivity, then reads

2

xXy,a €
Ointern = 7 G (T T ). (111)

inter,n
In the clean limit I' < 1, we recover the broadly used result
of Onoda et al. [34] and Jungwirth et al. [35]. If we further
assume zero temperature kg7 < 1 and a completely filled
band n, we recover the famous TKNN formula for the quan-
tized anomalous Hall effect [§1], where the anomalous Hall
conductivity is quantized to % v due to the quantized integer
Chern number v = C,,. Note that finite temperature, finite I"
and partially filled bands break the quantization.
Furthermore, we may be able to relate the antisymmet-
ric interband conductivity to topological charges and, thus,
obtain a quantized anomalous Hall conductivity. The Berry
curvature 27 is the curl of the Berry connection Aj =

(Ag", A", AS™), see (105). Via Stokes’ theorem, the
integral over a two-dimensional surface within the Brillouin
zone can be related to a closed line integral. This line integral
may define a quantized topological charge, which leads to a
quantized value of aiﬁifn integrated over this surface. For in-

stance, this causes a quantized radial component of the current
in a PT -symmetric Dirac nodal-line semimetal [81].

V. EXAMPLES

We discuss several examples in the following section. Each
example includes a short physical motivation that leads to a
Hamiltonian of the form (2) with specified quantum numbers
A and B of the two subsystems. We emphasize that this step is
necessary for a transparent justification of the coupling of the
electric field to the physical system.

A. Artificial doubling of the unit cell

In this short example, we emphasized the importance to use
the precise position R; 4 p, of the subsystem o = A, B in the
Peierls substitution in Sec. II B in order to obtain physically
consistent results [55,56]. We compare the conductivity of a
linear chain of atoms with interatomic distance 1 and nearest-
neighbor hopping ¢ with the conductivity that we calculate
in an artificially doubled unit cell. We denote the (one-
dimensional) momentum as p. The dispersion is €, = 2¢ cos p
with Brillouin zone p = (—m, w]. We artificially double the
unit cell with sites A and B. Thus the distance between the unit
cells j and j’ is 2. The subsystems are at position p, = 0 and
pp = 1 within a unit cell. The corresponding Brillouin zone is
p = (—m /2, 7 /2] and the Bloch Hamiltonian reads

2t cos p)

0
Ap = (2tcosp 0 (112)

When mapping A, to the spherical representation (25) using
Appendix C we have g, =h, =0 and the two angles are
®, =m/2 and ¢, = 0. The two bands are Epi = £2¢| cos p|.
Since the angles are momentum-independent, we see that
the interband contributions vanish, that is o; ;) = o | =
Opne— =0, where x labels the direction of the chain. The
(intraband) conductivity is equal to the undoubled case like
physically expected. Note that a coupling between the two
subsystems A and B do not necessarily lead to interband

contributions of the conductivity.

B. Wilson fermion model

We discuss the Wilson fermion model, a two-dimensional
lattice model of a Chern insulator [82]. We mainly focus on
the quantized anomalous Hall effect due to a finite Chern
number of the fully occupied band in order to illustrate our
discussion in Sec. IVE. We motivate the Wilson fermion
model via a tight-binding model presented by Nagaosa et al.
[12]. We assume a two-dimensional square lattice with three
orbitals s, py, py,and spin o. The three orbitals are located at
the same lattice site. We include hopping between these sites
and a simplified spin-orbit interaction between the z compo-
nent of the spin and the orbital moment. We assume to be
in the ferromagnetic state with spin 1 only. Due to spin-orbit
interaction the p orbitals are split into p, £ ip,. The effective
two-band low-energy model is of the form (2). We identify
the two subsystems as A = (s, 1) and B = (px — ipy, 1). We
have p, = pp = 0and Q4 = Qp = 0. The Bloch Hamiltonian
reads

( €5 — 21,(COs py+cos py) ﬁts,,(i sin py+sin p, ))
p =

V215 (—isin py+sinpy)  €p+ty(cos petcospy))
(113)

where €, and €, are the energy levels of the two orbitals.
t; and t, describes the hopping within one orbital and #,
describes the hopping between the two orbitals. We refer for
a more detailed motivation to Nagaosa et al. [12]. In the
following, we further reduce the number of parameters by
setting t, =1, 1,/t = 2, t5,/t = 1/\/5 and €/t = —€,/t = m.
We recover the two-dimensional Wilson fermion model [82]
with only one free dimensionless parameter m. We discuss the
conductivity of this model as a function of m and the chemical
potential .

We give some basic properties of the model. The quasipar-
ticle dispersions are

E;t/t = :I:\/(m—Zcos Pr—2c08 py)2+sin® p,+sin p; .
(114)

The gap closes in form of a Dirac point at (p,, p,) =
(£, £m) form = —4, at (0, ) and (£, 0) form = 0 and
at (0,0) for m = 4. For instance, the linearized Hamiltonian
for m = 4 near the gap reads A,/t = pyox — p,o,. The Chern
number of the lower band calculated by (109) is C_ = —1 for
—4<m<0,C_=1for0 <m < 4andC_ = 0for |m| > 4.
As expected, C; = —C_. The bandwidth is W/t = 4 + |ml|.
We calculate the diagonal conductivity o™ and off-
diagonal conductivity o by using (69)-(71) in the zero
temperature limit. The intraband and the symmetric interband
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FIG. 3. The longitudinal conductivity o** and anomalous Hall
conductivity o for different I'/r = 0.1, 0.5, latu =0and T = 0.
The vertical lines indicate the gap closings at m = £4 and m = 0.

contribution to the off-diagonal conductivity vanish after in-
tegrating over momenta, so that o™ = ¢ is the longitudinal
conductivity and o™ is the (antisymmetric) anomalous Hall
conductivity. In Fig. 3, we plot ™ = o | +oiit, ~ + o
(upper figure) and o = o1 | + 0,00 (lower figure) as a
function of the parameter m at half filling, © = 0. For small
scattering rate I' = 0.1¢ we find peaks of high longitudinal
conductivity (blue) only when the gap closes at m = +4
and m = 0, indicated by the vertical lines. For increasing
scattering rate I' = 0.5¢ (orange) the peaks are broaden and
the conductivity inside the gap is nonzero. For even higher
scattering rate I' = 17 (green), the peak structure eventually
disappears and a broad range of finite conductivity is present.
The anomalous Hall conductivity o™ is quantized to e*/h due
to a nonzero Chern number of the fully occupied lower band
for low scattering rate I' = 0.1¢ (blue). At higher scattering
rate ' = 0.5¢ (orange) and I' = 1¢ (green) the quantization
is no longer present most prominent for m = +4 and m = 0,
where the gap closes.

In Fig. 4, we show the different contributions to the longi-
tudinal and anomalous Hall conductivity as a function of the
chemical potential i for m = 2 and I' = 0.5¢. The lower and
upper band end at i/t = £6, respectively, and we have a gap
of size 2t between u/t = %1, both indicated by vertical lines.
In the upper figure, we show the longitudinal conductivity o**
(blue) and its three contributions, the intraband conductivity

of the lower band o7, _ (green), the intraband conductivity of
the upper band o1, , (orange) and the symmetric interband

conductivity o.>% (red). We see that for —6 < u/t < —1 the

nter
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FIG. 4. The different contributions to o** and ¢ as a function
of the chemical potential u for m =2, I' =0.5¢, and T = 0. The

vertical lines indicate the upper and lower end of the bands at ./t =
46 and the gap between p/t = £1.

conductivity is dominated by the lower band, whereas it is
dominated by the upper band for 1 < u/f < 6. Inside the gap
—1 < pu/t < 1, the main contribution is due to the symmetric
interband conductivity. We further see smearing effects at
p/t = =£6 and p/t = £1. In the lower figure, we show the
anomalous Hall conductivity o™ (blue) as well as their two
contributions, the antisymmetric interband conductivity of the

lower band o7  (green) and the upper band o7 (or-

ange). Both C(];Itftrfibutions are essentially zero for pu/t < —1.
Inside the gap —1 < u/t < 1, only the contribution of the
lower band rises to approximately e /h, whereas the contribu-
tion of the upper band remains close to zero. Thus we obtain
a nonzero anomalous Hall conductivity. Above p/t > 1 the
contribution of the upper band compensates the contribution
of the lower band. Due to this cancellation, a large anomalous
Hall effect is only present for a chemical potential inside the
band gap. We see that a finite scattering rate I leads to a
maximal value of the anomalous Hall conductivity of the two
individual bands that is larger than ¢? /4 as shown in Sec. IV C.
Inside the gap the total anomalous Hall conductivity is re-
duced due to the nonzero contribution of the upper band.
Around pt/t = 1 we see smearing effects.

C. Ferromagnetic multi-d-orbital model

We discuss a quasi-two-dimensional ferromagnetic multi-
d-orbital model with spin-orbit coupling based on the work
of Kontani ef al. [44]. Similar to the previous example this
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FIG. 5. The (negative) chemical potential u as a function of
the scattering rate T" for #'/t = 0.1 and A/t = 0.2 at n = 0.4. The
chemical potential p is scattering independent below I'/t <« 0.2
and scales linearly ;1 = o I" above I'/t > 2.2 with p., = —1.376
(dashed lines).

model involves a nonzero Berry curvature and we expect a
nonzero anomalous Hall conductivity, which is, by contrast,
not quantized. We mainly focus on the scaling dependence
with respect to the scattering rate I' of the different contri-
butions using our results of Sec. IV C. We comment on the
consequences when analyzing experimental results in the dirty
limit by determining the scaling behavior 6™ o (o™)".

We consider a square lattice tight-binding model with on-
site dy, and d,, orbitals. We assume nearest-neighbor hopping
t between the d,; orbitals in x direction and between the d, or-
bitals in y direction. Next-nearest-neighbor hopping ¢’ couples
both types of orbitals. We assume a ferromagnetic material
with magnetic moments in z direction that is completely spin-
polarized in the spin | direction. The Hamiltonian is of the
form (2), when we identify the two subsystems with quantum
numbers A = (d,;, |) and B = (dy,, | ). We have p, = pp =
0 and Q4 = Qp = 0. The Bloch Hamiltonian reads

—2t oS py

L= ( 4t sin p, sin p, + iA
P \4¢' sin p, sin py, — i)

—2t cos p,

). (115)

We included spin-orbit coupling . Further details and phys-
ical motivations can be found in Kontani et al. [44]. We take
the same set of parameters setting /¢ = 0.1 and 1/t = 0.2 as
in Ref. [44]. We fix the particle density per unit cell ton = 0.4
and adapt the chemical potential adequately. We consider
temperature zero.

The chemical potential i becomes a function of the scatter-
ing rate for fixed particle number n according to (92). Whereas
constant in the clean limit, the linear dependence on I' in
the dirty limit is crucial and has to be taken into account
carefully via anonzero oo = —tan(l — n)m /2 ~ —1.376 for
n=04. We have ¢ = (E}, +E_ . )/2=0. In Fig. 5, we
plot the chemical potential 1 /¢ as a function of I" /7 obtained
by inverting n(u, I') = 0.4 numerically for fixed I'. We find
the expected limiting behavior in the clean and dirty limit
indicated by dashed lines. The vertical lines are at those I'/z,
where I' /¢ is equal to the spin-orbit coupling A/t = 0.2, which
is the minimal gap between the lower and the upper band
E;t, and the band width W/t = 2.2. Both scales give a rough

10° ; o 1!
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FIG. 6. The longitudinal (top) and anomalous Hall (bottom)
conductivity and their nonzero contributions as a function of the
scattering rate I'/t for +'/t = 0.1 and A/t = 0.2 at n = 0.4. For
I'/t <« 0.2, we find the scaling of the clean limit given by (84)—(86)
(dashed lines). For I' /t > 2.2, we find the scaling of the dirty limit
given by (94)-(97) with vanishing lowest order for o* (dashed
lines). For 0.2 < I'/t < 2.2, we have a crossover regime.

estimate for the crossover region between constant and linear
chemical potential.

We discuss the diagonal conductivity o™ = ¢ and off-
diagonal conductivity o as a function of the scattering
rate T'/t. The off-diagonal symmetric contributions ojy .
and o, vanish by integration over momenta. We calculate
the longitudinal conductivity o™ = o35 | + ot + o
and the (antisymmetric) anomalous Hall conductivity o =
Oiner.+ T Tinor.— DY using (69)—(71) at zero temperature. In a
stacked quasi-two-dimensional system, the conductivities are
proportional to e? /ha, where a is the interlayer distance. When
choosing a ~ 4 A, we have ez/ha ~ 10> Q'ecm™!. In this
chapter, we express the conductivities in SI units 1/ cm for a
simple comparison with experimental results on ferromagnets
(see Ref. [46] and references therein).

In Fig. 6, we plot the longitudinal (top) and the anoma-
lous Hall (bottom) conductivity (blue lines) and their nonzero
contributions as a function of the scattering rate I'/¢. In the
clean limit, I'/t <« 0.2, we obtain the expected scaling (84)—
(86) indicated by dashed lines. The intraband contributions
(orange and green lines in the upper figure) scale as 1/T,
whereas the symmetric intraband contribution (red line) scales
like I'. The anomalous Hall conductivity becomes scattering

independent I'” in the clean limit. In absolute scales both the
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FIG. 7. The anomalous Hall conductivity o as a function of
the longitudinal conductivity o** for ¢'/t = 0.1 and 1/t = 0.2 at
n = 0.4. The vertical and horizontal lines indicate the corresponding
value at I'/t = 0.2 and 2.2 in Fig. 6. In the clean and dirty limit, we
find o o¢ (0)° and o™ o (0°)?, respectively, in agreement with
the individual scaling in I (gray dashed lines). The crossover regime
can be approximated by a scaling 6 o (6**)!* (red dashed line).

longitudinal and anomalous Hall conductivity are dominated
by the lower band E; (green lines), consistent with a fill-
ing of n = 0.4. In the dirty limit, I'/# > 2.2, the intraband
and the symmetric interband contributions of the longitudinal
conductivity scale as "2, which is the lowest order in the
expansions (94) and (95). The anomalous Hall conductivities
Oinor. Scale as T ~3 in agreement with (96). The lowest order
"2 in Eq. (96) vanishes after integration over momenta. We

have ;¢ = —o:>% that leads to a ' “*-dependence of the

anomalllgel;S+Hall colr];t(?el;ictivity summed over both bands, which
is different than expected previously [44,47]. The dashed lines
in the dirty limit are explicitly calculated via our results in
Sec. IV C. In the intermediate range 0.2 < I' < 2.2 we find
a crossover between the different scalings. We could only
reproduce results consistent with those of Kontani et al. [44]
by assuming a constant chemical potential that is fixed to its
value in the clean limit, that is if we neglect the scattering
dependence of the chemical potential (92) for fixed particle
number n = 0.4 within our calculation.

In Fig. 7, we plot the anomalous Hall conductivity as a
function of the longitudinal conductivity. The representation
is useful for comparison with experimental results, where the
scattering dependence is not known explicitly. The result is
both qualitatively and quantitatively in good agreement with
experimental results for ferromagnets (see Ref. [46] and ref-
erences therein). We find three regimes: In the clean regime,
we get o™ oc (0**)?, since the anomalous Hall conductivity
becomes scattering independent. In the dirty regime, we have
0¥ o (0**)2, which can be easily understood by the scal-
ing behavior shown in Fig. 6. The black dashed lines are
calculated explicitly via (94)—(97). We indicated the regime
boundaries by gray lines that correspond to the conductiv-
ities at I'/t = 0.2 and 2.2. In the intermediate regime that
corresponds to the crossover between the different scalings in
Fig. 6, we get a good agreement with a scaling o™ oc (o)1
(red dashed line).

The scaling behavior o o (6°*)!"0 is observed experi-
mentally and discussed theoretically in various publications

(n,t'/t,\/t)

8

8

S | =—1(04,0.1,0.2)
2

= (0.2,0.1,0.2)
=< 1

g (0.6,0.1,0.2)
% | ==(0.4,0.1,0.1)
= --= (0.4,0.2,0.2)
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FIG. 8. The logarithmic derivative of the anomalous Hall con-
ductivity o as a function of the longitudinal conductivity ¢** for
different particle numbers n and next-nearest neighbor hopping #'/t
and spin-orbit coupling A/¢. In between o = 10-3 x 10* (Q cm)~!
(red lines) we have a crossover regime between the scaling o
(6)° in the clean limit and o o (6**)? in the dirty limit (gray
lines). The range is insensitive to parameters over a broad range.

in the recent years (see Refs. [42,46,48,83-87] and references
therein). Within our theory we clearly identify the inter-
mediate regime, o & 100-5000 (2 cm)~!, as a crossover
regime not related to a (proper) scaling behavior. This is
most prominent when we show the logarithmic derivative
of the anomalous Hall conductivity as a function of the
longitudinal conductivity in Fig. 8 for different particle num-
bers n = 0.2, 0.4, 0.6, next-nearest neighbor hoppings ¢’ /t =
0.1,0.2 and spin-orbit couplings A/t = 0.1,0.2. We see a
clear crossover from o o (6*)? to 0 o (6**)? in a range
of ™ = 10-30000 (2 cm)~' (red vertical lines), which is
even larger than estimated by the scales I' = A = 0.2¢ and
I' =W =2.2¢ indicated by the gray lines in Fig. 7. This
crossover regime is insensitive to parameters over a broad
range. Interestingly, various experimental results are found
within the range 10-30 000 (€2 cm)~! (see Fig. 12 in Ref. [46]
for a summary). We have checked that a smooth crossover
similar to the presented curve in Fig. 7 qualitatively agrees
with these experimental results within their uncertainty.
Following the seminal work of Onoda et al. [42,46], which
treated intrinsic and extrinsic contributions on equal footing,
the experimental and theoretical investigation of the scaling
including, for instance, vertex correction, electron localization
and quantum corrections from Coulomb interaction is still
ongoing research [48,84—87] and is beyond the scope of this

paper.

D. Spiral magnetic order

A finite momentum difference Q = Q4 — Qp between the
two subsystems in the spinor (4) described by quantum num-
bers 0 = A, B breaks the lattice-translation invariance of the
Hamiltonian (2). However, the Hamiltonian is still invariant
under a combined translation and rotation inside the subsys-
tems A and B [57]. We discuss spiral spin density waves
as a physical realization [6,11,88-99]. We assume a two-
dimensional tight-binding model on a square lattice with spin.
The two subsystems are the two spin degrees of freedom,
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FIG. 9. The magnetization patterns (S;) o n; for different or-
dering vectors (a) Q= (7, 7w), (b) Q=(0957,7), (c) Q=
(r/2,7/2), and (d) Q = (n/\fZ, 71/\/5) on a square lattice.

that is A = 1 and B = | located at the lattice sites R; with
ps=pp=0. We set Q4 =Q and Qp =0 and assume a
Bloch Hamiltonian

N — Q@ —A
P A &)

where e, = —2¢(cos p, + cos p,) — 4t’ cos p, cos p,, which

includes nearest- and next-nearest-neighbor hopping 7 and #’,

respectively. We assume a real onsite coupling A between

p+ Q, 1) and |p, | ). This coupling leads to a nonzero onsite
: _ 1 i —

magnetic moment (S;) = 5>, (¢, 0,,.C; ) =mn;. The

direction n; lies in the x-y plane and is given by

(116)

cos(Q-Ry)
m = | —sin(Q-R)) (117)
0

The magnetization amplitude m is uniform and controlled by
the coupling via

A Af(e) — A, (€)
m:—z;/def(e)ﬁ, (118)

Y

where E} are the two quasiparticle bands and Aj(¢) are the
quasiparticle spectral functions. In Fig. 9, we show magneti-
zation patterns (S;) for different Q on a square lattice.

The magnetic moment of the form (S;) = mn; is the defin-
ing character of a spiral spin density wave in contrast to
collinear spin density waves with magnetic moments of the
form (S;) = m; n, where the direction remains constant but
the length is modulated. Collinear spin density waves are not
invariant under combined translation and spin-rotation. The
two special cases Q = (0, 0) and Q = (77, w) correspond to
ferromagnetic and Néel-antiferromagnetic order, respectively.

Otherwise, we refer to the order as purely spiral. For instance,
Q = (/2,1 /2) describes a 90° rotation per lattice site in
both x and y direction as shown in Fig. 9(c). Due to the
invariance under combined translational and spin rotation,
this case can be described via (116) without considering a
four-times larger unit cell. The above form of the Hamiltonian
also captures Q that are incommensurate with the underlying
lattice, when enlarging the unit cell to any size does not restore
translation symmetry [57]. In Fig. 9(d), we show such an
incommensurate order with Q = (7 /v/2, 7 /~/2). Spiral order
with Q = (m — 277y, ) or symmetry related with n > 0 is
found in the two-dimensional + — J model [88,89] and in the
two-dimensional Hubbard model [90-99] by various theoret-
ical methods. A visualization of the magnetization pattern
for n =0 and n = 0.025 are shown in Figs. 9(a) and 9(b),
respectively.

The real and constant coupling A in Eq. (116) results in
an angle ¢, = 7 of the spherical representation (25), which is
momentum independent. As a consequence the Berry curva-
ture (68) and, thus, the antisymmetric interband contributions
(71) are identically zero. We calculate the diagonal and
the (symmetric) off-diagonal conductivities o*# = o+

intra,+
ap aps - o :
Ointa— T Oinger With @, B = x, y in an orthogonal basis e, and

e, aligned with the underlying square lattice (see Fig. 9). We
calculate the different contributions via (69) and (70) at zero
temperature.

The formulas of the conductivity and (ordinary) Hall con-
ductivity of Hamiltonian (116) under the same assumptions on
the scattering rate I' were derived by the author and Metzner
recently [11]. They discussed the relevance of the symmetric
interband contribution o;1* and o3> of the longitudinal con-
ductivity in the context of high-temperature superconductors,
where spiral magnetic order of the form Q = (w — 27, )
and symmetry related may explain experimental findings
[1-3]. In this specific application, the interband contributions,
which are beyond the standard Boltzmann transport theory,
are irrelevant not due to a general argument comparing en-
ergy scales, I'/A, but due to the numerical prefactors of the
material in question. The off-diagonal conductivity o for
Q = (7 — 27n, ) vanishes after integration over momenta.

We have a closer look at the condition, under which the
off-diagonal conductivity ¢ vanishes. The off-diagonal in-

terband conductivity o> of the band n = + involves the

product of the two quasiparticle velocities E,"Ey” in x and y
directions. Beside the trivial case of a constant quasiparticle
band, we expect a nonzero product for almost all momenta.
Thus, in general, oj; . only vanishes by integration over
momenta. Let us consider the special cases Q = (Q, 0) and
Q = (Q, ), where we fixed the y component to 0 or 7r. The
x component is arbitrary. The following arguments also holds
for fixed x and arbitrary y component. Those two special cases
include ferromagnetic (0,0), Néel antiferromagnetic (i, )
and the order (& — 277, ) found in the Hubbard model. For
the upper Q, the two quasiparticle bands E}} are symmetric un-
der reflection on the x axis, that is E"(py, —py,) = E"(px, py).
Thus the momentum components of the off-diagonal con-
ductivity are antisymmetric, o (py, —py) = —0™(px, py),
which leads to a zero off-diagonal conductivity when integrat-
ing over momenta.
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FIG. 10. The relative angle between the principle axis and the
ordering vector Q o (cos ®g, sin ®q) as a function of @ fort'/t =
0.1, A/t =1, '/t =0.05, n = 0.2 and different lengths |Q]|. Both
axes are aligned for 0°, £90° and £180°, since o vanishes, as well
as for £45° and £135°, since 0 = ¢ are equal (vertical lines).

As discussed in Sec. IVE, a nondiagonal symmetric
conductivity matrix o = (6%#) due to nonzero off-diagonal
conductivities 0 = o can be diagonalized by a rotation of
the coordinate system. For instance, we considered the basis
vectors e, and e, aligned with the underlying square lattice
(see Fig. 9). In our two-dimensional case we describe the
rotation of the basis by an angle ®. In Fig. 10, we plot the
difference between the rotation angle ® ;s that diagonalizes
the conductivity matrix o and the direction of the ordering
vector Q  (cos O, sin Ogq) as a function of O¢ for t'/r =
0.1, A/t =1,T'/t = 0.05 and n = 0.2 at different lengths |Q].
The chemical potential is adapted adequately. We see that both
directions are close to each other but not necessarily equal
with a maximal deviation of a few degrees. The angles ¢ =
0°, £90°, £180° corresponds to the case of vanishing o*”
discussed above, so that the rotated basis axes are parallel to
the original e, and e, axes. At the angles ®q = £45°, £135°
the ordering vector Q is of the form (Q, Q). Thus the x and
y direction are equivalent, which results in equal diagonal
conductivities o = 0¥, A 2 x 2 conductivity matrix o with
equal diagonal elements is diagonalized by rotations with
angles O, = £45°, +£135° independent of the precise value
of the entries and, thus, independent on the length of Q. These
angles are indicated by vertical lines.

In the following, we focus on the special case of order-
ing vector Q = (Q, Q). The conductivity matrix is diagonal
within the basis (e, * ey)/ V2, which corresponds to both
diagonal directions in Fig. 9. The longitudinal conductivities
are o™ £ o with o™ = ¢?. Thus the presence of spiral
magnetic order results in an anisotropy (or “nematicity”)
of the longitudinal conductivity as pointed out previously
[11,99]. The strength of the anisotropy is given by 20 for
Q=(. 0.

In Fig 11, we show o™ as a function of Q = (Q, Q)
for t'/t =0.1, A/t =1, T'/t =0.05 and different particle
numbers n = 0.1, 0.2, and 0.3. The chemical potential is
adapted adequately. The values |(7/~/2,7/+/2)] =7 and
|(7r /2, 7w/2)| = 7 /~/2 correspond to the cases presented in
Fig. 10. We see that the anisotropy vanishes for ferromagnetic
(0,0) and Néel-antiferromagnetic (7, ) order as expected.

0k
—1!
_ -2
=
o> T3
= 4
o 4l
5 n=0.1
o |
—n =02
—6lL
n=20.3
_7l
0 /4 /2 3n/4 ™
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FIG. 11. The off-diagonal conductivity o* as a function of Q =
(Q,0) for t'/t =0.1, A/t =1, T'/t = 0.05 and different particle
numbers n = 0.1, 0.2, and 0.3.

The largest anisotropy for the presented set of parameters is
close to (7 /2, w/2). In Figs. 9(a), 9(c), and 9(d), we show the
corresponding magnetization patterns.

In Fig. 12, we show the off-diagonal conductivity, that
is the anisotropy, and its three different contributions as a
function of the chemical potential w/¢ for ¢/t = 0.1, Q =
(m/v/2,7/3/2), AJt =2, and T/t = 1. The overall size is
reduced compared to the previous examples by approximately
one order of magnitude as expected by the scaling o o< 1/T".
As we vary the chemical potential, we get nonzero conduc-
tivity within the bandwidth given by approximately —4.9¢
to 4.2¢. Both the off-diagonal conductivity and its different
contributions take positive and negative values in contrast to
the diagonal conductivities. For A/t = 2, we have a band gap
between —0.3¢ and 0.17 with nonzero conductivities due to
the large value of I". We see that for negative and positive
chemical potential outside the gap, o is mainly given by the
contribution of the lower band ;. _ or upper band o;3 . .,
respectively. Inside the gap, we have both contributions of the
two bands due to smearing effects and the symmetric inter-
% " which are all comparable in size. The

band contribution ;7" ,
overall behavior is very similar to the diagonal conductivity

0.3 —o"
Ty
O 2 [ Uintra,+

Y
intra,—

0.1
0.0

o™ [e?/h]

—0.1
—0.2

6 -4 -2 0 2 4 6
w/t

FIG. 12. The oft-diagonal conductivity o and its nonzero con-
tributions as a function of the chemical potential w/f fort'/t = 0.1,
Q= (/v2,7/2), AJt =2,and '/t = 1. The vertical lines indi-
cate the bandwidth and the band gap.
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FIG. 13. The diagonal (blue) and off-diagonal (orange) con-
ductivity as a function of I'/t for ¢/t = 0.1, A/t =1 and Q =
(/2,7 /2)atn = 0.2. The calculated limiting behaviors in the clean
and dirty limit are indicated by dashed lines.

presented in Fig. 4 for another model as both results have
the same origin in the intraband and the symmetric interband
contributions of the conductivity.

In Fig. 13, we show the diagonal (blue) and off-diagonal
(orange) conductivity as a function of the scattering rate I" /¢
fort’/t =0.1, A/t =1 and Q = (/2,7 /2) at n = 0.2. We
fixed the particle number by calculating the chemical po-
tential at each I'. In the clean limit both o™ and o™ scale
like 1/T" as expected for intraband contributions (84) (dashed
lines). In Sec. IV C, we showed that both the diagonal and
the off-diagonal conductivities scale like I' 2 in first order
due to their intraband character. However, for the considered
parameters, the diagonal conductivity o** scales like I'~2,
whereas the off-diagonal conductivity o scales like I'™*. The
dashed lines are calculated via (94) for the respective order.
The off-diagonal conductivity eventually scales like I' =2 for
[" far beyond the numerically accessible range due to very
small prefactors in the expansion. We explicitly see that a
precise analysis of the individual prefactors of the expansion
in the dirty limit as discussed in Sec. IV C is useful in order to
understand this unexpected scaling behavior.

VI. CONCLUSION

We presented a complete microscopic derivation of the lon-
gitudinal conductivity and the anomalous Hall conductivity
for a general momentum-block-diagonal two-band model. We
performed our derivation for finite temperature and a constant
scattering rate I' that is diagonal and equal, but arbitrarily
large for both bands. The derivation was combined with a
systematic analysis of the underlying structure of the involved
quantities, which led to the identification of two fundamental
criteria for a unique and physically motivated decomposi-
tion of the conductivity formulas. Intraband and interband
contributions are defined by the involved quasiparticle spec-
tral functions of one or both bands, respectively. Symmetric
and antisymmetric contributions are defined by the symmetry
under the exchange of the current and the electric field direc-
tions.

We showed that the different contributions have distinct
physical interpretations. The (symmetric) intraband contri-
butions of the lower and the upper band (69) capture the

conductivity due to independent quasiparticles, which reduces
to the result of standard Boltzmann transport theory [27] in
the clean (small I') limit. Interband coherence effects beyond
independent quasiparticles are described by the interband con-
tributions. The symmetric interband contribution (70) is a
correction due to finite I' and caused by a nontrivial quan-
tum metric. The antisymmetric interband contributions of the
lower and the upper band (71) are caused by the Berry cur-
vature and describe the intrinsic anomalous Hall effect. They
generalize the broadly used formula by Onoda et al. [42] and
Jungwirth et al. [35] to finite I.

We found that the interband contributions are controlled
by the quantum geometric tensor of the underlying eigenbasis
manifold. Thus we provided the geometric interpretation of
the symmetric interband contribution, which was analyzed in
detail in the context of spiral magnetic order [11] but whose
connection to the quantum metric was not noticed before. It
might be an interesting question how those or further concepts
of quantum geometry can be connected to transport phenom-
ena. Our microscopic derivation suggests that the precise way,
in which those concepts have to be included in other transport
quantities, is nontrivial.

By performing a derivation for I' of arbitrary size, we
were able to discuss the clean (small I') and dirty limit (large
I') analytically. The dependence on I" of each contribution
was shown to be captured entirely by a specific product of
the quasiparticle spectral functions of the lower and upper
band. In the clean limit, we recovered the expected 1/T" scal-
ing [27] of the intraband conductivities and the constant (or
“dissipationless” [12]) limit of the intrinsic anomalous Hall
conductivity. For large I", we showed that some orders of
the conductivity contributions might vanish or be strongly
suppressed when integrating over momenta. We provided the
precise prefactors of the expansion, which might be helpful
for the analysis of unexpected scaling behaviors.

We suggested a different definition of the Fermi-sea and
Fermi-surface contributions of the conductivity than previ-
ously proposed by Streda [39]. We based our definition on the
symmetry under exchange of the current and the electric field
directions. We found that the symmetric parts (69) and (70)
and antisymmetric part (71) of the conductivity involve the
derivative of the Fermi function and the Fermi function itself,
respectively, when entirely expressed in terms of quasiparticle
spectral functions. The same decomposition naturally arises
when decomposing the Bastin formula [38] into its symmetric
and antisymmetric part. The symmetry under exchange of the
current and the electric field directions might also help to iden-
tify useful decompositions of the conductivity with distinct
physical interpretation and properties beyond the scope of this
paper.

During the derivation, the conductivity involves the matrix
trace over the two subsystems of the two-band model. In gen-
eral, the evaluation of this matrix trace may lead to numerous
terms and, thus, may make an analytical treatment tedious. We
presented the analysis of the involved matrices with respect
to their behavior under transposition as a useful strategy to
reduce this computational effort. Thus our derivation strategy
may be useful for an analytical treatment of multiband sys-
tems beyond our two-band system or for higher expansions in
electric and magnetic fields. For instance, it might provide the
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possibility to clarify the impact of interband coherence effects
on the Hall conductivity for a broader class of models, which
was previously studied only for spiral magnetic order [11].

We presented different examples capturing the broad appli-
cation range of our general model. We discussed the quantized
anomalous Hall conductivity for a Chern insulator at finite
I' and showed that the quantization is no longer present for
large I due to the contribution of the former unoccupied band.
We analyzed the scaling behavior of the anomalous Hall con-
ductivity with respect to the longitudinal conductivity o*
(o) for a ferromagnetic multi-d-orbital model. Our results
are qualitatively and quantitatively in good agreement with ex-
perimental findings (see Ref. [46] for an overview). Whereas
there is a proper scaling of the anomalous Hall conductivity of
v = 0 and 2 in the clean and dirty limit, respectively, we iden-
tified a crossover regime without a proper scaling behavior
for intermediate conductivities ** = 10-30000 (S2cm)~!,
in which various ferromagnets were found. The treatment of
intrinsic and extrinsic contributions on equal footing as well
as the experimental and theoretical investigation of the scaling
including, for instance, vertex correction, electron localization
and quantum corrections from Coulomb interaction is still
ongoing research [42,46,48,84—-87] and beyond the scope of
this paper. We discussed spiral spin density waves as an exam-
ple of a system with broken lattice-translation but combined
lattice-translation and spin-rotation symmetry, which is cap-
tured by our general model. We showed that the presence of
spiral magnetic order can lead to a (symmetric) off-diagonal
conductivity in spite of the underlying square lattice, which
results in an anisotropic longitudinal conductivity in a rotated
coordinate system.
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APPENDIX A: PEIERLS SUBSTITUTION

1. Hopping in real space

The Peierls substitution adds a phase factor to the hop-
pings in real space. Thus, in order to apply (8), we Fourier
transform the diagonal elements €, , of the two subsystems
o = A, B and the coupling between these two systems A of
Hamiltonian (2) to real space. The Fourier transformation of
the creation operator c; , and ¢p , were defined in Egs. (5) and
(6). The intraband hopping ¢ o =t 5, Of one subsystem,
which is defined by

i _ il
D 0o Qe = D ol iyl (AD)
P T
is given by
1 ir;/p ir../-Qy
tjj’,o = ZZGP!ae 2 ey . (AZ)
p

We see that the intraband hopping is only a function of the
difference between unit cells r;y = R; — R. The fixed off-
set Qy leads to a phase shift. The interband hopping ?;; ap
between the two subsystems, which is defined by

. _ i
Z CprQualpCp+Qps = Z Cj.aljj.aBCp B> (A3)
> i
is given by
tij.AB = (% PR eip.(rjjlm_pl?)) e
P
&R (Qu=Qs) yi(p4Qu—p5-Qs) (A4)

We see that it is both a function of r;; and the mean po-
sition between unit cells R;; = (R; + R;)/2, which breaks
translational invariance and is linked to nonequal Q4 # Qg.
Similar to (A2), we have different phase shifts due to p, and
Q.. Those phases are necessary to obtain a consistent result
in the following.

2. Derivation of electromagnetic vertex 7y

We derive the Hamiltonian H[A] given in Eq. (9) after
Peierls substitution. We omit the time dependence of the
vector potential A[r] = A(r, t) for a shorter notation in this
section. The Peierls substitution (8) of the diagonal and off-
diagonal elements of A;; defined in Eq. (7) and calculated in
Egs. (A2) and (A4) in the long-wavelength regime read

—ieAIR 40,17, (AS)

Lijo = Ljjlo€

—ieA[R; ;+ A58 )(x; 1 +ps—pp)

(A6)

Ljj.aB —> Ljjape

In a first step, we consider the diagonal elements. We expand
the exponential of the hopping tﬁj/,a after Peierls substitution
(AS) and Fourier transform the product of vector potentials
(A[R;j 4+ p,1-1;;)" via (11). We get

(—iey . d
A c0 o 2w Um (R +p5) o
lijo = § : ! E : ljj.o€ v l_[rJJ’ Aq, -

n qi,..., qn m

(AT)

After insertion of the hopping (A2), we Fourier transform
1%, , back to momentum space defining €, , via
oA _ g A
CiolijoCio = ZCPJFQH.UEPP,,GCP/_,'_QMJ .
B p.p

(A8)

The summation over R;; leads to momentum conservation.
The phase factor proportional to the position p, inside the
unit cell cancels. During the calculation, we can identify

i i
L DD Epo TR (- Ag)
P l‘/-/-/

_ 9épo
_Z o

a=x,y,Z d P=Po

Aq (A9)

as the derivative of the band €, , at po = (p + p’)/2. We con-
tinue with the off-diagonal element. The derivation of Aﬁp, is
analog to the derivation above. The phase factors in Eq. (A4)
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assure that we can identify the derivative of the interband
coupling A, via

- —ZZA IO (L 4 g — pg) - Ag

T

-y %
-y o

a=x,y,z d P=Po

A (A10)

As in the diagonal case, the summation over R;; leads to
momentum conservation and additional phase factors drop.
Finally, we write the result in matrix form and separate the
zeroth element of the exponential expansion. We end up with
(9) and electromagnetic vertex Vppy given in Eq. (10).

APPENDIX B: CURRENT

1. Derivation

Since the action S[W, W*] in Eq. (14) is quadratic in
the Grassmann fields W and W*, the Gaussian path integral
leads to the partition function Z = det (¢~ — ), where the
Green’s function ¢ and the electromagnetic vertex 7 are
understood as matrices of both Matsubara frequencies and
momenta. The grand canonical potential €2 is related to the
partition function via Q = —T InZ with temperature 7 and
kg = 1. We factor out the part that is independent of the
vector potential, that is Q¢ = —7 Trln%~!, and expand the
logarithm In(1 —x) = — )", x"/n of the remaining part. We
obtain

QA =Q+T Z %Tr(g”i/)”. (B1)
n=1

Using the definition of the Green’s function and the vertex in
Egs. (10) and (15), one can check explicitly that Q2[A] is real
at every order in n. The current j;‘ in direction @ = x, y, z and
Matsubara frequency and momentum g = (igg, q) is given
as functional derivative of the grand canonical potential with
respect to the vector potential, j; = —1/L3Q[A]/6AZ . The
Green’s function ¢ has no dependence on the vector potential.
We denote the derivative of the electromagnetic vertex, the
current vertex, as ¥* = —1/L 87 /A% . We expand Q[A] in
Eq. (B1) up to second order and obtain

JE=TT(GV)+ T TGV GV )+ (B2)

where we used the cyclic property of the trace to recombine
the terms of second order. Both the electromagnetic vertex ¥’
and the current vertex ”I/q"‘ are a series of the vector potential.
We expand the current up to first order in the vector potential.
The expansion of the electromagnetic vertex 7 is given in

Eq. (10). The expansion of the current vertex reads

01051 OluAOll
I’l‘ 11+ﬁ :

oty
A ‘Sqump P+q -

(B3)

Note that the current vertex ¥’ “ . has a zeroth order, which is
independent of the vector potential, whereas the electromag-
netic vertex V), is at least linear in the vector potential. Thus

the first contribution in Eq. (B2) leads to two contributions
that are

(g"//“ ——e—Ztr %A"‘

XerE

The first term is known as paramagnetic current, which is
a current without any external field. The second term is
known as diamagnetic contribution. The second contribution
in Eq. (B2) up to linear order in the vector potential gives

—ezz Ztr 54)»"‘

W‘]A . (B4)

o979V = oGy AL

p+ap+d

(B5)
This term is known as paramagnetic contribution. In a last
step we combine the diamagnetic and paramagnetic contri-
bution. In Eq. (B4), we use the definition Ag’s = 80()\5 in
Eq. (12) and perform partial integration in the momentum in-
tegration. The derivative of the Green’s function is 9,%, , =
%po p g%lp p» Which follows by (15). We see that the dia-
magnetic contribution is the ¢ = 0 contribution of (B5). By
defining Hgﬁ in Eq. (17), we can read of (18).

2. Absence of the paramagnetic current

The first term of (B4) is independent of the vector potential
and, thus, a paramagnetic current

Jooa = —er Ztr [¢,22]5 (B6)

without any external source. We perform the Matsubara
summation and diagonalize the Bloch Hamiltonian A,. The
paramagnetic current reads

Jpara = —f Z/def(e)ZA;(e)Eg"’, (B7)
P n=%

involving the Fermi function f(e€), the quasiparticle ve-
locities Ej“ = 9,E} of the two quasiparticle bands E;t =

%(epyA +epp) \/%(ep,A —€p.p)> + |Apl? and the spectral
functions Ay (e) = I'/ml(e — E)* +T?]7". In general, the
different contributions at fixed momentum p are nonzero. If
the quasiparticle bands fulfill E*(p) = E*(—p — p*) for a
fixed momentum p*, we have E**(p) = —E®%(—p — p*).
Thus the paramagnetic current jj, ., vanishes by integrating
over momenta [58].

APPENDIX C: MAPPING BETWEEN (3) AND (25)

For given €p 4, €pp and A, in Eq. (3) the construction
of (25) is straightforward. We give the relations explicitly,
since they may provide a better intuitive understanding of the
involved quantities. We define the two functions g, and &, by

hp = 3(€p.a — €p.p). (CI)

The radius ry, is given by Ay and the absolute value of Ap, via

= /12 + A2 (C2)

1
8p = 5(€pa + €pB),
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The angle ®, describes the ratio between s, and |Ap|. The
angle ¢, is equal to the negative phase of A,. They are given
by

oo 1Al
cos®, = —, sin®p,=——, (C3)
Tp Tp
A A
cosgp = Re—2,  singy, = —Im—> . (C4)
Yo = R, Al

APPENDIX D: MATSUBARA SUMMATION

In this section, we omit the momentum dependence for
shorter notation. We can represent any Matsubara Green’s
function matrix G;, in the spectral representation as

A
Gin :/de, (e)
Ipyp — €

with corresponding spectral function matrix A(e) = A.. The
retarded and advanced Green’s function matrices are

(D1

A(€))
Gf = |de! ————, D2
‘ /Ee—€’+i0+ (b2
A(€')
G = [de! ————. D3
¢ /ee—e’—i0+ ©3)
We define the principle-value matrix P(€) = P, via
A /
P(e) = PV. /de/ (¢ ), : (D4)
€—c¢

where P.V. denotes the principle value of the integral. Us-

ing the integral identity ﬁ = P.V.e_le, Fim §(e — €' ) we
have
1 R_ L g A
Ac=——ImG; :—%(Ge -G, (D5)
1
P. =ReGF = E(Gf +GY). (D6)

Note that A, and P, are hermitian matrices. We preform the
Matsubara summation of (53) and (54): We replace each Mat-
subara Green’s function by its spectral representation (D1).
We perform the Matsubara summation on the product of sin-
gle poles via the residue theorem by introducing the Fermi
function f(e¢) = f. and perform analytic continuation of the
bosonic Matsubara frequency igg — @ + i0". Finally, one
integration is performed by identifying G¥, , GX_ or P.. A
more general application with a detailed description of this
procedure can be found in Ref. [11]. In our application, we
have three distinct cases. The first case involves the Green’s
function matrix Gip,+i¢, leading to

T Z tr[G[p0+iqoM1 GipoMz] |iqoaw+i0+

Po

= /de feu[A MG} M, + G MAM,]. (D7)

The second case involves the Green’s function matrix G;p,—ig,
leading to

T Z tr[GiPo—i(loMl GiPoMz] ’iq0—>w+i0+
Po

= fde few[AM\GE M, + G MAM,]. (D8)

The third case involves no bosonic Matsubara frequency igg
and is given by

Ty " te[Gipy My GipyMs]|

Po

igo—>w+i0t

= /dé fe tI'[AEMIPEMQ + PéMlAEMz] . (D9)

We can rewrite these three cases by using

Gt =P —inA., (D10)

G* = P, +inA., (D11)

in order to express all results only by the hermitian matrices
A. and P,. The Matsubara summation of (53) after analytic
continuation reads

1
Icf) = 5 fdéﬂ tr[AeMl{(Pe—Hu_Pe)"'(Pe—w_Pe)}MZ

+ {(Pe+w_Pe)+(Pefw_Ps)}MlAeMZ
- inAeMl {(Ae-Hu _Ae)_ (Ae—w _Ae )}MZ

—im{(Acto—Ae) — (Ao —ANMAM, ). (D12)

We divide by iw and perform the zero-frequency limit lead-
ing to the frequency derivatives limy,_,o(Pety — Pe)/w = £P,
and lim,,_,o(Acty — Ac)/w = AL, which we denote by (-)'.
The first two lines of the sum vanish. We get

s

I
IIH%) _a) = -7 /dE fe tr[AEMlA;MQ +A;M1AEM2] (D13)
o—0 1w

We can apply the product rule and partial integration in €
and end up with (55). The Matsubara summation of (54) after
analytic continuation is

1
[aa) = Efde fé tr[_AeMl{(Ps+w_Pe)_(Pefa)_Pe)}MZ

+ {(P€+w_Pe)_(Pefa)_Pe)}MlAeMZ
+ ijTAeMl {(Ae+w _Ae)+(As—w _As)}MZ

- i7T{(A€+w _Ae)'i‘(Aefw_Ae)}MlAeMZl (D14)

We divide by iw and perform the zero-frequency limit. The
last two lines of the summation drop. We end up with (56).
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