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Asymmetric magnetic relaxation behavior of domains and domain walls observed through the FeRh
first-order metamagnetic phase transition

Jamie R. Massey ,1,* Rowan C. Temple ,1 Trevor P. Almeida ,2 Ray Lamb,2 Nicolas A. Peters ,1,3 Richard P. Campion,4

Raymond Fan,5 Damien McGrouther ,2 Stephen McVitie ,2 Paul Steadman,5 and Christopher H. Marrows 1,†

1School of Physics and Astronomy, University of Leeds, Leeds LS2 9JT, England, United Kingdom
2SUPA, School of Physics and Astronomy, University of Glasgow, Glasgow G12 8QQ, Scotland, United Kingdom
3School of Electronic and Electrical Engineering, University of Leeds, Leeds LS2 9JT, England, United Kingdom
4School of Physics and Astronomy, University of Nottingham, Nottingham NG7 2RD, England, United Kingdom

5Diamond Light Source, Chilton, Didcot OX11 0DE, England, United Kingdom

(Received 21 July 2020; accepted 30 September 2020; published 26 October 2020)

The phase coexistence present through a first-order phase transition means there will be finite regions between
the two phases where the structure of the system will vary from one phase to the other, known as a phase
boundary wall. This region is said to play an important but unknown role in the dynamics of the first-order phase
transitions. Here, by using both x-ray photon correlation spectroscopy and magnetometry techniques to measure
the temporal isothermal development at various points through the thermally activated first-order metamagnetic
phase transition present in the near-equiatomic FeRh alloy, we are able to isolate the dynamic behavior of the
domain walls in this system. These investigations reveal that relaxation behavior of the domain walls changes
when phase coexistence is introduced into the system and that the domain-wall dynamics is different to the
macroscale behavior. We attribute this to the effect of the exchange coupling between regions of either magnetic
phase changing the dynamic properties of domain walls relative to bulk regions of either phase. We also believe
this behavior comes from the influence of the phase boundary wall on other magnetic objects in the system.
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I. INTRODUCTION

The dynamic behavior of second-order phase transitions
is well understood, owing largely to the critical scaling of
the correlation length of thermal fluctuations approaching the
temperature associated with the phase transition [1–3]. How-
ever, due to the presence of latent heat the same behavior
is not expected through first-order phase transitions [1]. As
such, the dynamics of first-order phase transitions are not
as well understood and so remain a topic of active investi-
gation [4–8]. Recent breakthroughs in imaging techniques,
capable of tracking various material properties, have led to a
surge of interest in materials that exhibit first-order phase tran-
sitions [4,6,7]. These investigations focus on the quasistatic
development of the first-order phase transition dynamics.
They show that first-order phase transition systems demon-
strate critical scaling behavior of both the domain size [4,7]
and the phase boundary wall [4,6], which acts to blur the once
definitive line between the two phase transition classifications.
The coupling between regions of the two phases is cited as the
source of this quasi-second-order behavior [4–8].

Another interesting aspect of phase transition dynam-
ics is their temporal relaxation behavior [3,8,9]. Recently,
quasi-second-order behavior has been observed in the phase-
ordering and relaxation times in a Mott insulator-metal
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transition system [8]. Despite this wave of recent interest in
first-order phase transition dynamics, the role of the phase
boundary wall in these proceedings remains unclear. Very
little is known about this region, aside from the critical scal-
ing of the size of the phase boundary wall approaching the
transition temperature [4,6]. It is said to play a key, but as
yet unknown, role in the evolution of the first-order phase
transitions [10,11].

X-ray photon correlation spectroscopy (XPCS) has been
used to study the relaxation dynamics of domain walls in
magnetic systems [3,9,12–15]. The FeRh alloy is a material
that, in a specific composition range [16], undergoes a cou-
pled first-order magnetostructural phase transition from an
antiferromagnetic (AF) to a ferromagnetic (FM) state when
heated through a transition temperature, TT, that is ≈380 K
in bulk [17–20]. The coupled magnetic, charge, and structural
transitions [21–24] in this material make it an ideal candidate
for use in a plethora of possible magnetic data storage archi-
tectures [11,25–30]. Here, by comparing measurements of the
isothermal relaxation behavior through the phase transition
performed using XPCS and magnetometry techniques we are
able to isolate the relaxation behavior of the domain walls.
These investigations reveal that the dynamic behavior of do-
main walls where phase coexistence is present is different to
both the FM/AF domain walls and the nucleation and growth
of magnetic domains. We believe this behavior emanates from
the influence of the phase boundary wall on other objects in
the system and that the change in behavior compared to these
other objects is due to the influence of interphase exchange
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coupling that accompanies the phase coexistence in this
system.

II. EXPERIMENTAL DETAILS

A. Sample growth and characterization

The sample used in this experiment was a 100-nm-thick
FeRh layer grown on a 100-nm-thick NiAl buffer layer
deposited using dc magnetron sputtering on a molecular-
beam epitaxy-grown GaAs(25 nm)/AlAs(25 nm)/GaAs het-
erostructure substrate. NiAl is also a B2-ordered material
and the layer used here improves the stability of the FeRh
layer and promotes epitaxial growth [31]. The substrate was
annealed overnight at 400 ◦C, at which temperature the NiAl
layer was deposited. The system was then heated to 600 ◦C
where the FeRh layer was grown. The sample was then an-
nealed in situ for 1 h at 700 ◦C. No capping layer is used
throughout this paper as FeRh is robust against oxidation
due to the high Rh content. Structural characterization of
the as-grown film was performed using ambient tempera-
ture x-ray diffraction (XRD) and is shown in Fig. 1(a). The
observation of the (001) and (002) reflections for both the
NiAl and FeRh layers demonstrates chemical order in both
layers. Further analysis yields values of the room-temperature
lattice constant, which have been averaged across both of the
peaks present in Fig. 1(a), to be a = 2.981 ± 0.004 Å and
2.869 ± 0.001 Å for FeRh and NiAl, respectively.

The expected magnetic transition of the as-grown sample
is evident when measured using a superconducting quantum
interference device (SQUID) vibrating sample magnetometer
(VSM) in a 1 T in-plane applied field, shown by the black line
in Fig. 1(b). The transition temperature of FeRh is sensitive
to the application of external field [10]. Therefore, to be able
to directly compare the magnetometry with the XPCS mea-
surements (shown in the Results section) which are performed
without an external field applied the temperature axis in this
figure has been corrected to account for this sensitivity of
the transition to externally applied magnetic field. This is
case throughout the remainder of this paper. The calculation
used for this correction is included in the Supplemental Mate-
rial [33] (see also Refs. [10,32]).

As the magnetic domains in FeRh are of micrometer di-
mensions [34,35], the Q range in which they are found falls
within the regime only accessible through transmission exper-
iments. As such, the as-grown film was made into a membrane
suitable for x-ray transmission measurements using a hy-
droflouric acid etching process. This was performed following
the method outlined in Ref. [36]. The substrate was chosen
for its known etching chemistry. By performing the etch in
this manner, it is possible to destroy the AlAs layer without
harming the rest of the sample. This creates a free standing
FeRh(100 nm)/NiAl(100 nm)/GaAs(25 nm) layer, which was
subsequently captured between two Cu TEM grids to provide
an x-ray transparent sample of B2-ordered FeRh.

After undergoing the etching process to be made into a
soft-x-ray transparent membrane, the phase transition of the
membrane sample was measured in a 1 T magnetic field
applied within the film plane and is shown by the colored
lines in Fig. 1(b). There are two membrane samples here, one

FIG. 1. FeRh thin-film sample characterization. (a) Ambient
temperature XRD scan with indexed Bragg peaks. The presence of
both the (001) and (002) reflections for both NiAl and FeRh indicates
the presence of chemical order in both layers. (b) Magnetometry
traces plotted against the corrected temperature T through the range
of the transition taken with a 1 T field applied in the film plane.
The black line shows the behavior of the as-grown sample while
still attached to the substrate, while the red and blue lines show the
sample behavior after being made into a membrane. These two lines
show samples that were used in the XMLD and XMCD experiments,
respectively, which are close to indistinguishable.

used for the experiments concerned with each type of x-ray
magnetic dichroism, namely, x-ray magnetic circular dichro-
ism (XMCD) and x-ray magnetic linear dichroism (XMLD).
These techniques will be explained in more detail in the re-
sults section. The two samples come from the same parent
film, and it is clear from Fig. 1(b) that the magnetic transition
is still present in the membrane samples after the etching
process and that it has become considerably sharper. As the
magnetic transitions of the as-grown and membrane samples
were measured using the same conditions, the difference in
the behavior of the two samples comes as a result of removing
the substrate, and therefore the strain on the film from the lat-
tice mismatch with the substrate. The two membrane samples
have indistinguishable metamagnetic transitions.

B. Soft-x-ray methods

The XPCS measurements were carried out at the I10
beamline of the Diamond Light Source. A 20-μm diameter
pinhole is placed in the beampath in front of the samples to
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provide the coherent light required to generate the speckle
pattern [3,12]. To increase the scattering from the magnetic
parts of the sample, these measurements were performed with
photon energies at the Fe L3 resonance. This is measured to be
between 706.4 and 707.2 eV at 400 K depending on the type
of dichroism used. The measurements shown in this paper
were collected over three beamtimes, two of which focus on
the XMCD measurements and the third of which focuses on
XMLD. The beam energies used in the three beamtimes were
707, 707.4, and 706.2 eV, respectively. The characterization
of the Fe L3 edge for this sample, and the position of the
energy used in each beamtime relative to this, can be seen in
the Supplemental Material [33].

The images were taken using a two-dimensional charge
coupled device camera. For each XPCS image consecutive
images are performed with opposing helicities (XMCD) or
polarization orientations (XMLD) and are combined in post-
processing to increase the signal, as per the method outlined
by Fischer et al. [37]. In this protocol, the intensity of each
image of the final image, I , is calculated using

I = I+ − I−, (1)

where I+ is the intensity of the image taken with a given
helicity or linear polarization and I− is the image taken using
the opposite helicity or linear polarization. An example of one
of these images, taken after cooling to 390 K using circularly
polarized light, can be seen in Fig. 2(a).

Each image series consists of 100 images calculated in
this way taken over 90–120-min periods, depending on the
type of dichroism used. The sample was thermally cycled
between each measurement to reset the domain structure. For
measurements performed on the cooling arm the system was
cycled into the fully FM phase (400 K) and then cooled to
the desired temperature. For measurements on the heating
branch the system was cycled into the fully AF phase (300 K)
and then heated to the desired measurement temperature. All
XPCS measurements took place in the absence of a magnetic
field. Also included in the data are measurements performed
using only a single helicity of circularly polarized light. This
occurred after an issue with the undulator during the first
beamtime. The signal is much weaker for these measurements
than it is for the measurements where the XMCD protocol can
be used to boost the signal. These measurements use between
40 and 90 images taken approximately 1 min apart and are
included in this analysis as the values extracted from fitting the
data are comparable to the measurements with larger signals.

III. RESULTS

A. Structural analysis

To track the behavior of the magnetic structure within the
scattering ring the first image of each series was taken and its
radial average was calculated. This procedure was performed
after any potential artifacts within the image, such as the grid,
the back of the camera, and any holes in the sample holder,
are removed. Q = 0 is taken to be the center of mass of the
image. The XPCS measurements of the dynamic behavior
were performed on a 200 × 200-pixel box centered around the
peak in structural analysis, an example of which can be seen
in Fig. 2(a).

FIG. 2. Resonant magnetic x-ray scattering. (a) Image taken
on the Fe L3 resonance edge using circularly polarized light after
cooling to 390 K, showing a clear small-angle scattering ring with
speckle. The shadow cast by the beamstop and some direct trans-
mission though the pinhole and crossed TEM grids are visible in
the center of the image. The color here represents the intensity of
the difference image, with blue regions having a higher intensity of
one polarization, while the red regions have a higher intensity from
the other. (b) Examples of the radial intensity profiles (points) and
the fit of a log-normal distribution to the data (lines) taken at various
temperatures on the cooling branch using linearly polarized light.

Examples of this radial average of the intensity profiles
I (Q) for the first image of each of the XPCS sets, where Q
is the wave-vector transfer, can be seen for various tempera-
tures when cooling performed using linearly polarized light in
Fig. 2(b). This reveals a peak which corresponds to correla-
tions in the structure factor [38,39]. These are presented in
normalized form as INorm(Q) = [I (Q) − IMin]/(IMax − IMin).
A log-normal distribution was fitted to each data set to identify
the position of the peak [37], QPeak = Q0e−ω2

, where Q0 is
the center of the distribution and ω is the logarithm of the
full width at half maximum of the peak. It is then possible
to extract the spatial lengthscale associated with the peak,
d = 2π/QPeak. The results of these fittings for all measure-
ments taken using both circular and linear polarization are
shown in Fig. 3. By using both XMCD, which is sensitive to
the behavior of the FM domains only, and XMLD, which is
sensitive to the orientation of the spin axis of the material and
can access both FM and AF order [40], we are able to access
the behavior of both the AF and FM phases, giving a more
holistic understanding of the system.
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FIG. 3. Temperature dependence of the peak in the radial dis-
tribution. Panels (a) and (e) show the length d that corresponds to
the position of the peaks seen in the radial intensity profiles, QPeak,
against T for measurements performed using circularly (labeled
XMCD) and linearly (labeled XMLD) polarized light, respectively.
The dashed lines in these panels show the position of the transition
midpoint, TM, for each branch, extracted from the magnetometry.
Note the different T scales on the abscissas of the two graphs.
Panels (b)–(d) show illustrations of the magnetic state at various
points through the transition. In these diagrams, the blue depicts AF
material and the red and yellow regions are FM domains with the
magnetization oriented in opposite directions. The arrows are used
to indicate the temperature sweep direction.

Figure 3(a) shows measurements taken using circular light
for both heating and cooling branches. These reveal an in-
crease towards a peak value at d ∼ 400 nm when heating
which occurs at around 377 K. The dashed lines here mark
the position of the transition midpoint, TM, calculated as the
steepest point in the magnetometry trace in Fig. 1(b). This
convention is used throughout this paper and should be taken
to be the case unless specified otherwise. At temperatures
in excess of TM d is seen to decrease again in Fig. 3(a),
falling to 150 nm at 400 K. A similar behavior is seen when
cooling, though d is seen to be constant at around 150 nm
until the temperature falls below 350 K, after which it is seen
to increase, also to about 300 nm, before just starting to drop.

These measurements performed during cooling also see the
peak value occurring for T = TM. In order to understand these
findings it is necessary to consider the development of the
magnetic domain structure through the transition.

Previous real-space imaging has shown that FM domains
in FeRh nucleate as flux closed structures around 200 nm in
diameter on heating out of the fully AF phase [34,35]. As
the transition progresses these domains begin to agglomerate,
with the final FM domain state being micrometer dimension
stripes in the absence of externally applied magnetic field, in
the fully FM regime [34,35]. The Q range available in this ex-
periment yields sensitivity to objects between 100 and 400 nm
in size and so scattering from these micrometer stripes is
not accessible in this experiment. However, scattering across
the domain wall between the domains may be accessible. In
this system, there are two types of domain-wall scattering to
consider: (i) that between adjacent FM domains and (ii) those
between domains that are separated by regions of AF material.
The lengthscale associated with scattering from these two ob-
jects would have different temperature dependencies through
the transition. Given the limited Q range and the changing
nature of the domain structure in this experiment, it may be
expected that the nature of the scatterer changes across the
transition.

To help aid the discussion, diagrams of the proposed struc-
ture of the magnetic states through the transition are included
in Figs. 3(b)–3(d). The blue regions depict regions of AF
material while the red and yellow regions are FM domains
with their magnetization aligned in opposite directions. The
black bars are used to indicate the source of the scattering
object at each stage. It is worth noting here that, as it was
not possible to reconstruct the domain patterns from the scat-
tering patterns, all the discussion surrounding the domain
evolution is interpreted from previous real-space imaging ex-
periments [34,35,41–43].

Considering the measurements performed using circular
light in Fig. 3(a), when T < TM the measured size of the
scattering object is consistent with the size of the FM domains
seen in these previous works [34,35,41]. It is therefore reason-
able to think that the scattering objects are the FM domains
that have nucleated from the AF phase as the transition begins,
which is shown by Fig. 3(b). On heating it is known that
the size of the domains would increase, which is reasonable
up to TM but is contradictory to the behavior seen here at
higher temperatures. Nevertheless, it is also known that there
will still be regions of AF material present between these FM
domains [34,35,41–43] which will shrink when approaching
the fully FM phase, therefore decreasing the distance between
FM domains. These gaps between the FM phase regions now
become the scattering objects, as shown in Fig. 3(c). When
cooling from high temperatures d is invariant down to about
360 K. These temperatures are consistent with the fully FM
phase when measured using magnetometry and so the scatter-
ing in this regime is believed to correspond to domain walls
between FM regions with different magnetization directions,
as seen in Fig. 3(d). Approaching the transition the rise and
fall in d as it passes through a peak at TM correspond to the
processes on the heating branch in reverse.

Turning to the measurements using linear light in Fig. 3(e),
the overall behavior is consistent with peaks in d appearing at
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TM on each branch although it is less pronounced on the cool-
ing branch. The length scales extracted for T > TM appear to
be consistent with the corresponding points measured using
circular light. Therefore, the nature of the scatterers in this
region is believed to be the same in both measurements. How-
ever, the behavior of the two diverges for T < TM where the
measurements taken using linearly polarized light appear to
be constant at d ≈ 150 nm down to temperatures of 300 K for
both transition branches. This behavior is consistent with that
seen in the only other previous magnetic imaging experiments
on the AF phase of FeRh [44] and hence this change in d is
attributed to a change in scatterer at TM. At 300 K the system
would exhibit only a 4% FM volume fraction. Therefore,
as XMLD is sensitive to the presence of AF materials, we
attribute the change in scatterer seen at TM when measured
using XMLD to a change between scattering from FM to
AF domain structures. This behavior mirrors the scattering
from FM domain structures at the highest temperatures for
the circular light measurements.

B. X-ray photon correlation spectroscopy

XPCS follows the temporal correlations of fine structure
present in diffraction features, known as speckle [12]. Fig-
ures 4(a)–4(e) show example speckle patterns taken through
the measurement time within the black box shown in Fig. 2(a).
The changing speckle pattern is indicative of a varying mag-
netic state through the measurement time. Variations in the
speckle intensity are due to fluctuations in the domain walls
in magnetic systems [3,9,15].

To quantify the extent of these changes the temporal au-
tocorrelations for each image series performed at a given
temperature are calculated using a g2 function. This function
is calculated for a series of images separated by a time delay
τ and takes the form [3,9,12,13,15]

g2(τ ) =
〈 〈I (Q, t )I (Q, t + τ )〉t

〈I (Q, t )〉2
t

〉
Q

(2)

where I (Q, t ) is the intensity at position Q at time t and where
〈...〉t,Q denotes an average over t or Q. Here, the g2 function
is calculated for each individual pixel, which corresponds to a
particular value of Q. These are then averaged over the entire
image to give the final g2 function. τ is taken to be integer
multiples of the time between images. Generally, it is possible
for the g2 functions to have an explicit Q dependence [45],
though this is not the case for this experiment (see the Sup-
plemental Material for more details [33]). This Q dependence
is not considered for the remainder of this paper. Example g2

functions calculated for various points on the cooling branch
measured using XMCD can be seen in Fig. 4(f).

To extract the dynamic behavior, the g2 function is fitted by
a stretched exponential model written as

g2(τ ) = 1 + A cos(ωτ )e−( τ
λ

)β , (3)

where A is the speckle intensity or correlation amplitude,
β is the stretching exponent, and λ is the relaxation time.
Examples of fitting this equation to the g2 behaviors can be
seen by the solid lines in Fig. 4(f). The development of both A

FIG. 4. Temporal correlation analysis. (a)–(e) Example 200 ×
200 pixel images where the temporal correlation analysis was per-
formed taken at t = 0, 1310.4, 2620.8, 3931.2, and 5241.6 s for
the measurement performed when cooling to 390 K using XMCD.
The first image of this series is also shown in Fig. 2(a). The speckle
pattern clearly changes through the measurement time, indicating the
presence of dynamic behavior. The black square in panel (a) marks
the approximate position where these images were taken. (f) Ex-
ample g2 functions derived from the images (points) and the fits to
Eq. (3) (lines) for various points on the cooling branch of the phase
transition taken using circularly polarized light.

and 2π/ω with temperature can be seen in the Supplemental
Material [33]. The remainder of the discussion will focus on
the β and λ parameters, as this is where the dynamic behav-
ior of the system is captured. The extracted values of these
parameters for all temperatures for both XMCD and XMLD
measurements can be seen in Figs. 5 and 6, respectively.
Measurements at some temperatures were repeated and what
is shown throughout Figs. 5 and 6 is an error weighted average
of all the measurements taken at a given temperature. The fits
of Eq. (3) to the g2 functions were performed for times where
the value of the calculated g2 function is larger than 1.

This form of the fitting function is known as the heterodyne
model and requires the presence of a static reference signal,
for which ω represents the mixing frequency between the
dynamic and static signals [3,45]. It is worth mentioning here
that this model is chosen because the application of a model
which does not assume the presence of a static reference
signal, known as the homodyne model [45], yields values of
β that are difficult to explain physically. More details of why
this is the case will be given in the next section. The static
reference signal measured here is believed to originate from
the resonant charge scattering in the sample also present at
the Fe L3 edge.
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FIG. 5. Stretching exponent behavior. Panels (a) and (b) show
the behavior of the stretching exponent, β, extracted from the fits
of Eq. (3) to the g2 functions against temperature, T , through the
transition for XMCD and XMLD measurements, respectively. The
inset in panel (b) shows the behavior of β compared to the transition
midpoint. The XMCD measurements show β ∼ 1.5, which indicates
jammed dynamic behavior, while the XMLD measurements appear
to show β increasing from ≈1 to 1.5 close to the transition midpoint.
The large scatter for measurements performed below TM when per-
formed using XMCD is attributed to low signal in this region.

1. Stretching exponent behavior

For investigations performed using XMCD when cooling it
can be seen from Fig. 5(a) that β ≈ 1.5 for measurements per-
formed where T > TM. For measurements performed where
T � TM the extracted values of β develop a large scatter,
meaning it is difficult to discern any coherent trends in the
data. A large scatter in the data is also seen in the extracted
values of β for measurements performed for T � TM on the
heating branch of the transition. Again, for measurements
performed where T > TM when heating, β ∼ 1.5 for all mea-
surements. The large scatter seen in the lower temperatures
for each transition branch is likely due to the low volume of
FM domains within the system close to the AF phase and the
resultant low signal.

The parameter β is used to describe the nature of
the statistical processes that govern the relaxation of the
state [9,15,46,47]. For values of 0 < β � 1 the relaxation
processes are governed by thermal statistical physics [46],
meaning that the dynamic behavior can be described as dif-
fusive [9,15], whereas values of 1 < β � 2 indicate that the
relaxation is governed by Gaussian statistics [47]. In this
regime the dynamics are often described as being “collective”
as there are underlying long-range interactions that affect
the behavior [9,15]. Systems in which β = 1.5 exhibit what
is known as “jammed” dynamics, meaning that relaxation
events are unable to propagate through the system [9,15,46–
49]. In magnetic systems the source of this frustration is the
inability to fully resolve the Ruderman-Kittel-Kasuya-Yosida
exchange coupling present in the system [15]. In the case
of FeRh the inability to resolve all the exchange interactions

within the region between the two magnetic phases may also
contribute to this behavior [50]. It is likely that both factors
contribute to the jammed behavior seen in the XMCD mea-
surements in Fig. 5(a).

The values of β extracted from the fits of Eq. (3) to the
g2 functions calculated from the XMLD measurements are
shown in Fig. 5(b). The development of β with temperature is
inherently different to that of the XMCD measurements. For
temperatures in excess of TM for both transition branches β ∼
1, which is indicative of diffusive dynamics [9,46]. When ap-
proaching TM from either direction β increases towards ≈1.5
on both transition branches as seen in the inset in Fig. 5(b).
Again, for measurements performed at temperatures lower
than TM for both transition branches β is mostly consistent
with the value 1 within an error bar.

This increase in β when approaching TM for the XMLD
measurements coincides with the introduction of FM mate-
rial into the AF matrix when heating, as well as its removal
when cooling. As XMLD is sensitive to both AF and FM
order and the relaxation behavior around TM differs from the
behavior of both the AF and FM phases, this change sug-
gests that the properties of the system change fundamentally
as phase coexistence is introduced into the system. As this
is a system where the AF phase is in direct contact with
the FM phase, this variation in the dynamic behavior with
the introduction of phase coexistence suggests that the ex-
change coupling between the two magnetic phases plays a
role in the dynamic behavior of the system. The introduction
of exchange coupling between the AF and FM regions would
introduce an extra anisotropy energy into the system which
would affect the behavior of the spin axes of both magnetic
phases and the magnetic structure in the region between them.
This would mean the behavior of the two magnetic phases
would become intertwined, leading to collective dynamics, as
consistent with the experimental data.

2. Behavior of the relaxation time

As the system jams approaching TM when measured by
XMLD it may be expected that the relaxation time would
also increase at this stage. The values of λ returned for the
fits of Eq. (3) to the g2 functions are shown as a function of
temperature in Figs. 6(a) and 6(b) for the XMCD and XMLD
experiments, respectively. λ is typically several hundred sec-
onds to 1000 s without any clear trend through the temperature
range here.

Typically, there are three models used to explain the re-
laxation behaviors of magnetic systems [2,3,9,12]. The first
is the Vogel-Fulcher-Tamann law [2,3], which describes the
behavior of fluctuations as they approach a glass transition
temperature. This model is used to describe a thermally ac-
tivated process with an activation energy that varies with
temperature [15]. However, this model is asymmetric around
the critical temperature, which is not the case for the data here.

The second model is that of the Arrhenius model, which
is used to describe systems where a relaxation process is
governed by a temperature-independent activation energy,
EA [15]. The relationship between the relaxation rate λ−1,
where λ is the relaxation time, and the temperature, T , is given
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FIG. 6. Behavior of the relaxation time extracted from the XPCS measurements. Panels (a) and (b) show the temperature dependence
of the relaxation time, λ, extracted from measurements performed using XMCD and XMLD measurements, respectively, for measurements
performed both when heating and when cooling. There are no clear trends here in the data. Panels (c) and (d) show the data in panels (a) and
(b) replotted in line with the Arrhenius equation seen in Eq. (4), with the solid lines here being fits of that equation to the data. This model
can be used to describe the heating branch behavior well, but leads to a negative activation energy for measurements performed when cooling,
which is a nonphysical result. Panels (e) and (f) again show data in panels (a) and (b) but this time they are replotted to make it easier to fit the
critical slowing down model, seen in Eq. (5), to the data. Again, the solid lines in these panels are fits of the critical slowing down model to the
data. Despite the large scatter in the data, this model appears to describe the behavior of all data sets reasonably well.

by

ln(λ−1) = ln
(
λ−1

0

) − EA

kBT
, (4)

where λ−1
0 is the relaxation rate at T = 0 and kB is the Boltz-

mann constant [51]. Arrhenius analysis was performed on the
XPCS measurements and the results are shown in Fig. 6 for
measurements performed using both XMCD [Fig. 6(c)] and
XMLD [Fig. 6(d)].

The solid lines in Figs. 6(c) and 6(d) are fits of Eq. (4)
to the behavior of the relaxation time extracted from the
XPCS measurements. This model is found to describe well the
behavior of the measurements performed when heating, yield-
ing EA/kB = 4700 ± 600 and 1100 ± 500 K for the XMCD
and XMLD measurements, respectively. The difference here
suggests an asymmetry in the nature of the behavior probed,
consistent with the difference in the nature of the probe itself.
This model yields a negative activation energy for both data
sets taken when cooling. This is a nonphysical result and
implies this model cannot adequately describe the behavior
seen in those datasets. Clearly, the inability of the models
mentioned thus far to explain the behavior of the cooling
branch behaviors requires further investigation.

Another model used to describe relaxation behavior is
that of critical slowing down, which describes the relaxation

behavior for systems approaching a critical temperature asso-
ciated with phase transition, Tc [2,3]. The dependence of the
relaxation time, λ, upon its proximity to Tc is given by [2,3]

λ = λ0

∣∣∣∣1 − T

Tc

∣∣∣∣
−zv

, (5)

where zv is the critical scaling exponent. The fitting of this
equation to the data is shown by the solid lines in Figs. 6(e)
and 6(f) for the XMCD and XMLD investigations, respec-
tively. The fits are performed using TM extracted from the
magnetometry measurements. The extracted values of zv from
these fits are shown in Fig. 8. The critical slowing down model
is seen to describe the data reasonably well for all datasets.
This implies that critical scaling of the relaxation time is ob-
served approaching TM through the FeRh metamagnetic phase
transition when probed using XPCS.

Critical scaling behavior is typically associated with
second-order phase transitions where a divergence of the cor-
relation length of thermal fluctuations is seen approaching
Tc [1,2]. This divergence brings with it an increase in the
activation energy centered around the Tc. The same behav-
ior is not expected through first-order phase transitions [1],
though critical scaling of the domain size of a given phase
within the other has been seen through various first-order
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FIG. 7. Magnetic relaxation measured using magnetometry. (a) The evolution of α with time, t , for measurements performed at various
temperatures when heating. (b) The Avrami analysis (see Methods section for description) for the measurement performed at 376 K. There are
two regions where the linear relationship expected is observed here, which are believed to correspond to the nucleation (N) and subsequent
growth (G) of domains in the system. The linear fits used to extract information from the two regions are shown by the dashed lines. Panels
(c) and (d) show the value of ln(K ) extracted from the Avrami analysis against the corrected temperature, T , for the nucleation and growth
phases, respectively, for measurements performed when heating (H) and cooling (C). The insets in these figures show the behavior of ln(K )
against the deviation in temperature from the transition midpoint, T − TM, zoomed in around T − TM = 0. These figures demonstrate an
increase in ln(K ) approaching −TM = 0, which is indicative of critical speeding up. Panels (e) and (f) show the behavior of ln(K ) extracted for
all measurements against the natural logarithm of the reduced temperature 1 − T/TM, for both the nucleation and growth phases, respectively.
The solid lines here are fits of the data to the critical slowing down model, the results of which are shown in Fig. 8. Critical speeding up is seen
for all measurements sets here.

phase transition systems [4] including FeRh [7]. However,
in this experiment we are unable to reconcile the behavior
of the relaxation time with the measured length scale (see
Supplemental Material [33]).

The isothermal temporal evolution of the first-order phase
transition in FeRh has previously been described using the
“droplet” model [51], which is used to model systems where
one phase forms within the matrix of the other [48,51].
In this scenario there are two main sources of fluctuations:
(i) the nucleation or annihilation of regions of one phase
within the other and (ii) fluctuations in the region between
the two phases [48,51]. Either pathway could be responsible
for the behavior here. Thus, to try and isolate the source of this
behavior a similar investigation of the relaxation behavior was
performed by measuring the isothermal temporal evolution of
the phase transition using a SQUID VSM, where sensitivity
to the domain-wall dynamics would be lost to the macroscale
behavior of the domain relaxation.

C. Magnetometry measurements

For these measurements, for comparison with the XPCS
investigations, the temperature was ramped at 2 K min−1 and
the magnetization was measured for 2 h immediately after
the desired temperature was achieved. To reset the magnetic
state between measurements, the sample was thermally cycled
using the same protocol as the XPCS measurements. The
results of this study are shown in Fig. 7.

The time-dependent phase fraction, α(t ), is defined as the
ratio of the phase changed during the time interval, t , and the
total available phase fraction available at that temperature and
is calculated using [51]

α(t ) = M(t ) − Mi

MS − Mi
, (6)

where M(t ) is the magnetization at a given time t , Mi is the
magnetization at the beginning of the measurement time, and
MS is either the saturation magnetization when heating or
the residual magnetization for measurements performed when
cooling.

In the Avrami model the time-dependent phase fraction can
be written in terms of an exponential probability distribution
with a given rate, K , after a time t at a given temperature such
that [51]

α(t ) = 1 − e−Ktn
, (7)

where n is the Avrami exponent and refers to the dimension-
ality of the changes taking place within the system. It follows
then that it is possible to extract both K and n using

ln[− ln(1 − α)] = ln(K ) + n ln(t ). (8)

It also follows from this equation that regions of the data
where a straight line can be used to accurately describe the
behavior mean that the system contains a single relaxation
process with given dimensionality.

144304-8



ASYMMETRIC MAGNETIC RELAXATION BEHAVIOR … PHYSICAL REVIEW B 102, 144304 (2020)

Slowing Down

Speeding Up SOPT:
G

MN MG XPCS:
XMCD

XPCS:
XMLD

SOPT:
N

FIG. 8. Summary of critical scaling analysis. The value of the
critical scaling exponent, zv, is shown for the various measurement
techniques here for measurements performed both when heating
and while cooling. Here, M means measurements performed using
magnetometry through the first-order phase transition and SOPT
refers to measurements performed using magnetometry through the
second-order phase transition approaching the Curie temperature
(see Supplemental Material [33]). The definition of the critical slow-
ing down model here means that zv > 0 is indicative of critical
slowing down, while zv < 0 implies critical speeding up. There
is a clear asymmetry between the measurements performed using
magnetometry techniques and those performed using XPCS.

Measurements following the same protocol were also per-
formed on a different FeRh sample, grown on MgO with the
substrate still attached, through the second-order phase transi-
tion approaching the Curie temperature (see the Supplemental
Material for more details [33]).

The temporal evolution of the time-dependent phase frac-
tion, α(t ), is shown for various temperatures when heating
in Fig. 7(a). α clearly varies through the measurement time,
with the amplitude of this change peaking for measurements
performed near TM. By performing Avrami analysis, which is
shown for the 376-K measurement in Fig. 7(b), it is clear that
there are two regions where the expected linear dependence on
ln(t ) is observed. This indicates there are two relaxation pro-
cesses occurring during the measurement time: (i) the initial
nucleation of FM domains due to thermal equalization of the
system (henceforth labeled N) and (ii) the subsequent growth
(G) of these domains. The value of ln(K ), where K = λ−1

is the rate constant, extracted from Avrami analysis is shown
against T for both the G and N regimes in Figs. 7(c) and 7(d),
respectively. All measurements here show that ln(K ) increases
for T ∼ TM as seen in the inset where the same data are plotted
against T − TM, which is indicative of critical speeding up.
This is confirmed by plotting the behavior of ln(K ) in con-
junction with the critical slowing down model described by
Eq. (5) as seen in Figs. 7(e) and 7(f). The lines here represent
a fit to Eq. (5) where the value of TM is assumed to be that
extracted by magnetometry.

Figure 8 shows a summary of the values of zv extracted
for the fits of the critical slowing down model to the mea-
surements performed using the various techniques, including
through second-order phase transition at the Curie tempera-
ture (see Supplemental Material [33]). Here, zv > 0 indicates

critical slowing down, while critical speeding up is present for
zv < 0. Figure 8 clearly shows an asymmetry in the nature of
the critical scaling for measurements performed using XPCS
and magnetometry.

For the measurements performed using XPCS the extracted
values of zv are statistically significant from zero within a
95% confidence level for both the XMCD heat and XMLD
cool datasets. The other two datasets have large scatter
compared to their error bars and yield values of zv consistent
with zero within an error bar. It is important to note that
the XMCD measurements had low signal for measurements
performed for T < TM, which casts doubt on the reliability
of this dataset. As it was also found that the Arrhenius model
can be used to describe the behavior of the heating branch
measurements for both dichroism types, the validity of the zv
result extracted for the XMCD measurements when heating
is unclear. It is also worth mentioning here that despite the
seemingly good value extracted of zv from the measurements
of the cooling branch using XMLD it is not clear again
whether this model accurately describes the behaviors seen
here or if it just fits the fluctuations in the data better than
the other models. It is worth noting again here that the
measurements performed using XMLD are sensitive to the
fluctuations of both magnetic phases, which may hinder the
ability to describe the behavior of the system with a single
model. Further measurements would be required to say with
any certainty whether critical slowing is indeed observed in
this system. What is clear from this paper, however, is that the
behavior of the domain-wall dynamics is different from that
of the domain formation and growth.

IV. DISCUSSION

First, though there are doubts on the ability of the critical
slowing down model to successfully describe the behavior of
the XPCS measurements it is clear that the dynamic behavior
of the domain-wall fluctuations, measured using XPCS, and
the nucleation and growth of domains, measured using mag-
netometry techniques, is different. There is clear evidence of
critical speeding up centered around the transition midpoint
from the magnetometry measurements while the XPCS mea-
surements reveal a much more complicated picture.

TM is defined as the temperature where phase coexistence is
maximized and where the difference in the free energy of the
two states is minimized. The rate of domain nucleation would
increase for T ∼ TM, meaning the critical speeding up seen in
the magnetometry measurements can be accounted for easily.
It would be expected that the behavior of the domain-wall
fluctuations would follow the same temperature dependence,
where instead the Arrhenius law can be used to describe the
behavior seen when heating and none of the models used in
this paper can describe the behavior of the cooling branch
measurements effectively. We can say, however, that the dy-
namic behavior of the domain walls when measured using
XMLD is different in the region where there is phase coex-
istence to the behavior seen in the nominally AF or FM phase,
as evidenced by the change in β for T ∼ TM. This change in
behavior coincides with the introduction of phase coexistence
into the system, which implies that the introduction of the
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exchange coupling into the system has a profound affect on
the dynamic behavior of the systems’ domain walls.

Previous studies into the nature of the interphase exchange
coupling in this material have shown that it develops through
the phase transition in a manner consistent with thickness
dependent phase transitions in AF/FM bilayer systems [32].
The coupling between phases acts to overcome the exchange
energy in the FM regions causing a blurring of the magnetic
order in the region between the two phases, known as the
phase boundary wall [32]. This structure has been predicted to
be an agglomeration of regions of both magnetic phases with
dimensions between 1 and 5 nm [32]. The size of this object
means it is not possible to observe its influence directly in this
experiment, as it falls outside the available Q range. However,
we believe that we are seeing the influence of the phase bound-
ary wall on other objects within the system, though further
work is required to state this with any certainty. The exact role
of this exchange coupling in the dynamic behavior is unclear
at this stage, but it may act against the influence of latent heat
in the region where the coupling is strongest, which would
give the phase boundary wall different properties to the bulk
regions of either magnetic phase, as seen in this experiment.

There is also evidence that suggests the strength of the
interphase exchange coupling in FeRh is dependent on the
temperature sweep direction, with the heating branch having a
higher interphase exchange coupling than the cooling branch
[32]. Therefore, one would expect that the influence of the
exchange coupling on the dynamic behavior of the system
would be more pronounced in the heating branch measure-
ments compared to those performed while cooling. This may
explain why the heating branch measurements are difficult to
fit in this experiment, though further work is required to say
for certain.

The asymmetries seen in the relaxation behavior of the
heating and cooling branches of the transition are consistent
with measurements of the temperature driven domains of the
system [10,44,52–54]. The physical origin of this imbalance
in the nucleation kinetics is unclear. Previous reports have
attributed it to the influence of strain in the stabilization of
the FM phase [10] and the robustness of FM order against
strain [53]. From this work we can state that the exchange
coupling plays a role in the dynamic behavior of the phase
boundary wall, which will affect the propagation of domains
through the material. The exchange coupling in this system
is known to weaken the FM exchange and blur the boundary
between magnetic phases, and is stronger when heating than
when cooling [32]. This suggests that it would act against
the formation and propagation of FM domains when heating
and favor the formation of AF domains when cooling. The
exchange coupling, therefore, would act to narrow the ther-
mal hysteresis seen in this first-order phase transition. FeRh
exhibits a coupled magnetic, structural, and electrical phase
transition and the thermal hysteresis of the phase transition is
likely to be a consequence of competition between all these
different aspects of the transition. However, it is clear that
the exchange coupling and the subsequent effect it has on the
domain kinetics should be considered in microscopic models
of first-order phase transition systems going forward.

Little is known about the regions between phases in sys-
tems that exhibit first-order phase transitions but it is clear

from this paper that it plays a role in the dynamic be-
havior. Given there are many ways that two states in a
first-order phase transition system can couple across the
boundary including elastic coupling due to strain [8,27], mag-
netic coupling in metamagnetic transitions [32,55], and charge
coupling in metal-insulator systems [4,6], it may be that this
influence of the coupling across the phase boundary can be
seen to affect a variety of different first-order phase transition
systems. This paper highlights that the influence of interphase
coupling should be considered in theories of first-order phase
transition dynamics when smaller scale behavior is of interest,
and shows the phase boundary wall to be an interesting entity
in its own right, which requires further study. We hope that, as
the next generation of synchrotron sources becomes available,
it will be possible to resolve the structure of the phase bound-
ary wall in this, and other, first-order phase transition systems.

V. CONCLUSION

To conclude, XPCS investigations were performed using
both XMCD and XMLD to measure the dynamic behavior of
the system through the FeRh metamagnetic phase transition.
When probing using XMCD, investigations of the static struc-
ture of the scattering ring reveal a change in the nature of the
scatterer when heating through the transition from domains to
domain walls and back again when cooling, whereas measure-
ments performed using XMLD show a change in the nature of
the scatterer from FM material to AF material centered around
the transition midpoint.

The dynamic behavior extracted from the XPCS measure-
ments paints a much more complicated picture. Measurements
performed using XMCD reveal jammed dynamics where T >

TM and a large scatter below that, most likely due to the low
volume of FM material at low temperatures. The nature of
the dynamic behavior appears to undergo a transition from
diffusive to jammed dynamics centered around T ∼ TM. This
is attributed to the exchange coupling that accompanies the
introduction of phase coexistence into the system as the tran-
sition progresses. It is found that the Arrhenius model can be
used to describe the behavior of the relaxation time of the
measurements performed when heating, whereas the behavior
of the relaxation time for the cooling branch measurements
cannot be described well with any of the Arrhenius, critical
slowing down, or Vogel-Fulcher-Tammann models.

To try and ascertain the source of these behaviors mea-
surements of the dynamic behavior on the macroscale were
performed using magnetometry techniques. These investi-
gations reveal critical speeding up around the transition
midpoint, which can be attributed to the reduction in the free-
energy difference between the two states at this point. The
macroscale investigations imply that the behavior measured
using XPCS belongs to domain-wall fluctuations, where the
influence of the interphase coupling on the relaxation behav-
ior can be clearly seen in the XMLD measurements. The
exchange coupling changes the dynamics of domain walls
where there is phase coexistence compared to the domain-wall
behavior in the nominally AF or FM phase. We believe that
this change in the behavior comes from the phase boundary
wall, the influence of which we see in the behavior of other
objects as it is too small to be measured directly in this
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experiment. This paper highlights the importance of consider-
ing the role of the interphase coupling in models of first-order
phase transition dynamics on the microscale.

The data associated with this work are openly available
from the University of Leeds data repository [56].
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