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Exchange coupling constants at finite temperature
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An approach to account for the effect of thermal lattice vibrations when calculating exchange coupling
parameters is presented on the basis of the Korringa-Kohn-Rostoker Green function method making use of
the alloy analogy model. Using several representative systems, it is shown that depending on the material
the effect of thermal lattice vibrations can have a significant impact on the isotropic exchange as well as
the Dzyaloshinskii-Moriya interactions (DMI). This should lead in turn to an additional contribution to the
temperature dependence of the magnetic properties of solids, which cannot be neglected in the general case.
As an example, we discuss such an influence on the critical temperature of various magnetic phase transitions.
In particular, in the case of skyrmion hosting materials, a strong impact of lattice vibrations on the DMI is
an additional source for the temperature dependent skyrmion size and stability, which should be taken into
consideration. The present approach gives also access to features of magnetic properties that are associated with
static atomic displacements as, for example, in random high-entropy alloys.
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I. INTRODUCTION

The impact of finite temperatures on the various physical
material properties is one of the most important issues in solid
state physics that is discussed in the literature with respect
to various aspects. The temperature dependence of magnetic
properties is often discussed on the basis of atomistic model
spin Hamiltonians, giving access to critical temperatures and
allowing one to reveal the interconnection between the elec-
tronic and magnetic structure in the case of first-principles
calculations of the exchange coupling parameters. However,
to achieve a complete description of the thermodynamical
properties of magnetic systems, that can be provided, e.g.,
via free energy calculations, the contributions of magnetic
and lattice excitations should be taken into account together
with the energy of the electronic subsystem, giving this way
information on the common influence of these contributions
on magnetic and structural phase transitions [1]. Correspond-
ing DFT-based calculations by Körmann et al. [2] performed
for bcc Fe gave an accurate description of the temperature
dependent free energy and the heat capacity [2]. These authors
demonstrated in addition [3] that it is important to take the
magnon-phonon coupling into account when dealing with the
temperature dependent modifications of the phonon modes.
Indeed, theoretical methods were elaborated recently [4,5],
which allow one to account for all the above mentioned con-
tributions within coupled atomistic magnetization and lattice
dynamics calculations, using the parameters calculated within
a first-principles approach.

It should be stressed, however, that the interatomic ex-
change parameters used in such finite temperature simulations
do not account for changes due to thermal lattice vibrations.
However, a temperature induced modification of the electronic
structure due to lattice vibrations should obviously lead in

turn to corresponding changes of the exchange coupling pa-
rameters. Their dependence on the thermal lattice expansion,
caused by the anharmonicity of lattice vibrations and the
magnetovolume effect in magnetic systems, was considered
in the literature already by different groups [6–8] together
with the impact of these effects on the critical temperatures.
Also the thermal lattice vibrations and spin fluctuations that
may have a strong impact on the electronic structure and
related physical properties can be taken into account within
ab initio calculations using the adiabatic approximation. For
that purpose, a very efficient approach—the so-called alloy
analogy model—has been introduced recently [9] that al-
lows one to account for the impact of temperature induced
lattice vibrations and spin fluctuations on linear response
properties, as for example the electrical and spin conduc-
tivity, the Gilbert damping, and others. In these cases, the
corresponding response tensor χAB may be written as χAB ∝
Tr〈A ImG+B ImG+〉T, where the operators A and B represent
the relevant observable and perturbation, respectively, while
G+ stands for the retarded Green function [10]. Within the
alloy analogy model lattice vibrations and spin fluctuations
are treated as uncorrelated, quasistatic atomic displacements
and spin tiltings, respectively, with an amplitude depending on
temperature. Following the scheme used to calculate the resid-
ual resistivity of disordered alloys [10,11] by means of the
single-site coherent potential approximation (CPA), the ther-
mal average 〈. . .〉T of a linear response quantity is obtained as
the configurational average over a set of appropriately chosen
atomic displacements and spin tiltings using the CPA alloy
theory [9,12,13].

The central idea of the alloy analogy model was used
already previously to account for thermal magnetic disorder
when dealing with finite-temperature magnetic properties by
means of first-principles calculations done on the basis of
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the disordered local moment (DLM) model [14–16]. This
approach was formulated at the beginning on a nonrelativistic
level. Its extension to the relativistic disorder local moment
(RDLM) model allowed one in particular to investigate the
impact of thermal spin disorder on the magnetocrystalline
anisotropy (MCA) [17–19].

So far, most calculations of the exchange parameters have
been performed for ideal crystal structures assuming the
lattice temperatureTlat = 0 K. Even for this situation, al-
ready a pronounced dependence of the results on the specific
atomic positions could be observed for some cases [20,21].
The significant influence of lattice vibrations on the magnon
excitations of fcc Fe has been reported for example by
Sabiryanov and Jaswal [22], who calculated the exchange
coupling parameters accounting for corrections due to atomic
displacements using a frozen-phonon scheme. A substantial
change for the exchange coupling parameters in bcc Fe was
also reported to be induced by a Burgers type lattice distortion
which can be connected to the single N point TA1 phonon
mode [23]. Recently, a strong impact of lattice vibrations
on the electronic structure and magnetic properties of ma-
terials was shown employing the disordered local moments
molecular dynamics (DLM-MD) method [24,25]. This ap-
proach was also used to investigate corresponding temperature
induced changes of the exchange coupling parameters, asso-
ciated with thermal lattice vibrations [26]. Note that these
DLM-MD calculations make use of a supercell technique
to simulate thermal atomic displacements in the system. Di
Gennaro et al. [27] have investigated the combined effects of
“phononic” and “magnonic” temperatures on the spin-wave
dispersion, stiffness, and Curie temperatures of Fe, Ni, and
permalloy by combining first-principles methods with model
Hamiltonians. Following the idea reported in Ref. [22], Di
Gennaro et al. [27] accounted in their work for corresponding
corrections to the exchange parameters associated with the
thermal atomic displacements at a given temperature.

Below we present a scheme to account within the frame-
work of the alloy analogy model for thermal lattice vibrations
when calculating exchange coupling parameters. Section II
represents the theoretical background for these calculations.
Corresponding computational details are given in Sec. III. In
Sec. IV we present results of calculations for some represen-
tative systems, which are meant to demonstrate the impact of
thermal lattice vibrations on the isotropic exchange as well as
on the Dzyaloshinskii-Moriya interaction parameters, Ji j and
�Di j , respectively. These results are complemented by calcu-
lations of the critical temperatures with and without account
of thermal lattice vibrations, using a ferromagnetic or DLM,
respectively, reference state.

II. THEORETICAL BACKGROUND

In the following the temperature dependence of the param-
eters of the extended Heisenberg Hamiltonian

Hex = −
∑

i j

Ji j (êi · ê j ) −
∑

i j

�Di j[êi × ê j] (1)

will be considered. Here Ji j is the isotropic exchange coupling
parameter connected with the spin moments on sites i and
j pointing along the directions êi and ê j , respectively, while

�Di j represents the Dzyaloshinskii-Moriya (DM) interaction.
We will focus first of all on the properties of the isotropic
exchange parameters Ji j , which are given by the average over
the diagonal elements of the exchange coupling tensor [28].
Making use of relativistic multiple-scattering formalism the
elements of this tensor can be written for T = 0 K as [29]

J
αiα j

i j = − 1

2π
Im

∫
dE Tr �V αi (E )τ i j (E )�V α j (E )τ ji(E ).

(2)

Here τ i j is the so-called scattering path operator connecting
sites i and j with the underline indicating matrices in the
� = (κ, μ) representation [30]. The corresponding on-site
coupling for site i is represented by the matrix [29]

�V αi
��′ =

∫
d3r Z×

� (�r, E )βσαB(r)Z�′ (�r, E ), (3)

where β is one of the standard Dirac matrices, σα is a
(4 × 4)-Pauli matrix [30] and B(r) = | �B(r)|, where �B(r) =
B(r)(0, 0, 1) is the spin-dependent part of the exchange-
correlation potential set up within local spin-density the-
ory [29]. Finally, the wave functions Z�(�r) are solutions to
the Dirac equation normalized according to the relativistic
multiple-scattering formalism [31].

To apply the expression in Eq. (2) for the case of lattice
vibrations at finite temperatures, we use again the alloy anal-
ogy model based on the adiabatic approximation [12,13]. This
implies that a discrete set of Nv displacement vectors � �Rq

v (T )
with probability xq

v (v = 1, . . . , Nv) is constructed for each
basis atom q within the crystallographic unit cell. The vectors
� �Rq

v (T ) are connected with the temperature dependent root
mean square (rms) displacement (〈u2〉T )1/2 according to the
relation

Nv∑
v=1

xq
v

∣∣� �Rq
v (T )

∣∣2 = 〈
u2

q

〉
T
. (4)

For the applications presented below, we follow the idea
used within previous temperature dependent linear-response
calculations [9], where the temperature dependent rms dis-
placement is estimated using Debye’s theory. This approach
provides a simple connection between 〈u2

q〉T and the lattice
temperature via the expression [32–34]

〈u2〉T = 9h̄2

MkB�D

[
�(�D/T )

�D/T
+ 1

4

]
, (5)

with �(�D/T ) the Debye function and �D the Debye tem-
perature. Due to the restrictions of the Debye model, the
same rms displacement is applied to all atoms in the case of
complex systems. In this case, Eq. (5) is evaluated using the
average mass M of the atoms in the system and the Debye
temperature �D taken from experiment. As the estimation
of the rms displacements corresponding to a given lattice
temperature may be not accurate enough, we give in all figures
both the lattice temperature as well as the amplitude of the rms
displacements. Following Ref. [9], we ignore here the zero
temperature term 1/4 and assume a frozen potential for the
displaced atoms. The probability xv for a specific displace-
ment v is chosen as 1/Nv , i.e., equal weights are used for all
displacements.
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To simplify notation we restrict the expressions below to
systems with one atom per unit cell. The index q numbering
sites in the unit cell can therefore be dropped, while the index
n numbers the lattice sites.

Each displacement vector � �Rv (T ) determines a corre-
sponding U -matrix U v that describes for all matrices in the
� representation the coordinate transformation from a shifted
atom position to the original equilibrium position. This allows
one in particular to connect the single-site t-matrix tv for a
shifted atom to the common global frame of reference used by
the multiple scattering calculations. Within the alloy analogy
model, each member in the set of Nv displacement vectors
� �Rv (T ) can now be seen as a pseudocomponent of a multi-
component pseudoalloy. As for a substitutional alloy, the site
diagonal configurational average can this way be determined
by solving the multicomponent CPA equations referring to the
global frame of reference:

τCPA =
Nv∑

v=1

xvτ v, (6)

τ v = [(tv )−1 − (tCPA)−1 + (τCPA)−1]−1, (7)

τCPA = 1

BZ

∫
BZ

d3k[(tCPA)−1 − G(�k, E )]−1, (8)

where the CPA medium is described by a corresponding CPA
single-site t-matrix tCPA and scattering path operator τCPA.
The first of these equations expresses the requirement for the
mean-field CPA medium that embedding of a component v

into the medium should not lead in the average to an additional
scattering, with Eq. (7) giving the corresponding scattering
path operator τ v for the embedded component v. Finally,
Eq. (8) gives τCPA by a Brillouin zone integral in terms of tCPA
and the so-called Korringa-Kohn-Rostoker (KKR) structure
constants G(�k, E ) [35].

Assuming—in line with the adiabatic approximation—a
frozen potential for the displaced atoms and neglecting cor-
relations between the atomic displacements, Eqs. (6) to (8)
allow one to evaluate the necessary thermal configurational
averaging when dealing with Eq. (2) for finite temperatures.
This way one gets for the temperature dependent exchange
coupling constants

J̄
αiα j

i j = − 1

2π
Im

∫
dE Tr〈�V αiτ i j�V α j τ ji〉c, (9)

where 〈. . .〉c represents the configurational average with re-
spect to the set of displacements. In all calculations we have
used a set of Nv = 14 displacements as increasing Nv led only
to minor changes to the final results. Note also that within
the present work the temperature dependent changes of the
occupation numbers for the electronic states are not taken
into account. As discussed in the context of the electrical
conductivity dealing with thermal lattice vibrations, a config-
urational average as occurring in Eq. (9) leads to the so-called
vertex corrections [10,11]. As the expression in Eq. (9) refers
explicitly to a specific pair of sites, these have been ignored
here; i.e., the configuration average has been simplified to
〈�V α τ i j 〉c〈�V β τ ji〉c.

III. COMPUTATIONAL DETAILS

The results presented below are based on self-consistent
first-principles electronic structure calculations performed us-
ing the spin-polarized relativistic Korringa-Kohn-Rostoker
Green function (SPR-KKR-GF) method [35,36], using the
atomic sphere approximation (ASA). The local spin den-
sity approximation (LSDA) to spin density functional theory
(SDFT) has been used with a parametrization for the exchange
and correlation potential as given by Vosko et al. [37]. For the
angular momentum expansion of the Green function the an-
gular momentum cutoff lmax = 3 was used. Within the present
work, the following systems have been considered: bcc Fe
(a = 5.41 a.u.; �D = 420 K), fcc Ni (a = 6.65 a.u.; �D =
375 K), ferromagnetic (a = 5.66 a.u.), and antiferromagnetic
(a = 5.63 a.u.) B2 FeRh with �D = 390 K for both phases,
1 ML Fe on the (111) surface of Pt (a = 7.40 a.u. for fcc Pt;
�D = 280 K), and 1 ML Fe on the (111) surface of Au (a =
7.68 a.u. for fcc Au; �D = 230 K) with the corresponding
structure parameters given in atomic units, i.e., as multiples
of the Bohr radius, in parentheses. The calculations for 1
ML Fe/Pt(111) and 1 ML Fe/Au(111) have been performed
using a supercell geometry with a (1 ML Fe/3 ML Pt(Au)/5
ML ES) supercell (where ES stands for empty sphere), with
Fe occupying ideal fcc positions, i.e., without optimization
of the interlayer distance. A k-mesh with 25 × 25 × 25 grid
points was used for the integration over the BZ of the three-
dimensional bulk systems and with 46 × 46 × 5 grid points
for 1 ML Fe on the (111) surface of Pt or Au, respectively. For
the calculations of the exchange parameters as a function of
the occupation the corresponding energy integration has been
performed using an energy mesh with 200 energies having a
constant imaginary part of 1 meV.

IV. RESULTS AND DISCUSSION

A. bcc Fe

As it is mentioned above, one may expect that the mod-
ification of the electronic structure due to thermal lattice
vibrations will not only influence transport and other response
properties, but also the exchange coupling parameters. That
this is indeed the case is demonstrated in the following for
the elemental ferromagnets bcc Fe and fcc Ni, B2 bulk FeRh,
as well as for a Fe monolayer on Pt(111) as representative
examples.

The isotropic exchange coupling parameters Ji j calculated
for the FM reference state of bcc Fe are plotted in Fig. 1 (a)
for different amplitudes of thermal lattice vibrations related
to a corresponding lattice temperature Tlat according to the
Debye model. As one can see, there are indeed pronounced
modifications of the exchange coupling parameters due to the
lattice vibrations that depend strongly on the considered pair
of sites. By far the most significant changes are found for the
nearest-neighbor interaction parameters that decrease strongly
with an increase of the amplitude of the thermal displacements
or the lattice temperature, respectively. This in turn should
have a corresponding impact on the Curie temperature TC.
Within the mean-field approximation (MFA), TC is essentially
given by a sum

∑
j Ji j over the coupling parameters allowing

therefore in a simple way to monitor the dependence of TC
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FIG. 1. Isotropic exchange coupling parameters Ji j for bcc Fe
calculated for the FM (a) and DLM (b) reference states. The re-
sults are represented for different amplitudes of the thermal lattice
vibrations given in terms of the rms displacement (〈u2〉T )1/2 and
corresponding lattice temperature Tlat .

on the effective lattice temperature Tlat or, equivalently, on the
temperature dependent rms displacement (〈u2〉T )1/2. Figure 2
(circles) shows corresponding results for TC as a function
of (〈u2〉T )1/2 obtained by summing Ji j within a sphere with
radius Rmax = 5a, with a being the lattice parameter.

Keeping in mind that the mean field approximation (MFA)
normally overestimates the critical temperature when com-
pared to results obtained from Monte Carlo (MC) simulations
or RPA (random phase approximation) based calculations, one
notes that the MFA result for TC of bcc Fe, evaluated without
accounting for the lattice vibrations, is rather close to the
experimental value, T exp

C = 1043 K. However, a finite ampli-
tude of the lattice vibrations leads to a significant monotonous

FIG. 2. Theoretical Curie temperature TC for bcc Fe plotted as
a function of the amplitudes of thermal lattice vibrations (〈u2〉T )1/2

calculated for the FM (circles) and DLM reference states either
using the MFA (squares) or MC simulations (diamonds) together
with the relation between the lattice temperature Tlat and (〈u2〉T )1/2.
Open squares represent the results on DLM-based mean-field TC

calculated for lattice parameter corresponding to experimental Curie
temperature.

decrease of T MF
C with (〈u2〉T )1/2 implying a corresponding

deviation from experiment. As mentioned above, more reli-
able results for the Curie temperature can be obtained on the
basis of the exchange coupling parameters calculated for the
PM reference state described here within the disordered lo-
cal moment (DLM) approximation. Using the nonrelativistic
version of this model, magnetic disorder in the PM state is
accounted for by averaging over all possible directions of the
spin moments. Equivalent to this is to consider a pseudoalloy
Feup

0.5Fedown
0.5 of Fe atoms with opposite spin moments oriented

up and down, respectively. This leads to a significant modi-
fication of the electronic structure at high temperature when
compared to the case when only lattice vibrations are taken
into account. This is demonstrated by Fig. 3, which shows
for bcc Fe at the lattice temperature Tlat = 1200 K the spin-
projected DOS in the global frame of reference, calculated
accounting for lattice vibrations only (FM reference state)
as well as with spin fluctuations included (DLM reference
state). Treating the magnetically disordered state within the
DLM approach implies a random orientation of the atomic
spin magnetic moments leading to the same spin-up and
spin-down DOS in the global frame in spite of the exchange
split electronic states with their quantization axis oriented
along the atomic spin magnetic moment. These results are
compared in Fig. 3 with the DOS calculated for Tlat = 0 K.
The significant difference of the electronic structure for the
magnetically disordered state compared to that for the FM
state leads to a corresponding difference for the exchange
coupling parameters. Figure 1(b) gives the resulting exchange
coupling parameters for the DLM reference state of Fe. As
a consequence, the corresponding MFA Curie temperature
(≈1700 K) exceeds the value obtained for the FM reference
state in an appreciable way when thermal lattice vibrations
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FIG. 3. Spin-projected DOS for bcc Fe, calculated accounting
for thermal lattice vibrations only (dashed line, FM reference state)
and thermal lattice vibrations + spin fluctuations (dashed-dotted line,
DLM reference state) for Tlat = 1200 K. Solid line represents the
ground state DOS calculated for the FM reference state.

are ignored. This observation was already reported in the
literature before (see, e.g., Ref. [38]). A finite amplitude of the
thermal atomic displacements leads again to a lower MFA-
based Curie temperature, as it is shown in Fig. 2 (squares),
reaching the value T MF

C ≈ 1200 K when requiring that the
Curie temperature and lattice temperature coincide. In order
to compare the impact of thermal lattice vibrations on the
exchange interactions with the impact of a thermal lattice
expansion, the DLM-based calculations have been performed
also for bcc Fe with the lattice parameter a = 5.48 a.u. as
determined for the Curie temperature [39]. The mean-field
results for TC obtained in this case show only a rather small
increase when compared to the case without account of lattice
expansion (open squares in Fig. 2). This implies a dominating
influence on Ji j for thermal lattice vibrations when compared
to the impact of the thermal lattice expansion.

Figure 2 gives also results for the Curie temperature
obtained by MC simulations considering 15 atomic shells
around each atom using DLM-based exchange parameters
(diamonds). In this case, the Curie temperature T MC

C , cal-
culated for an unperturbed lattice, slightly overestimates the
experimental value. When the amplitude of thermal lattice
vibrations increases, T MC

C also goes down and coincides with
the lattice temperature Tlat at around 1000 K, underestimating
slightly the experimental Curie temperature this way. This
small deviation might among others be ascribed to the approx-
imate treatment of lattice vibrations when calculating Ji j that
in particular neglects correlations in the thermal motion of the
atoms.

To get more insight concerning the temperature depen-
dence of the exchange coupling parameters, Fig. 4(a) shows
the nearest-neighbor parameter J01 for FM bcc Fe for two

FIG. 4. Occupation dependence of the exchange coupling pa-
rameter J01 of bcc Fe for the FM (a) and the DLM (c) reference
states. Dashed line represents results for the lattice temperature Tlat =
1200 K. Panel (b) represents the orbital-resolved parameters for the
FM reference state, J̃tt

01, J̃ee
01, and J̃te

01, respectively, while (c) gives their
changes due to thermal lattice vibrations when increasing Tlat from 0
to 1200 K.

different temperatures as a function of the upper limit of the
energy integration in Eq. (2) (with E = 0 eV the true Fermi
energy) reflecting its dependence on the occupation. The solid
and dashed lines represent results obtained without and with
lattice vibrations, respectively, accounted for. One can see
that depending on the occupation of the valence band the
lattice vibrations can result either in a decrease or increase
of the exchange parameter. Following the idea reported by
Wang et al. [8] and later by Kvashnin et al. [40] and Ruban
and Peil [26], one can further decompose Ji j into its orbital
contributions. For the orbitals grouped according to the repre-
sentations of the cubic point group, t2g and eg, the exchange
parameter can be decomposed according to the expression
Ji j = J

t2g−t2g

i j + J
eg−eg

i j + J
t2g−eg

i j allowing one to monitor the
dependence of the individual orbital contributions to Ji j on
the lattice vibrations [26]. In Fig. 4(b) representative results
are shown for the contributions of the l = 2, m = ±1 (t2g)
and l = 2, m = 0 orbitals (eg) to the nearest neighbor inter-
action parameter J01, with the corresponding representations
given in parentheses. To distinguish these data from those
connected with the complete set of the cubic point group
representations, t2g and eg, we use the symbol J̃ instead of J .
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FIG. 5. Exchange coupling parameters Ji j calculated for Ni for
the FM and DLM reference state without lattice vibrations and ac-
counting for lattice vibrations corresponding to Tlat = 630 K.

For calculations done without lattice vibrations (Tlat = 0 K),
this decomposition reveals an antiferromagnetic character for
the J̃tt

01 parameter in contrast to the ferromagnetic character of
J̃ee

01 and J̃te
01. This finding is in full agreement with previous

work [26,40]. The change of the orbital resolved coupling
parameters J̃γ γ ′

01 [γ (γ ′) = e ≡ eg, t ≡ t2g] when going from
0 to 1200 K is shown in Fig. 4(c). Obviously, the most
pronounced changes are found for the contribution J̃tt

01. The
observed changes are primarily ascribed to the broadening
of the electronic states due to the thermal lattice vibrations,
leading either to an increase or decrease of J̃γ γ ′

01 or J01, re-
spectively, depending on the occupation of the energy band.
Finally, Fig. 4(d) represents results obtained for the DLM
reference state. The electronic states in this case are broadened
in addition due to the thermally induced magnetic disorder
in the system. Including thermal lattice vibrations in addition
with Tlat = 1200 K leads for the J01 parameter to changes
with respect to Tlat = 0 K, comparable to those found for the
ferromagnetic reference state [see Fig. 4(a)].

B. fcc Ni

The isotropic exchange coupling parameters Ji j calculated
for fcc Ni are shown in Fig. 5. For this material the lattice
vibrations lead to a tiny modification of the exchange pa-
rameters calculated for the FM reference state for Tlat = 0
(open circles) and 630 K (closed circles) shown in Fig. 5. The
mean-field Curie temperature evaluated with these parameters
increases from T MF

C ≈ 420 K obtained with the parameters for
the unperturbed ground state (Tlat = 0 K) to T MF

C ≈ 430 K
for the state with an amplitude of lattice vibrations corre-
sponding to Tlat = 630 K. The well known itinerant-electron
character of magnetism in Ni leads—in contrast to Fe—for
the PM state above the Curie temperature to a very small or
vanishing magnetic moment (see, e.g., Ref. [41] and refer-
ences therein). This prevents one from performing standard
self-consistent DLM calculations as these also lead to a zero

FIG. 6. MF Curie temperature calculated for fcc Ni for the FM
(circles) and DLM (squares) reference states, plotted as a function
of the amplitudes of thermal lattice vibrations given in terms of
lattice temperature. Open squares represent the results on DLM-
based mean-field TC calculated for lattice parameter corresponding
to experimental Curie temperature.

local magnetic moment for the paramagnetic DLM state. For
that reason, Ruban et al. suggested using a constrained local
exchange field when dealing with the magnetic properties of
Ni. As the subtle temperature dependent magnetism of Ni
is not the central issue of the present work, we investigated
the simultaneous impact of lattice vibrations and magnetic
disorder on the Ji j parameters by performing the DLM-like
calculations with the spin moment constrained by using a
frozen potential [9,12,13]. The resulting exchange coupling
parameters calculated for the DLM reference state without
account for lattice vibrations are given in Fig. 5 by open
squares, while closed squares represent data for the lattice
temperature Tlat = 630 K. As one notes, the first-neighbor ex-
change parameters significantly increase with the temperature
increase as can be seen in Fig. 5. The corresponding MFA
Curie temperature shown in Fig. 6 by squares increases from
∼470 K for Tlat = 0 K to ∼600 K for Tlat = 630 K. However,
one should keep in mind that the MFA results lead usually
to an overestimation of the Curie temperature. On the other
hand, performing instead MC simulations based on the DLM
derived exchange parameters calculated for Tlat = 630 K leads
to a Curie temperature TC = 430 K that is far below the
experimental value.

The mean-field Curie temperature was calculated also us-
ing the DLM-based exchange coupling parameters, taking
into account the thermal lattice expansion and using the lattice
parameter measured at the Curie temperature [42]. The corre-
sponding results are given in Fig. 6 by open squares, showing
in contrast to bcc Fe a decrease of TC . Note, however, that the
impact of the lattice expansion on the Curie temperature is
found to be smaller than the impact of thermal lattice vibra-
tions, similar to the case of bcc Fe.

The occupation dependence of the exchange coupling pa-
rameter J01 of Ni calculated for the FM reference state is
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FIG. 7. Occupation dependent exchange coupling parameter J01

for fcc Ni for the FM (a) and the DLM (b) reference states. Panel
(c) represents the orbital-resolved parameters for the DLM reference
state, J̃tt

01, J̃ee
01, and J̃te

01 and (d) their changes due to thermal lattice
vibrations.

shown in Fig. 7(a) for the two lattice temperaturesTlat = 0 and
630 K. As to be expected from Fig. 5 a relatively weak impact
of thermal lattice vibrations is found in this case. This can
partially be attributed to the rather low critical temperature,
i.e., temperature regime to be considered, for which the mean-
square displacements of the atoms are still too small to lead to
significant changes in the electronic structure. In line with this,
the temperature dependence of the parameter for the DLM
reference state shown in Fig. 7(b) is found to be very similar to
that for the FM state. The orbital decomposition of the data for
the DLM reference state that is given in Fig. 7(c) shows that
all components J̃tt

01, J̃ee
01, and J̃te

01 are positive for the occupation
corresponding to the true Fermi energy of fcc Ni and that for
Ni the most pronounced impact of lattice vibrations occurs for
the J̃tt

01 and J̃te
01 contributions.

C. FeRh

As an example for a compound, the well known B2 FeRh
system that exhibits a temperature induced AFM to FM
transition is considered in the following. According to first-
principles calculations [43], the metamagnetic transition can
be seen as a result of the competition of Fe-Fe exchange
interactions including indirect Fe-Rh-Fe interactions, which
depend on the magnetic configuration. However, a possible
influence of lattice vibrations on the finite temperature mag-
netic properties of FeRh has not been discussed so far. Within

FIG. 8. Interatomic Fe-Fe exchange coupling parameters corre-
sponding to various temperatures, calculated for FeRh with the FM
(a) and AFM (b) structures. The temperature dependence is only
due to the thermal lattice vibrations. The mean-square displacements
corresponding to the considered temperatures are as follows: 0.13
a.u. (200 K), 0.17 a.u. (300 K), and 0.23 a.u. (500 K).

the present work, calculations have been performed for the
FM and AFM configurations separately considering several
values of lattice temperatures. The corresponding results are
given in Fig. 8 for the FM (a) and AFM (b) states. One can see
in both cases that the increase of the amplitude of the thermal
lattice vibrations results in an increase of the interatomic FM
exchange and a decrease of the AFM exchange interactions.
According to the discussions in Ref. [43], these changes of
the Fe-Fe exchange interactions should lead in the AFM phase
to an increase of the amplitude of the thermally induced spin
fluctuations and in turn to an increase of the amplitude of the
fluctuations of the induced Rh magnetic moments that are
responsible for the stabilization of the FM state [43]. Cor-
responding MC simulations have been performed following
the approach reported in Ref. [43] using the Fe-Fe exchange
parameters calculated accounting for thermal lattice vibra-
tions corresponding to the lattice temperature Tlat = 300 K.
The calculations lead a decrease of the critical temperature
for the AFM-FM metamagnetic phase transition by about
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FIG. 9. Occupation dependent Fe-Fe exchange coupling param-
eter J01 for FeRh using the FM (a) and the AFM (b) structure as
reference states. The results are presented for two values of the lattice
temperature Tlat .

40 K. It should be noted that in these simulations the Fe-Rh
exchange interactions have been taken the same as those used
in Ref. [43], i.e., calculated for Tlat = 0 K without including
the impact of lattice vibrations.

The occupation dependence of the Fe-Fe exchange cou-
pling parameter J01 of FeRh is shown in Fig. 9 for the FM as
well as the AFM reference states. One can see that the impact
of lattice vibrations on Ji j is rather small over all occupation
numbers or energies, respectively, and is close to its maximum
value for the proper occupation number at the Fermi level, i.e.,
at E = 0 eV.

D. Two-dimensional systems: 1 ML Fe on Pt(111) and Au(111)

Finally, as an example for two-dimensional (2D) sys-
tems, we present results for 1 ML Fe on a Pt(111) and
a Au(111) substrate, composed of three atomic layers, re-
spectively. These model systems are considered here only as
illustrative examples. Because of the lack of inversion sym-
metry the Dzyaloshinskii-Moriya interaction (DMI) is finite
in these systems, allowing one to discuss the impact of lattice
vibrations not only on the isotropic exchange interactions but
also on the DMI. It should be noted here that a temperature
dependency of the DMI has been observed in experiment by
several groups [44,45], while so far no corresponding theoreti-
cal discussion can be found in the literature to our knowledge.

In contrast to the bulk materials discussed above, the 2D
systems considered here are strongly anisotropic. This implies
that the approximations used to characterize thermal lattice
vibrations, i.e., in particular assuming isotropic displacements
of the surface atoms, are less justified. This problem, however,
can be removed by accounting for the directional anisotropy
of the displacements with the necessary input taken from ad-
ditional phonon calculations, as it was reported recently [46].
Another simplification is the use of the Debye temperature of
corresponding bulk materials of the overlayer and substrate, as
experimental data for the specific surface layer system are not
available. It should be noted also that, in spite of the lack of
translation symmetry in one direction, the half-infinite surface

FIG. 10. Isotropic exchange coupling parameter Ji j (a), the x-
component Dx

i j (b), and the z-component Dz
i j (c) of the DMI for 1

ML Fe on the Pt(111) surface for several values of the rms atomic
displacement (〈u2〉T )1/2 (given in parentheses) corresponding to dif-
ferent lattice temperatures Tlat .

layer systems considered are quasi-three-dimensional, and the
use of a 3D Debye model for these systems seems nevertheless
to be reasonably well justified.

As the Curie temperatures evaluated within the MFA are
≈800 K for Fe/Pt(111) and ≈900 K for Fe/Au(111), the
highest lattice temperature used in our calculations is 900 K.
Figures 10 and 11 show results for the Fe-Fe isotropic ex-
change interaction (a), the x (b), and the z component (c)
of the DMI, calculated for the FM reference state of these
systems. As one can see, in both cases a similar behavior
has been found for isotropic exchange interactions Ji j as a
function of the Fe-Fe distance Ri j with a weak dependence on
the lattice temperature. On the other hand, the dependence
of the DMI components, Dα

i j , on thermal lattice vibrations is
much more pronounced. Interestingly, an opposite trend of
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FIG. 11. Isotropic exchange coupling parameter Ji j (a), the x-
component Dx

i j (b), and the z-component Dz
i j (c) of the DMI for 1

ML Fe/Au(111) for several values of the rms atomic displacement
(〈u2〉T )1/2 (given in the parentheses) corresponding to different lat-
tice temperatures Tlat .

the temperature induced modifications of the Dα
i j parameters

shows up for different Fe-Fe distances. A similar behavior
can also be seen when comparing the first-neighbor DMI for
the systems under consideration. While in the case of 1 ML
Fe/Au(111) an increasing amplitude of thermal lattice vibra-
tions results in a decrease of the Fe-Fe DMI [see Fig. 11(b)],
the DMI increases with increasing lattice temperature in the
case of 1 ML Fe/Pt(111). To get more insight concerning the
influence of lattice vibrations on the exchange interactions, the
nearest-neighbor exchange parameters have been calculated
as a function of occupation for two different values of the
lattice temperature. Figures 13 and 14 show the isotropic
Fe-Fe exchange coupling parameter J01 (a) and z component
of the DMI Dz

01 (b). For the parameter J01 only a weak change
caused by an increase of the lattice temperature can be seen

FIG. 12. Bloch spectral function calculated for 1 ML Fe/Pt(111)
using two values of the imaginary part of the energy: 0.1 meV, with
SOC (a) and without SOC (b), and 5 meV with SOC (c).

over the whole regime of occupation numbers represented in
the figures. In contrast to this, Figs. 13(b) and 14 show a very
pronounced impact of the lattice vibrations on the parameter
Dz

01. As one can see in the figures, Dz
01 seen as a function of the

occupation has a nonmonotonous behavior at low temperature
with the observed “fine structure” associated with avoided
crossings of the energy bands. These details of the electronic
structure can be seen in Fig. 12(a) for 1 ML Fe/Pt(111) in the
vicinity of the Fermi energy. The rapid changes of the DMI
occur when the apparently varied Fermi level passes through
an avoided crossing of the energy bands, which occurs due to
spin-orbit coupling (SOC) (see discussion in Refs. [47,48]).
The most prominent modifications of the band around the
avoided crossing points occur in the vicinity of the � point
both along the � − M and � − K directions, as well as in the
middle of the � − K direction of the Brillouin zone. This can
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FIG. 13. Occupation dependent Fe-Fe exchange coupling param-
eter J01 (a) and z component of the DMI Dz

01 in 1 ML Fe/Pt(111)
calculated for two values of the lattice temperature Tlat . Dotted and
dashed-dotted lines represent the results obtained with the imaginary
energy part of 5 and 10 meV, respectively.

be easily seen by comparing the energy bands represented by
the Bloch spectral functions in Figs. 12(a) and 12(b), which
are calculated with (a) and without (b) SOC interaction taken
into account. The prominent features in the DMI plots seen in
Figs. 13(b) and 14(b) are created by those energy bands that
give a dominant contribution to Dz

01. When the lattice temper-
ature increases to Tlat = 900 K, the fine structure of Dz

01(E )
seen as a function of E is washed out for both systems. Par-
tially, this can be attributed to a smearing of the energy bands
due to an increasing electron scattering by the thermal lattice
vibrations. This mechanism is demonstrated in Fig. 12(c) that
represents the Bloch spectral function calculated for an imag-
inary part of the energy of 5 meV mimicking a decrease of
the lifetime of the electronic states connected with the elec-
tron scattering by lattice vibrations. This modification of the
electronic structure leads for 1 ML Fe/Pt(111) to the changes
of J01(E ) and Dz

01(E ) as functions of the energy shown in
Figs. 13(a) and 13(b) by dotted lines. Dashed-dotted lines
represent corresponding results obtained for an imaginary part
of the energy of 10 meV. In the case of the DMI, one can see
a decrease of the amplitude of modulations with energy when
the imaginary part of the energy increases. However, compar-
ing these results with the results obtained for Tlat = 900 K,
it is obvious that the influence of thermal lattice vibrations on
the exchange parameters also stems to a large extent from their
impact on the matrix elements given in Eq. (3). Note also that,
in contrast to the energy and orbital-specific smearing caused
by the thermal lattice vibrations, the calculations using a fixed
imaginary part for the energy give the same smearing for all
energy bands.

FIG. 14. Occupation dependent Fe-Fe exchange coupling param-
eter J01 (a) and z component of the DMI Dz

01 in 1 ML Fe/Au(111)
calculated for two values of the lattice temperature Tlat .

V. SUMMARY

To summarize, the alloy analogy model was used to
calculate the exchange coupling parameters taking into ac-
count randomly distributed atomic displacements in the lattice
giving access this way to temperature induced modifica-
tions of the exchange parameters. Focusing both on the
isotropic exchange and Dzyaloshinskii-Moriya interactions, it
is demonstrated that—depending on the material—the effect
of lattice vibrations on the exchange parameters can be rather
significant and should be taken into account in simulations
of finite-temperature magnetic properties of these systems. In
particular, in the case of skyrmion hosting materials, thermal
lattice vibrations, together with thermal spin fluctuations and
lattice expansion, have an impact on the temperature depen-
dent size as well as the stability of the skyrmion, as these
are determined by the exchange interactions and magnetic
anisotropy in the system.

Moreover, the present approach allows one to make a cor-
rection to the exchange coupling parameters in random alloys
with alloy components having different atomic radius result-
ing in turn in randomly distributed atomic displacements.
In fact, a significant impact of such static displacements on
the residual electrical resistivity was demonstrated for high-
entropy alloys [49].
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