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Local probes for charge-neutral edge states in two-dimensional quantum magnets
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The bulk-boundary correspondence is a defining feature of topological states of matter. However, for quantum
magnets in two dimensions such as spin liquids or topological magnon insulators, a direct observation of
topological surface states has proven challenging because of the charge-neutral character of the excitations.
Here we propose spin-polarized scanning tunneling microscopy as a spin-sensitive local probe to provide direct
information about charge-neutral topological edge states. We show how their signatures, imprinted in the local
structure factor, can be extracted by specifically employing the strengths of existing technologies. As our main
example, we determine the dynamical spin correlations of the Kitaev honeycomb model with open boundaries.
We show that by contrasting conductance measurements of bulk and edge locations, one can extract direct
signatures of the existence of fractionalized excitations and nontrivial topology. The broad applicability of this
approach is corroborated by a second example of a kagome topological magnon insulator.
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I. INTRODUCTION

The search for topological properties of insulating quan-
tum magnets is an exciting, yet challenging task [1,2]. While
related electronic systems saw a swift verification of the bulk-
boundary correspondence [3–6] because surface-sensitive
probes such as angle-resolved photoemission spectroscopy
(ARPES) and scanning tunneling microscopy (STM) were
readily available, similar smoking-gun signatures have re-
mained elusive for magnetic systems beyond one dimension
[7,8] due to the charge-neutral character of spin excitations.
One route to address this obstacle leads to spin-sensitive local
probes, which have recently been proposed as novel tools for
identifying fascinating phases of matter such as quantum spin
liquids (QSLs) [9–13].

Moreover, recent technological advances in the fabrica-
tion of van der Waals heterostructures have drawn particular
attention to magnetic quantum systems in two dimensions
[14,15]. In this context, transport measurements of graphene
on top of atomically thin insulating magnets have been
employed to measure the thermodynamic properties of the
magnetic layer [16]. Here we propose similar heterostruc-
tures for tunneling-based surface spectroscopy in order to
probe magnetic excitations [17]. A contender to overcome the
above-mentioned challenges could thus be provided by spin-
polarized scanning tunneling microscopy (SP-STM), which
is sensitive to local spin excitations through inelastic tun-
neling processes [18–21]. This technique has been employed
to characterize arrangements of interacting magnetic atoms,
including the resolution of spin-wave spectra [22,23], and
might provide access to localized boundary modes [24–26].
The most direct application of our proposal may thus be the
resolution of edge modes in topological magnon insulators
(TMIs), indirect signatures of which have been observed in
two-dimensional (2D) magnets [27–32].

Particular strengths of SP-STM include atomic resolution
as well as the ability to investigate anisotropies via the selec-
tive polarization of tip and substrate, making it, in principle,
well suited for the study of highly anisotropic Kitaev spin liq-
uids [33]. Conveniently, one of the prime material candidates
[34–37], the α-RuCl3 compound, can be exfoliated down to
monolayer thickness [38] and first graphene heterostructures
have been reported [39,40]. Although this material displays
an ordered zigzag ground state [41,42], there exists consistent
evidence for the onset of a disordered state under the pres-
ence of a moderate magnetic field [43–46]. Most strikingly,
thermal Hall measurements on bulk samples show a fractional
quantization of the thermal conductivity [47], indicating the
presence of chiral Majorana fermion edge states, a result
whose origin is currently under debate [48,49].

In this work, after a brief summary of SP-STM, we first
show that it allows for observing topological magnon edge
states of TMIs. As our main result, we then determine qual-
itative features for potential SP-STM measurements of 2D
magnets described by an extended Kitaev honeycomb model.
By evaluation of the dynamical spin structure factor on open
boundary conditions (OBCs), we find clear signatures associ-
ated with the existence of fractionalized gapless edge modes
and emergent Z2 gauge fluxes.

II. SPIN-POLARIZED STM

We review some essential aspects of spin-polarized STM,
largely based on the works of Refs. [20,21,50]. The setup is
as follows: A metallic tip of the STM device (t) is located
at a position r = (x, y) and at a vertical distance d above a
metallic substrate (s). In between, a layer of an insulating spin
system (S) is placed on top of the substrate; see Fig. 1. The
Hamiltonian takes the form Ĥ = Ĥt + Ĥs + ĤS + ĤT , where
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FIG. 1. Spin-polarized scanning tunneling microscopy (SP-
STM). We propose tunneling from a metallic and magnetic substrate
to an STM tip via inelastic spin flips of an insulating magnetic layer
(S) in between. A tunneling electron can excite a mode with energy
ω in S provided the applied bias voltage exceeds this energy. The
resulting conductance is proportional to the spin-dependent densities
of states in tip, substrate, and the sample S; cf. Eq. (1). Tuning the
spin polarization in tip and substrate allows for selectively probing
different types of spin excitations in the sample.

Ĥt = ∑
p,σ εp,σ â†

p,σ âp,σ and Ĥs = ∑
k,σ εk,σ b̂†

k,σ
b̂k,σ describe

the noninteracting electrons in tip and substrate, whose
details are not crucial. ĤS ({Ŝi}) describes the interacting
system of spins Ŝi at positions ri. Finally, ĤT mod-
els the tunneling of electrons between tip and substrate
in the presence of an applied bias voltage V via ĤT =∑

p,k,σ,σ ′ [T̂ σσ ′
r â†

p,σ b̂k,σ ′eikr+ieV t + H.c.], where T̂ σσ ′
r depends

on the spin system via an exchange coupling, T̂ σσ ′
r =

t0 δσσ ′ + ∑
i t1(r − ri ) σσσ ′ · Ŝi. Here, t0 is the bare tunneling

rate, while for the spin-dependent second term, we fol-
low Ref. [21] and assume the exponential form t1(r − ri ) =
�1e−d/d0 e−|r−ri|/λ with constants d0, λ.

Within this setup, we focus on the tunneling conduc-
tance ∂I/∂V due to the spin-dependent contribution. Defining
the dynamical structure factor Sαα

i j (t ) = 〈Ŝα
i (t )Ŝα

j (0)〉
S

=∫
dω e−iωtSαα

i j (ω), Fermi’s golden rule yields, at zero temper-
ature (see Appendix A),

∂I

∂V
= 2e2

h̄

∑
i, j,α,β

t1(r − ri )t1(r − r j ) cαβ

∫ eV

0
dω Sαβ

i j (ω),

(1)

which contains a spin-weight function cαβ =∑
σ,σ ′ nσ (εF )Nσ ′ (εF )σα

σ ′σ σ
β

σσ ′ . Here, the σα are Pauli matrices
and nσ (εF )/Nσ (εF ) are the spin-dependent densities of states
at the Fermi level for both tip and substrate. The intuition
behind expression (1) is summarized in Fig. 1. Crucially, the
prefactors cαβ depend on the relative spin polarization of the
tip and substrate. This allows for a controlled selection of spin
excitations that are to be probed [20,21,51]. We highlight three
important settings considered in this work: (1) nonpolarized
tip and substrate (n+ = n− and N+ = N−): cαβ ∼ δαβ and
independent of α; (2) fully parallel-polarized tip and substrate
(n− = N− = 0): cαβ ∼ δα,zδβ,z, where z was chosen as the
common polarization axis; (3) fully antipolarized tip and
substrate (n− = N+ = 0): cαβ ∼ (1 − δα,z )(1 − δβ,z ).

III. TOPOLOGICAL MAGNON INSULATORS

As a first example, we apply Eq. (1) to topologi-
cal magnon edge states appearing in TMI layers. For
concreteness, we consider the well-known example of a
2D kagome ferromagnet featuring nonzero Dzyaloshinskii-
Moriya (DM) interactions [52–54]:

Ĥ =
∑
〈nm〉

−J Sn · Sm + Dnm · (Sn × Sm) − h ·
∑

n

Sn, (2)

where Dnm is the DM interaction on the bond nm, and h is an
external magnetic field along ẑ||[111]. Following Ref. [53],
Eq. (2) can be brought into quadratic spin-wave form by ap-
plying a standard Holstein-Primakoff approximation, leading
to Ĥ = ∑

〈nm〉 b†
nHnmbm + ∑

n Hnnb†
nbn + E0. Here, Hnm =

−S(J + iD) along all bonds oriented counterclockwise within
each elementary triangle and Hmn = −S(J − iD) accordingly.
The diagonal part is given by Hnn = hS + JSMn, with Mn the
number of nearest neighbors of site n; see Fig. 2(a).

On a strip geometry, Ĥ can be block diagonalized with
respect to the kx-momentum quantum number such that Ĥ =∑

kx

∑
l,l ′ b†

l (kx )H̃ll ′ (kx )bl ′ (kx ) = ∑
kx

∑
l εl (kx ) b̃†

l (kx )b̃l (kx ),
where l labels the sites along the y direction and the
eigenmodes b̃l (kx ) = ∑

l ′ Ul,l ′ (kx )bl ′ (kx ) are obtained
numerically. The spectrum εl (kx ) is shown in Fig. 2(b)
and displays edge modes within the bulk gaps between
bands with nonzero Chern numbers [52]. The structure factor
entering the differential conductance given by Eq. (1) can
be determined simply from its Lehmann representation at
finite temperatures. Focusing on the T = 0 limit, we obtain
Szz

lmln
(kx, ω) ∼ δ(ω) and Syy

lmln
(kx, ω) = Sxx

lmln
(kx, ω), with

Sxx
lmln (kx, ω) =

∑
s

Ulm,s(kx )U ∗
ln,s(kx )δ[ω − εs(kx )]. (3)

Equation (3) makes the coupling of the structure factor to
the local density of the eigenmodes manifest. Accordingly,
∂I/∂V , evaluated for an unpolarized tip on the boundary of
a system containing 181 sites along the y direction, shows a
finite response within the first band gap; see Fig. 2(c). We
chose λ = 1.0 (units lattice spacing), which sets the length
scale of the tunneling matrix element, and notice that sizable
contributions to ∂I/∂V arise only from momenta kx � 1/λ

(see Appendix C), yielding a finite gap response from topo-
logical magnon edge modes only within the first band gap.

IV. KITAEV SPIN LIQUID

We proceed to characterize our main example, the extended
Kitaev honeycomb model,

Ĥ =
∑
〈i j〉α

Jα σ̂ α
i σ̂ α

j + K
∑

〈i j〉α,〈 jk〉γ
σ̂ α

i σ̂
β
j σ̂

γ

k , (4)

where 〈i, j〉α denotes nearest neighbors, with α ∈ {x, y, z}
labeling the three inequivalent bond types [see Fig. 3(a) for
a schematic picture of the setup]. Following Ref. [33], the
model can be solved by representing the spin operators σ̂ α

i =
ib̂α

i ĉi in terms of four different Majorana species, resulting in

Ĥ = i
∑
〈i j〉α

Jα û〈i j〉α ĉiĉ j + iK
∑

〈i j〉α,〈 jk〉γ
û〈i j〉α û〈 jk〉γ ĉiĉk, (5)
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FIG. 2. Topological magnon insulator. (a) The STM tip is placed at the edge (pos A) or over the 2D bulk (pos B) of the kagome layer, with
color gradients indicating the range of the response. For numerical evaluations, a unit cell of Ly = 181 sites along the y direction is used. Inset:
lattice vectors (green) and directions of the DM interaction (orange). (b) Energy spectrum for the magnon Hamiltonian with J = 1.0 and DM
term D = 0.2, containing edge states within the gaps of the three bulk bands. (c) Conductance ∂I/∂V using Eq. (1). While the response at tip
position B exhibits a flat conductance throughout all band gaps, at the edge (pos A), a finite response within the first gap is acquired, yielding
a clear signature for the existence of topological edge magnons.

where û〈i j〉α = ib̂α
i b̂α

j are constants of motion with eigenvalues
u〈i j〉α = ±1. There exists a local Z2 gauge structure with asso-
ciated plaquette Wilson loops Ŵp = ∏

〈i j〉∈p û〈i j〉α labeling the
gauge sector of the theory. Within a fixed sector of u〈i j〉α’s,
Eq. (5) reduces to a Majorana hopping problem.

A convenient description of the model given by Eq. (5)
is obtained by pairing the Majoranas into complex matter
fermions f̂r = 1

2 (ĉAr + i ĉBr) in each unit cell, and gauge
fermions χ̂〈i j〉α = 1

2 (b̂α
i + i b̂α

j ) on the bonds, i ∈ A, j ∈ B.

The û〈i j〉α = 2χ̂
†
〈i j〉α χ̂〈i j〉α − 1 can then be expressed in terms

of the gauge fermions, and the ground state is written as
|0〉 = |M0〉 ⊗ |F0〉, with |M0〉 the ground state of the matter
fermion problem defined by Eq. (5) within the flux-free gauge
sector |F0〉, for which Wp = +1 for all plaquettes.

To obtain OBCs, we choose a line of “weak bonds” around
the torus (z bonds, without loss of generality) whose strength
Jb → 0 vanishes. This results in a degeneracy throughout the
many-body spectrum, as the insertion of flux pairs via u〈i j〉b

→
−1 adjacent to bonds 〈i j〉b across the boundary comes without
energy cost. A general ground state for OBCs can then be
written as

|0〉 = |M0〉 ⊗ |F 〉 = |M0〉 ⊗ |F0〉bulk ⊗ |F 〉b, (6)

where |F0〉bulk is the flux-free sector of all bulk plaquettes and
|F 〉b is a general superposition of 2L−1 different boundary flux
sectors for a boundary of length L; see Appendix B for more
details.

In order to determine the conductance through Eq. (1),
we have to compute the dynamical structure factor Sαβ

i j (t ) =
〈0|σ̂ α

i (t )σ̂ β
j (0)|0〉 from a given ground state of Eq. (6). Fol-

lowing Refs. [55–57], the problem can be reduced to a
Majorana quantum quench in the matter sector,

Sαβ
i j (t ) = 〈M0|eitĤ ĉie

−it (Ĥ+V̂〈il〉α )ĉ j |M0〉
× 〈F |(χ̂〈il〉α + χ̂

†
〈il〉α

)(
χ̂〈 jk〉β + χ̂

†
〈 jk〉β

)|F 〉. (7)

Here, we chose both i, j on sublattice A, and V̂〈il〉α is the mod-
ification of the Majorana model due to flux insertion u〈il〉α →
−u〈il〉α . For bonds 〈 jk〉β adjacent to bulk plaquettes, the gauge

sector of Eq. (7) reduces to Sαβ
i j ∼ δαβ δi j , i.e., the structure

factor is ultralocal in the bulk due to the static nature of the
gauge field [58]. In contrast, bonds 〈 jk〉β = 〈 jk〉b across the

boundary can acquire longer-range contributions Sαβ
i j � δi j

due to the superposition |F 〉b of boundary fluxes. Neverthe-
less, while Eq. (7) thus generally depends on the choice of
|F 〉b, the on-site contributions Sαα

ii (t ) are independent of the
chosen state |0〉; see Appendix B. Since these contributions
dominate the STM response according to Eq. (1), any choice
of |0〉 will lead to a qualitatively representative conductance
∂I/∂V . We choose |F 〉b = |F0〉b as flux free in the following
and numerically evaluate Eq. (7) using a Pfaffian approach
[56]. In practice, we introduce a small but finite bond strength
Jb 
 1 across the boundary, which provides additional phys-
ical insight into the emergence of a Majorana zero mode for
Jb = 0.

Our main results are summarized in Fig. 3. In Fig. 3(b),
we show the integrated density of states (DOS) for the matter
fermions for J = 1, K = 0.2 in a background containing a flux
pair adjacent to a weak bond 〈i j〉b across the boundary. For
Jb = 1, we recover the result for periodic boundaries (PBCs)
with an exponentially localized fermion bound state at the flux
pair, with an energy E = F + EF

1 = 1.156J (gray dashed
line), located in the gap below the onset of a continuum band
at E = F + EF

2 = 2.819J . Here, F = 0.819J is the two-
flux gap in the bulk and EF

1/2 is the first/second eigenstate of
the matter model. As we decrease Jb, Fig. 3(c) shows how the
bound state delocalizes along the boundary, eventually turning
into a zero mode. This is reflected in the DOS by an emerging
continuum of in-gap states [dashed blue lines in Fig. 3(b)],
corresponding to a dispersive chiral Majorana edge mode, as
well as a vanishing flux gap.

Crucially, these spectral properties of Majorana-flux bound
states and the chiral Majorana edge modes are directly re-
flected in the local structure factor, displayed in Fig. 3(d)
and evaluated for Jb = 0.01J: Sαα

iBiB
(ω) at site iB in the bulk

[see Fig. 3(a)] reflects the spectrum of PBCs via a sole,
sharp contribution at the bound-state energy and a broad
continuum at higher frequencies. Note that similar signatures
for the Majorana-flux bound state have been very recently
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FIG. 3. Kitaev spin liquid. (a) Geometry of the STM setup and sketch of the Kitaev model given by Eq. (4). OBCs are introduced by
setting the strength of the dashed bonds to Jb → 0. Probing the local spin noise in the bulk requires the creation of a gapped flux pair (blue).
Moving to the boundary, these fluxes are gapless (orange), allowing for the detection of gapless Majorana edge modes. (b) Integrated DOS for
the fermionic spectrum in the presence of a boundary flux pair, both for PBCs (Jb = 1, gray) and OBCs (Jb = 0, blue). The gray-shaded area
marks the gapped continuum band in the bulk; the dashed gray line marks the energy of the bound state. The blue circles with attached dashed
lines show the energies of the in-gap edge modes at the given system size of 56 × 56 unit cells. For OBCs, the continuum band is shifted to
lower energies due to the vanishing flux gap. (c) The wave function ψ (x, y) of the fermionic bound state on 40 × 40 unit cells delocalizes upon
reducing the coupling Jb across the boundary (located at y = 0). (d) Components of the dynamical structure factor for 56 × 56 unit cells. A
finite frequency broadening was introduced for the sharp delta response from the bound state. (e) Conductance for the tip at positions A and B,
and different polarizations of tip and substrate. In the bulk, the fermion bound state creates a sharp step within the gap. On the boundary, the
step is replaced by a continuum due to the dispersive edge modes, starting from zero bias; see the inset.

predicted for planar tunneling spectroscopy [59]. In contrast,
the component Szz

iAiA
(ω) (blue) at a boundary site iA contains

no sharp contribution and instead exhibits a spectral response
throughout the former excitation gap. This demonstrates that
the structure factor couples directly to the gapless Majorana
edge mode. The component Sxx

iAiA (ω) involves the insertion of
a gauge fermion at a bond adjacent to the system boundary,
which results in the creation of a flux pair composed of one
bulk and one boundary flux [one blue and one orange plaque-
tte in Fig. 3(a)]. This induces a sharp onset of Sxx

iAiA (ω) at a
reduced flux gap F = 0.499J , above which dispersive edge
modes give a finite in-gap response.

The conductance derived from these results [see Fig. 3(e)]
is evaluated via Eq. (1) for a small λ = 0.1 (units lattice
constant), essentially focusing on the on-site response. For
tip position B, the polarizations entering cαβ do not have
qualitative effects due to the symmetry of the bulk structure
factor. The resulting conductance features a sharp step at the
bound-state energy. At the boundary (position A), the conduc-
tance varies drastically with changing cαβ : an antipolarized tip
captures the features of Sxx

iAiA (ω) = Syy
iAiA

(ω) through a sharp
step for a bias voltage matching the reduced flux gap, followed
by smaller steps due to edge states. These smaller steps merge
into a continuum in the thermodynamic limit. Note that con-
trasting the response of the bulk and edge modes even enables
the measurement of single-flux and nearest-neighbor flux-pair
energies. The latter has a value less than twice the single-flux
energy because of Majorana-induced interactions. Finally, for
a parallel-polarized setting, where cαβ exclusively picks up the
Szz

iAiA
(ω) component, the flux excitation has no effect, resulting

in an approximately linear increase of ∂I/∂V throughout the
bulk gap, in particular also at zero bias, providing a clear
signature of the chiral Majorana edge modes. We emphasize
that the term “Majorana edge mode” refers to fractionalized
excitations that can be described effectively in the language

of Majorana fermions, as is, e.g., also the case in certain spin
chains [60,61].

V. CONCLUSIONS AND OUTLOOK

In this work, we proposed tunable SP-STM measurements
for probing site-local and spin-anisotropic characteristics of
2D quantum magnets. In particular, we obtained characteristic
tunneling signatures of topological magnon edge modes for
TMIs. As our main result, we established that fractionalized
excitations described by visons and Majorana fermions in the
Kitaev QSLs can be measured via SP-STM by contrasting
bulk and boundary measurements. We emphasize that the
idealized setup of a perfectly (anti)parallel polarized tip and
substrate is not crucial to our results: While it allowed us
to isolate the contributions of different components of the
local structure factor to the conductance, a more general sit-
uation with various contributions is still expected to show
the main features of our results. In particular, by tuning the
relative polarization to some realistic degree, the resulting
accentuation/suppression of different features yields equiva-
lent information about the system’s underlying anisotropy.

Our analysis further demonstrates the direct coupling of
the spin structure factor to the Majorana correlation func-
tion on the system boundary, leading to contributions beyond
nearest-neighbor separation due to a modified flux selection
rule. In the future, it would be desirable to investigate whether
such longer-range correlations can be probed by spin noise
spectroscopy measurements, possibly providing an even more
direct probe of the chiral nature of the Majorana edge modes.
Furthermore, the gapless nature of the edge response in the
Kitaev model could open a route for a larger variety of spin-
sensitive spectroscopy tools. In particular, nitrogen-vacancy
magnetometry, typically operating on energy scales of up to
∼100 GHz [62], well below the typical values of exchange
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parameters of candidate materials in the THz regime, might
be used to further characterize 1D edge physics in several
bulk Kitaev materials, i.e., α-RuCl3 [34–37]. In conclusion,
we have established the potential of local SP-STM probes
for confirming and qualitatively characterizing TMI and QSL
physics. The observation of unambiguous signatures of topo-
logical magnon edge modes for the former, and magnetic
Majorana fermions as well as gauge flux excitations for the
latter, would provide a crucial step towards the long-time goal
of their controlled manipulation.
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APPENDIX A: DERIVATION OF STM CONDUCTANCE

Here, we provide some details on the derivation of Eq. (1)
of the main text. The following is essentially a mix of the
derivations presented in Refs. [20,21]. Let us describe the
tripartite system laid out in the main text in terms of the
eigenstates |�〉 := |n〉S|φ〉t |ψ〉s of its three unperturbed con-
stituents with respective energies E� = ES

n + Et
φ + Es

ψ . The
experimentally relevant tunneling current I between tip and
substrate at inverse temperature β can then be obtained most
directly by applying Fermi’s golden rule,

I = 2e

h̄

∑
p,k,σ,σ ′

∑
�,�̃

e−βEψ
{∣∣〈�̃|T̂ σσ ′

r â†
p,σ b̂k,σ ′ |�〉∣∣2

δ(E�̃ − E� − eV ) − ∣∣〈�̃|(T̂ σσ ′
r

)†
b̂†

k,σ ′ âp,σ |�〉∣∣2
δ(E�̃ − E� + eV )

}
. (A1)

Equation (A1) consists of two terms which we are going to treat separately. The evaluation of the first matrix element can be
decomposed into the electron and spin sector via

e−βE�
∣∣〈�̃|T̂ σσ ′

r â†
p,σ b̂k,σ ′ |�〉∣∣2 = e−βES

n
∣∣〈m|T̂ σσ ′

r |n〉∣∣2
e−β(Et

φ+Es
ψ )|〈φ̃, ψ̃ |â†

p,σ b̂k,σ ′ |φ,ψ〉|2. (A2)

Furthermore, due to the noninteracting nature of the metallic tip and substrate, the on-shell condition becomes δ(E�̃ − E� −
eV ) = δ(ES

m − ES
n + εp − εk − eV ). As this does not explicitly depend on φ̃, ψ̃, φ, ψ , we can carry out the corresponding

summations in Eq. (A1), i.e.,∑
φ,ψ

∑
φ̃,ψ̃

e−β(Et
φ+Es

ψ )|〈φ̃, ψ̃ |â†
p,σ b̂k,σ ′ |φ,ψ〉|2 =

∑
φ,ψ

e−β(Et
φ+Es

ψ )〈φ,ψ |b̂†
k,σ ′ b̂k,σ ′ âp,σ â†

p,σ |φ,ψ〉

= 〈b̂†
k,σ ′ b̂k,σ ′ 〉

β
〈âp,σ â†

p,σ 〉
β

= f (εk)[1 − f (εp)], (A3)

where f (ε) is the Fermi distribution function at a given inverse temperature. We then proceed by converting the momentum
summations

∑
p,σ → ∑

σ

∫
dε nσ (ε),

∑
k,σ → ∑

σ

∫
dε Nσ (ε) into integrals over the densities of states nσ (ε), Nσ (ε) of the

tip and substrate electrons. We further assume that only electrons near the Fermi level contribute to tunneling, thus setting the
densities of states nσ (ε) → nσ (εF ), Nσ (ε) → Nσ (εF ) constant. Inserting this and Eq. (A3) into Eq. (A1), we obtain, for the first
term, ∑

p,k,σ,σ ′

∑
�,�̃

e−βEψ
∣∣〈�̃|T̂ σσ ′

r â†
p,σ b̂k,σ ′ |�〉∣∣2

δ(E�̃ − E� − eV )

=
∑
σ,σ ′

nσ (εF )Nσ ′ (εF )
∑
n,m

e−βES
n
∣∣〈m|T̂ σσ ′

r |n〉∣∣2
∫

dε dε′ f (ε′)[1 − f (ε)]δ
(
ES

m − ES
n + ε − ε′ − eV

)

=
∑
σ,σ ′

nσ (εF )Nσ ′ (εF )
∑
n,m

e−βES
n
∣∣〈m|T̂ σσ ′

r |n〉∣∣2 eV − (
ES

m − ES
n

)
1 − e−β[eV −(ES

m−ES
n )]

, (A4)

where we carried out the integrals over dε, dε′ in the last step.
We now evaluate the remaining summations over the spin sector. First, we find, for the tunneling matrix element, concentrating

exclusively on the contributions ∼t2
1 due to spin fluctuations,∣∣〈m|T̂ σσ ′
r |n〉∣∣2 =

∑
i, j
α, β

t1(r − ri ) t1(r − r j ) σα
σ ′σ σ

β

σσ ′ 〈n|Ŝα
i |m〉〈m|Ŝβ

j |n〉.
(A5)
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We can then use the Lehmann representation of the Fourier-transformed dynamical structure factor,

Sαβ
i j (ω) =

∫
dteiωt

〈
Ŝα

i (t )Ŝβ
j (0)

〉 =
∑
n,m

e−βES
n 〈n|Ŝα

i |m〉〈m|Ŝβ
j |m〉 δ

[
ω − (

ES
m − ES

n

)]
, (A6)

to realize that for an arbitrary function F (ω), the following relation holds:∫
dω Sαβ

i j (ω) F (ω) =
∑
n,m

e−βES
n 〈n|Ŝα

i |m〉〈m|Ŝβ
j |n〉 F

(
ES

m − ES
n

)
. (A7)

Using this relation upon inserting the matrix element given by Eq. (A5) back into Eq. (A4), we obtain, for the first term of
Eq. (A1), ∑

p,k,σ,σ ′

∑
�,�̃

e−βEψ
∣∣〈�̃|T̂ σσ ′

r â†
p,σ b̂k,σ ′ |�〉∣∣2

δ(E�̃ − E� − eV )

=
∑
i, j

∑
α,β

t1(r − ri )t1(r − r j )

[∑
σ,σ ′

nσ (εF )Nσ ′ (εF )σα
σ ′σ σ

β

σσ ′

] ∫
dω

eV − ω

1 − e−β(eV −ω)
Sαβ

i j (ω)

→
∑
i, j

∑
α,β

t1(r − ri )t1(r − r j ) cαβ

∫
dω

eV − ω

1 − e−β(eV −ω)
Sαβ

i j (ω),

(A8)

where, in the last step, we identified the weight function cαβ

from the main text.
Repeating the same steps for the second term of the Fermi

golden rule expression, we eventually arrive at the final ex-
pression for the current,

I = 2e

h̄

∑
i, j,α,β

t1(r − ri )t1(r − r j ) cαβ

∫
dω jV (ω)Sαβ

i j (ω).

(A9)

Equation (A9) contains the frequency weight function

jV (ω) = eV − ω

1 − e−β(eV −ω)
+ eV + ω

1 − eβ(eV +ω)
, (A10)

which reduces to jV (ω) = (eV − ω) θ (eV − ω) at zero tem-
perature. The derivation of Eq. (A9) with respect to V yields
Eq. (1) of the main text.

APPENDIX B: KITAEV HONEYCOMB MODEL

We provide further information and details on the compu-
tation of the dynamical structure factor in the extended Kitaev
model on open boundaries. Particular attention is devoted to
the subtleties arising from ground-state degeneracies in the
OBC limit.

1. Physical Hilbert space

The decomposition of a spin-1/2 into four Majoranas in-
troduced by Kitaev enlarges the Hilbert space. The projection
back onto the physical Hilbert space is obtained by requiring
that D̂i = −iσ̂ x

i σ̂
y
i σ̂ z

i = b̂x
i b̂y

i b̂
z
i ĉi = 1 for all sites. This condi-

tion can be enforced in terms of the bond and matter fermions
via the projection operator

P̂ =
∏

i

1 + D̂i

2
∼ 1

2
[1 + (−1)Nf +Nχ ], (B1)

where Nf /Nχ are the total number of matter/bond fermions.
Equation (B1) demonstrates that only states with even total

fermion number parity lie within the physical spin Hilbert
space. As was shown in Refs. [63,64], particular care needs
to be taken within the gapless phase of the pure Kitaev model
when projecting back to the physical Hilbert space.

2. Open boundaries

As outlined in the main text, open boundary conditions
can be obtained by introducing a line of “weak bonds” as
shown in Fig. 4, where all terms in the Hamiltonian given by
Eq. (4) of the main text involving such bonds are multiplied
by a factor Jb < 1. The case of open boundaries is then re-
trieved for Jb = 0, which effectively cuts the system in half.
For the practical evaluation of structure factors, we choose

Jb → 0

x y
z

x y
z

x y
z

x y
z

x y
z

x y
z

Wp

−1

−1

−1 −1

−1 −1

FIG. 4. Kitaev model. The three types of bonds are labeled ac-
cording to the anisotropic exchange interaction of the Hamiltonian
given by Eq. (4) of the main text. The interactions along a line of z
bonds through the system are weakened by a factor Jb < 1, yielding
open boundary conditions for Jb = 0. Inserting bond fermions (red
bonds) flips the flux Wp of the two adjacent plaquettes. In the bulk,
these flux excitations are gapped (blue plaquettes), while boundary
plaquettes cost no energy and lead to degeneracies in the spectrum
(orange plaquettes).
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the value of the weak bonds to be very small, Jb 
 1, but
finite. This allows us to directly use the numerical method
derived for periodic boundaries [56,57]. In practice, we work
on a cylindrical geometry, and neglect a nonlocal ground-state
degeneracy due to invariant Wilson loops winding around the
cylinder, which does not affect our local probe results.

However, we emphasize that one has to be careful when
taking the limit Jb → 0. We discuss in the following how this
limit impacts both the ground-state structure as well as the
dynamical spin correlations.

a. Ground-state degeneracy: Gauge sector

As discussed above, the ground state of the translationally
invariant system Jb = 1 is unique and lies in the sector of
zero flux. This property remains true for any nonzero Jb > 0,
for which the minimal flux gap is of the order of ∼(JbJ ),
a property we have verified numerically on finite-size sys-
tems. However, for Jb = 0 exactly, plaquette fluxes adjacent
to the weak bonds can be inserted at the newly formed system
boundary without energy cost. Formally, if we let 〈i j〉b denote
one of the weak bonds as shown in Fig. 4, this can be ex-
pressed via [χ̂〈i j〉b

, Ĥ ] = 0. We notice, however, that in order
to obtain a valid transformation within the physical Hilbert
space that respects the parity selection rule of Eq. (B1), we
need to create/annihilate an even number of boundary gauge
fermions, starting from the original flux-free ground state. The
set of transformations that relate different ground states is thus
given by

u〈i j〉b
→ −u〈i j〉b

, u〈kl〉b
→ −u〈kl〉b

, (B2)

for an arbitrary pair of boundary bonds 〈i j〉b, 〈kl〉b. From
this, we can infer the total ground-state degeneracy D f due
to boundary fluxes for a system of linear length L along the
open boundary to be

D =
(

L

0

)
+

(
L

2

)
+

(
L

4

)
+ · · · = 2L−1. (B3)

We have observed this degeneracy due to boundary fluxes
using exact-diagonalization methods for the original spin
Hamiltonian (4) on small system sizes. We notice further that
this degeneracy applies to all eigenenergies throughout the
entire many-body spectrum.

We can now write the form of a general state within this
degenerate manifold. The gauge sector will then be flux free
in the bulk and consist of a general superposition of fluxes on
the boundary, leading to Eq. (6) of the main text,

|0〉 = |M0〉 ⊗ |F0〉bulk ⊗ |F 〉b, (B4)

with |F 〉b a linear superposition of different boundary flux
configurations.

b. Ground-state degeneracy: Matter sector

As demonstrated in Kitaev’s original work [33], the energy
bands of the matter fermions carry nontrivial Chern number
for nonzero K, which implies the existence of chiral edge
states within the bulk gap and a zero-energy edge mode on
open boundary conditions. An example was given directly in
the Appendix of [33]. We notice that on finite systems, the
mode with zero energy might not be directly visible, as the

exact momentum hosting it might not be part of the reciprocal
lattice. However, in the thermodynamic limit, we are guaran-
teed the existence of |M̃0〉 = â†

0|M0〉 with E (M̃0) = E (M0).
Since |M̃0〉 contains a matter fermion, we are now required

to add an odd number of gauge fermions to obtain a physical
state. In order to remain in a ground state, we add an odd
number of boundary gauge fermions, for which there are, in
turn,

D̃ =
(

L

1

)
+

(
L

3

)
+

(
L

5

)
+ · · · = 2L−1 (B5)

different possibilities. A general ground state within this mat-
ter sector is then given as

|0̃〉 = |M̃0〉 ⊗ |F0〉bulk ⊗ |F̃ 〉, (B6)

with |F̃ 〉 a superposition of D̃ boundary flux sectors.
Taking together both matter and gauge sources of degener-

acy, we obtain the total ground-state degeneracy to be 2L-fold.

c. Open boundaries: Structure factor

After this detailed discussion of the open boundary limit
Jb = 0 in terms of ground-state degeneracies, we wish to
know how these results merge with our numerical approach
of setting Jb 
 1 but finite. In particular, we would like to
discuss how the dynamical structure factor differs between
the unique ground state for Jb > 0 and a general ground state
for Jb = 0 which is a superposition of 2L different states from
a degenerate manifold. Remarkably, while in general differ-
ences between the two cases do occur, the dominant on-site
contribution relevant for the STM response will turn out to
be independent of the chosen ground state, such that the limit
Jb → 0 is indeed continuous for the on-site spin correlations.

Let us take the system to be in one of the ground states
|0〉 from Eq. (B4) and consider two sites i, j ∈ A which
are both located on the boundary. We assume further that
the weak bonds that were removed in order to obtain open
boundaries are z bonds. We then compute the corresponding
structure factor, using Eq. (7) of the main text and the fact that
[χ̂〈il〉b

, Ĥ ] = 0 for boundary bonds,

Szz
i j = 〈M0|eitĤ ĉie

−it Ĥ ĉ j |M0〉
×

b
〈F |(χ̂〈il〉b

+ χ̂
†
〈il〉b

)(
χ̂〈 jk〉b

+ χ̂
†
〈 jk〉b

)|F 〉b. (B7)

Here, we have used that the bulk gauge sector remains un-
changed, bulk〈F0|F0〉bulk = 1. Because the boundary gauge
sector |F 〉b is now a general superposition, the expression
(B7) does not reduce to an on-site contribution ∼δi j like in
the periodic case [55,58].

An alternative way to see that there are indeed nonvanish-
ing longer-range contributions beyond nearest neighbors to
the structure factor for Jb = 0 comes from “rewiring” the b̂z

i
- Majoranas on the boundary. As illustrated in Fig. 5, we can
pair up the b̂z

i in an arbitrary way to form new gauge fermions
χ̂(i j)b , where (i j)b need not be lattice nearest neighbors. These
new bond fermions still commute with the Hamiltonian and
provide equally valid labelings of the model’s gauge sector.
Within this pairing, the new “nearest neighbors” can clearly
provide nonvanishing spin correlations, in full analogy to the
previous nearest-neighbor contributions derived in Ref. [55].
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(a) (b)

FIG. 5. Majorana pairings: The Majorana fermions b̂α
i (colored

according to α) are paired up to form the gauge fermions χ̂i j living on
bonds (i, j), whose occupation numbers commute with the Hamilto-
nian. If we introduce open boundaries by setting the exchange Jb = 0
on the line of vertical bonds shown here (dotted bonds), there arises
an ambiguity in how to pair up the resulting “dangling” Majoranas
(shown in blue). (a) The original pairing along the former bond is
still valid and produces the usual ultralocal expression for the spin
structure factor. (b) The Majoranas can now also be paired up in
longer-range bonds (i, j), and the resulting fermion occupation num-
bers still commute with the Hamiltonian, allowing for longer-range
contributions to the structure factor. The different pairings are related
by a basis change within the degenerate ground-state manifold.

Thus, the rewiring of boundary Majoranas is equivalent to a
basis change in the Fock space spanned by the occupation
numbers χ̂

†
〈i j〉b

χ̂〈i j〉b
.

While the spin correlations for off-diagonal site pairs i �= j
are thus clearly dependent on the chosen ground state out
of the degenerate manifold, we see that for on-site terms
i = j, the flux part in Eq. (B7) simplifies due to (χ̂〈il〉b

+
χ̂

†
〈il〉b

)(χ̂〈ik〉b
+ χ̂

†
〈ik〉b

) = 1. We can thus conclude that the on-
site structure factor is independent of the chosen state and

lim
Jb→0

[
Sαα

ii (t )
∣∣
Jb

] = Sαα
ii (t )

∣∣
Jb=0. (B8)

The limit Jb → 0 is therefore indeed continuous for this
contribution and couples directly to the on-site Majorana
correlation function, providing, in principle, an even simpler
expression than the quench problem that needs to be solved for
bulk correlations. Furthermore, we do not expect Eq. (B8) to
change when including the degeneracy due to the zero-energy
matter mode |M̃0〉: As the corresponding isolated mode is
delocalized along the boundary, its effect on the local struc-
ture factor is expected to decrease as ∼1/L in system size.
Furthermore, the effects of finite temperature will smoothen
out the response for ω → 0 in any case.

We have verified Eq. (B8) independently on small finite-
size systems that can be treated with exact diagonalization or
matrix product state techniques. The relation is convenient,
as it allows us to draw direct conclusions about expected
experimental signatures in open boundary conditions, while
being able to formally work with the technical benefits of a
periodic system.

a1

a2

0

12

3
45

6W = 2

x

y

unit cell

FIG. 6. Geometry of the TMI setup [compare Fig. 2(a) of the
main text]. We consider open boundaries in the y direction, implying
translational invariance only along the a2 lattice vector. The number
of sites within a unit cell is 6W + 1; the position of a site n is spec-
ified by (xn, ln), with xn labeling the unit cell and ln ∈ {0, . . . , 6W }
labeling the site within a unit cell as depicted here.

APPENDIX C: STM RESPONSE: GEOMETRICAL
PROPERTIES

We provide some more intuition on the dependence of the
conductance on the geometry of the setup. In particular, for the
example of the TMI in the main text, we considered a larger
value of λ ∼ 1 as the effective range of the exchange interac-
tions entering t1(r − ri ) ∼ e−|r−ri|/λ. Since the TMI system is
block diagonal with respect to the momentum kx, we can work
directly in an infinitely extended system in the x direction
using the Fourier transform Sα

n (t ) = 1√
Lx

∑
kx

eikxxn Sα
ln

(kx, t ),
where xn is the x position of the kagome site n, and ln ∈
{0, . . . , 6W } determines the y position within the unit cell
as depicted in Fig. 6. We can then express the dynamical
structure factor Sαα

nm in terms of its 1D Fourier transform ac-
cording to Sαα

nm (ω) = ∑
kx

eikx (xn−xm )Sαα
lnlm

(kx, ω). Inserting into
the expression (1) of the main text for the conductance and
using that

∑
n → ∑

xn,ln
gives the simplified result

∂I

∂V
= 2e2

h̄
n(εF )N (εF )

×
∑

ln,lm,kx,α

gln lm (kx, r) cαα

∫ eV

0
dω Sαα

lnlm (kx, ω), (C1)

with

glnlm (kx, r)

=
[∑

xn

eikxxnt1(r − rn)

][∑
xn

e−ikxxmt1(r − rm)

]
. (C2)
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It is instructive to approximate Eq. (C2) by turning the sum
into an integral and insert the form of t1(r − rn) to obtain∑

xn

eikxxnt1(r − rn)

≈
∫

dxn eikxxnt1(r − rn) = �1 e−d/d0

∫
dxn eikxxn e−|r−rn|/λ

= 2�1 e−d/d0 eikxx |y − yn|√
1 + λ2k2

x

K1

( |y − yn|
λ

√
1 + λ2k2

x

)
,

(C3)

where K1(·) is a modified Bessel function of the second kind
and all lengths are measured in units of the lattice spacing.
We notice further that yn = yn(ln) is uniquely specified by

the index ln ∈ {0, . . . , 6W }. With Eq. (C3) at hand, the func-
tion glnlm

(kx, r) is determined and can be inserted back into
Eq. (C1). K1(x) drops off exponentially for large arguments
and diverges as K1(x) ∼ 1/x for x → 0, as would be relevant
for, e.g., the case y = yn. We therefore see that the response
acquired through the device function glnlm (kx, r) will only
pick up sizable contributions from momenta kx � 1/λ. Impor-
tantly, the edge state in between the first and second energy
band, as displayed in Fig. 2(b) of the main text, is located
directly at kx = 0 and should therefore be able to contribute
to the response as measured by the local conductance. This
feature appears to arise for boundaries shaped differently than
Fig. 6 as well; see, e.g., Ref. [53] for a kx = 0 edge state well
separated in energy from the bulk.
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