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Quantum exciton solid in bilayer two-dimensional electron-hole systems
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We propose a state of excitonic solid for bilayer two-dimensional electron-hole systems in transition metal
dicalcogenides stacked on opposite sides of thin layers of BN. Properties of the exciton lattice are studied. We
found that for the experimental parameters of interest, the solid by itself will melt. However, the solid can be
stabilized by the potential due to the BN. We studied the possible manifestation of supersolid behavior due
to quautum transport of defects and found that it is manifested as an approximately quantized conductance in
Coulomb drag measurements.
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I. INTRODUCTION

There has been much recent interest recently in bilayer
electron-electron (e-e) and electron-hole (e-h) in graphene
and transition metal dicalcogenides (TMDC) systems. This
follows earlier interest in the physics of the two-dimensional
electron gas in single and double layers in Si-MOSFET and
in GaAs heterostructures [1]. For a single layer, the electrons
are expected to be a fluid at high densities and a solid at low
densities [2]. For the bilayer electron-hole system, there has
been much interest in the possibility that the electron and
hole forming an exciton which then Bose condense into a
superfluid [3]. This is usually expected in the limit with the
exciton size less than the average interparicle spacing so that
the identity of the exciton is well defined. The possibility
of a condensate of excitons has recently been discussed in
graphene [4] and in TDMC systems [5]. Wang and coworkers
[5] present optical evidence for the existence of excitons in
TMDC bilayers but no transport measurement have been car-
ried out. There has not been much study on the possibility of
the excitons forming a quantum solid instead of a Bose fluid.
A boson can in principle exhibit both phases, as is exemplified
by the example 4He, which can exist in both a solid and a su-
perfluid phase. The energetics of this exciton solid is different
from that of the Wigner crystal, which is predicted to be stable
at low densities ν. At large distances, the excitons interact
with each other with dipolar interactions, much weaker than
the Coulomb interaction of the electron solid. The potential
energy gained per particle is proportional to −ν3/2 and cannot
overcome the increase in the quantum kinetic energy which
is manifested as the zero point energy of the phonons that is
proportional to ν5/4. The quantum exciton solid by itself is
thus not stable at low density. Suris [6] considered the phase
boundary between the exciton gas and the exciton solid in
the classical limit at low density. In the solid energy, he only
included the potential energy gained but not the zero point
energy of the phonons. In this paper, we study the physical
properties of the quantum exciton solid.

Monolayer graphene exhibit a linear dispersion near the
Fermi energy and the physics is different from those with
parabolic particle bands, which are exhibied by two classes
of experimental systems under active study at the moment.
These are double layer graphene and double layer TMDC
system sandwiching a BN layer. The effective masses of the
particles in the double layer graphene (0.03me)[7] is much
smaller than that in the TMDC (for WSe2, we have used a hole
mass of 0.85me, an electron mass of 0.5 with a reduced mass
of μ = 0.31) [8]. The thin BN layer is of thickness d ≈ 5 nm
[9] so that the electrons and holes in layers on opposite sides
of BN have a separation larger than d . Following our previous
work on the phonons of rare gases adsorbed on graphite [10],
we carried out self-consistent phonon calculation of the exci-
tonic solid system. A criterion of the stability of the solid is
the Lindemann ratio, usually defined as the root mean square
lattice vibration normalized by the lattice constant. In two
dimension the root mean square vibration can be infinite. A
useful alternative is to focus on the relative vibration between
nearest neighbors. For quantum melting, the melting point
occurs when this ratio is about 10% [2]. We found that for cur-
rent experimental parameters, the Lindemann ratio for TMDC
is about 20%; for double layer graphene, 63%. However, the
excitons are in the presence of the BN layer. There is charge
transfer between Boron and Nitrogen of about Q ≈ 0.47 in
BN [11]. We study the phonon in the presence of the external
potential due to BN and show the Lindemann ratio can be
changed. We found that the Lindemann ratio is reduced to
7% for TMDC and 27% for bilayer graphene. This suggests
that such an excitonic solid state is indeed possible for current
experimental system with TMDC layers.

Supersolid behavior has been discussed for Boson solids
such as solid 4He [12]. We discuss the possible manifestation
of this kind of behavior for the current system. We found that
it is manifested as an approximately quantized conductance
in the Coulomb drag measurement which we have recently
observed [13] and which motivated the current work.
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II. EXCITON IN THE DOUBLE LAYER STRUCTURE

To gain some intuition of the properties of the system,
we first discuss the physical property of a single exciton in
the bilayer structure with BN in between. We describe the
screening of the Coulomb potential V0 by a semiconductor
film of thickness d1 and anisotropic dielectric constants εxy,

εz in Appendix A. Solutions with the charge inside the film
has been applied to the study of excitons in layered structures
with isotropic dielectric constants [14,15]. They focus on the
limit so that the thickness of the film is less than the trans-
verse dimension. We found that the screened potential for the
interaction at transverse distance r becomes

V (r, d1) =
∫

d2qdqze
iqzd1+iq·rV0(q, qz )/εeff ,

where the effective dielectric constant is given by

1/εeff = (1 − β2)/(1 − β2e−2γ qd1 ), (1)

γ = (εxy/εz )1/2,

ε = εzγ = (εzεxy)1/2, (2)

β = (1 − ε)/(ε + 1) (3)

is the well known image charge in elementary electrostatics
[16]. q is a measure of the inverse transverse length 1/r of
interest. For thin films with the transverse distance of interest
larger than its thickness, qd1 � 1, εeff ≈ 1. The TMDC films
are thin and thus do not provide screening. The transverse
dimension of the exciton is smaller than the BN thickness,
however. Thus for the screening by the BN films, we take
the approximation 2γ qd1 � 1. 1/εeff ≈ 1 − β2. This limit is
opposite to that focused on by Keldysh [14]. Physically, εeff

is a product of a factor 1 + β from the sum of the original
charge and the image charge for the first interface and a factor
1 − β from the second interface. With [17] εxy = 6.93 and
εz = 3.76, we obtain 1/εeff = 0.55.

The typical size of an “ordinary” exciton is of the order
of the Bohr radius. The Bohr radius for the graphene system
(aB,graphene = 90 Å) is usually larger than the BN layer thick-
ness d . The Bohr radius for the TMDC system aB,TMDC = 3 Å.
This exciton size is smaller than the thickness of the BN layer,
however. The exciton binding energy for the double layer
graphene system is of the order Ryberg μ/me/ε

2 = 137 K.
For double layer TMDC, the conventional formula gives a
binding energy more than twenty times larger. It is much
more difficult to ionize them. However, the exciton in the
TMDC system needs to be reexamined since the Bohr radius
is now less than the BN layer thickness. The motion of the
electron-hole system is now two-dimensional. We discuss this
next.

The transverse separation r of the two-dimensional exciton
is of the order of the Bohr radius between the electron and the
hole in the TMDC and is much less than their vertical spacing
d1. The Coulomb potential energy between the electron and
the hole can be expanded as a power series in r/d1 as

V = −e2(r2 + d2
1 )−1/2 ≈ −e2/d1 + e2r2/d3

1 /2. (4)

e2 = q2
e (1 − β2)/(4πε0). In this approximation, the exciton

wave function is that of a two-dimensional harmonic os-
cillator with a force constant k = e2/d3

1 = μω2 and ω =
[e2/d3

1 /μ]1/2. The exciton binding energy is Eex = −e2/d1 +
h̄ω/2. This can be written as

Eex = e2/d1[−1 + (aB/d1)1/2/2]. (5)

For TMDC with d1 = 50 Å, (1 − β2) = 0.55, Eex =
1839.1 K.

The size of the exciton is ξ = [h̄/(μω)]1/2. Thus ξ/d1 ≈
(aB/d1)1/4 ≈ 0.46. For current experimental parameters, ξ ≈
23 Å. The expansion parameter in Eq. (4) (ξ/d1)2 ≈ 1/4.

This provides for a justification of our harmonic expansion.
In this paper, we are interested in exciton densities so that the
average interexciton distance a is of the order of 100 Å. The
exciton size ξ is less than a. Thus the condition of well defined
excitons is satisfied.

The electroluminence is proportional to the probability of
finding the electron and hole on top of each other and thus
proportional to ψex(r = 0) ∝ 1/ξ 2.

III. EXCITON SOLID PHONONS: OPTICAL
AND ACOUSTIC MODE

We next examine the phonon excitations when the excitons
are arranged in a lattice. We ignore the motion of the particles
perpendicular to the layer and focus on their in plane motion.
The lattice motion of the exciton solid consists of two modes,
an optic mode from the intraexciton vibration and an acoustic
mode from the interexciton vibration. We separate the optical
mode from the acoustic mode as follows. We assume the
lattice positions to be at Ri. At each site, we write the in
plane coordinates of the electrons and holes in terms of the
center of mass equilibrium and fluctuation positions (Ri +
δR) and the relative (ri) coordinates so that the coordinate
of the ith electron is given by rei = Ri + δRi + ri/2; of the
hole, rhi = Ri + δRi − ri/2. The potential energy of interac-
tion involves U = ∑

α,β=e,h,i, j V [(rα,i − rβ, j )2 + d2δα,β]1/2/2
where V (u) = e2/(εeffu) is the Coulomb potential. We are in-
terested in the interexciton interaction at transverse distances
larger than the lattice spacing that is of the order of 100 Å
and thus are larger than the BN thickness d ≈ 50 Å. We
thus have assumed εeff ≈ 1. We expand the interaction in
powers of δRi and ri. Since U is even in ri, only even powers
of this quantity appears in a power series expansion. Thus
in the phonon approximation when the second order terms
are kept we get U = ∑

i �= j (δRi − δRj )2 · ∇∇Vi j + ∑
i, j (ri −

r j )2 · ∇∇Vi j . The two degrees of freedom are decoupled. For
the relative coordinate, there is an additional intraexciton in-
teraction for i = j in the sum for U . Following our previous
work on the phonons of rare gases adsorbed on graphite
[10], we carried out self-consistent phonon calculation of this
bilayer system. The harmonic frequency is obtained from
solving the phonon equation for the Fourier transform phonon
modes:

mω2ei(q) =
∑

j

e j (q)Di j (q), (6)
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FIG. 1. Phonon energy for the center of mass along symmetry
directions of the two-dimensional Brillouin zone for rs = 13.3, cor-
responding to a density of 2 × 1012 cm−2.

where the dynamical matrix Dab(q) = ∑
R(1 − cos q · R)

∇a∇bU (R), ei(q) is the polarization vector. The harmonic
acoustic center of mass phonon frequencies for an trian-
gular exciton lattice for parameters of our recent experi-
ments(density 2 × 1012 cm−2 lattice spacing 71 Å) are shown
in Fig. 1 as a function of the wave vector along symmetry
directions.

Also shown in this figure are the self-consistent phone
frequencies obtained by replacing the dynamical matrix D
by an average 〈D〉 so that 〈Dab(q)〉 = ∑

R(1 − cos q · R)
∇a∇b〈U (R + δR)〉. The angular brackets indicate a self-
consistent average over the quantum fluctuation δR. The
details of this is described in Appendix B.

The harmonic and the self-consistent optic exciton vibra-
tion frequencies are shown in Fig. 2 as a function of the
wave vector along symmetry directions. We have explored
the dependence of this on the density of the system. The har-
monic and the self-consistent acoustic center of mass phonon
frequencies for an triangular exciton lattice of a larger spacing

FIG. 2. Phonon energy for the intraexciton mode along symme-
try directions of the two-dimensional Brillouin zone.

FIG. 3. Phonon energy for the acoutic mode along symmetry
directions of the two-dimensional Brillouin zone. The lattice constant
is twice that in the previous two figures with rs = 26.6, correspond-
ing to a density of 0.5 × 1012 cm−2.

of spacing 152 Å are shown in Fig. 3 as a function of the wave
vector along symmetry directions.

IV. LINDEMANN RATIO

We discuss first the qualitative behavior of the Lin-
demann ratio for our system. The interparticle potential
has two regimes of behavior. At small (large) distances
with r � d (r � d), V ≈ e2αr−n where n = 1, α = 1 (n =
3, α = 1/d2). The mean square lattice vibration is 〈r2〉 =∑

q h̄(2nq + 1)/(mωq ), where nq is the number of phonons.

The Bohr radius is aB = h̄2/(me2). For a general interpar-
ticle potential V ≈ e2αr−n the phonon frequency is given
by mω2 = V ′′ = e2αa−n−2.ω = e(α/m)1/2a−1−n/2. The Lin-
demann ratio at low temperatures is given by 〈r2〉/a2 =
(aB/α)1/2an/2−1. We thus expect that at very high densities
with small a < d , 〈r2〉/a2 = (aB/a)1/2. Correspondingly at
very low densities with large a > d , 〈r2〉/a2 = (aBa)1/2/d.

For both very large and very small a, the fluctuation and the
Lindemann ratio is large; one has a fluid. This is in contrast
with the Wigner crystal (n = 1) where at large a, the Linde-
mann ratio, (aB/a)1/2, is small and the solid is stable.

Our numerical result for the Lindemann ratio is shown in
Fig. 4 as a function of rs. It is around 20% and not a strong
function of the density, as is indicated above.

V. EFFECT OF BN

In the two-dimensional electron system, the external static
potential such as that due to the dopants can stabilize the
solid phase relative to the fluid phase [18]. In the current
system, there is a thin boron nitride film in the middle in
the experimental systems. The two-dimensional electrons and
holes see a static Coulomb potential from the periodic array
of boron and nitrogen ions. We find this potential produces
a significant effect in reducing the spatial fluctuation of the
exciton solid and enhance its stability. We calculate this next.

There is a charge transfer between boron and nitrogen in
boron nitride of magnitude [11] |QB,N | ≈ 0.47. We calculate
this potential by decomposing the potential from BN film as
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FIG. 4. The Lindemann ratio as a function of density with and
without the external potential from BN.

consisting of a sum of two-dimensional periodic arrays at
different vertical distances h away from the two-dimensional
electron (hole) gas. The potential of each two-dimensional pe-
riodic array is sum of the Coulomb potential U from the ions
at the two-dimensional periodic BN lattice sites RB,N

i + δRB,N
i

with modulation δRB,N
i = ∑

G δRB,N
G eiG·Ri from the interac-

tion of the BN latice with the incommensurate TMDC lattice
with reciprocal lattice vectors G. We assume that the hole
lattice is displaced by a slight amount relative to the electron
lattice so that both the electron and the hole lattices are close
to the minima of the periodic potential [19].

The potential from the boron ions is given by VB(r) =∑
i UB(r − RB

i − δRB). The screening of the Coulomb
potential when the charge is inside the semiconductor is also
discussed in Appendix A. From Eq. (A13), VB can be written
in Fourier space as VB(r) = ∫

d2q/(2π )2 ∑
i Ũqeiq·(r−RB

i −δRB )

where Ũ (q) = Q/ε(1 − β )
∑

h e−|q|h/|q|/2. (1 − β )/ε =
1/εam is the inverse of arithmatic mean of the dielectric
constants on opposite sides of the interface. Because the
boron and the nitrogen ions have opposite charges, we
assume δRN

G = −δRB
G. To illustrate our result, we have used

a typically small strain of δRN
G/aBN of 2.5%.

In terms of the reciprocal lattice vectors K of the BN lattice

VB(r) ≈
∑

K

[V K
B1(r) +

∑
G

V K−G
B2 (r)]. (7)

V K
X1(r) = ŨK eiK·r/ac, V K−G

X2 (r) = iŨG−K ei(G−K)·r[(G − K) ·
δRX

G )]/ac; ac is the area of the unit cell of the BN lattice.
Because of the factor e−|K|h in the Fourier transform of the
Coulomb potential VB is dominated by contributions from
the nearest two BN planes with h1 ≈ 3.5 Å, h2 ≈ 7 Å and
from the smallest reciprocal lattice vector K = 2π/aBN and
K − G = 2π (1/aBN − 1/aTMDC).

In our self-consistent calculation, we take the average of
the pinning potential from the quantum fluctuation of the
position of the exciton lattice. The averages of the pinning
potentials over the spatial fluctuations of the excitons are

FIG. 5. Phonon energy for the center of mass along symmetry
directions of the two-dimensional Brillouin zone in the presence of
the external potential due to BN for a density of 2 × 1012 cm−2 and
δRG/aBN = 0.025.

determined by the corresponding Debye-Waller factors as〈
V Q

Bi (r)
〉 ≈ V Q

Bi e
−<(Q·δr)2>/2. (8)

In our calculation, this effect is determined self-consistently.
We find that the Debye-Waller factor for VB1 is extremely
small because 〈(K · δr)2〉 is large. The average pinning poten-
tial VB2 with a wave vector |G − K| ≈ |K|/4 < |K| is much
bigger. Similarly the potential from the nitrogen ions at sublat-
tice position δ is given by VN = −∑

i U (r − Ri − δRN
i − δ),

where the boron nitrogen distance is δ = 0.1446 nm. This can
be written as a Fourier series:

VN (r) ≈ −
∑

K

[V K
N1(r)e−iK ·δ +

∑
G

V K−G
N2 (r)e−i(K−G)·δ]. (9)

The BN potential is incommensurate with the lattice constant
of the exciton solid; misfit dislocations will form [20,21]. The
lattice constant a of the exciton solid lattice is very differ-
ent from that of BN potential so that γ = a(G − K )/(2π )
is big. We approximate γ by the closest integer γ0. Over
most [1 − (γ − γ0)/γ ] of the Brillouin zone away from the
zone center, the phonons are well approximated by that of a
commensurate one with periodicity a0 = 2πγ0/(G − k) [21]
so that (a0 − a)/a, the difference in periodicity between the
commensurate and the incommensurate case, is small. An
example of the approximate phonon dispersion for the cen-
ter of mass in the presence of this potential away from the
zone center is shown in Fig. 5 for a density with rs = 13.3
and δRB

G/aBN = 0.025 [22]. In this figure, we show both the
harmonic frequency without the Debye Waller factor and
the self-consistent phonon (scp) frequency where the Debye
Waller factor is self-consistently determined. The contribution
from VBN,1 is significant in the harmonic approximation and
becomes very small in the scp result.

Relative to the bare phonon frequency, the phonon fre-
quency with the pinning potential from BN is increased and
the lattice vibration amplitude is reduced. The Lindemann
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FIG. 6. The Lindemann ratio as a function of temperature a den-
sity of 4 × 1012 cm−2 with and without the external potential from
BN.

ratio for the exciton solid in the presence of this potential is
shown in Fig. 4 as a function of the density of the system.
This factor is now less than around ten% and suggests that
the solid can be stabilized by the BN potential. The temper-
ature dependence of this ratio is shown in Fig. 6 a density of
4 × 1012 cm−2. This suggests that the solid is stable at low
temperatures.

VI. POSSIBLE “SUPERSOLID” BEHAVIOUR

There has been much recent interest in the supersolid
behavior of Boson solids such as 4He [12]. This kind of
phenomenon is believed to come from the quantum transport
of defects. In our system the defect energy is lower at the
edge so we expect the density of defects to be higher there.
Thus we expect the possible ”supersolid” behavior to be dom-
inated by the one dimensional quantum transport of defects
at the edges. There has been much interest in the quantum
transport of electrons in wires [23], which manifested in a
conductance of the order of G0 = 2e2/h. In one dimension
there is no difference in the properties of the current carrying
single particle excitations between impenetrable bosons and
fermions [24]. We thus expect a similar conductance to be
manifested in the Coulomb drag measurement, which we have
recently observed [13] and which motivated the current work.

VII. CONCLUSION

In conclusion, we examine a collection of excitons for the
limit that the exciton size is less than the exciton separation
so that the excitons are not interpenetrating. We propose that
a collection of these excitons can also form a solid in addition
to being a fluid. The stability of this in TMDC bilayer systems
is investigated. The external potential from the BN substrate
is found to be important and can stabilize the solid phase. Our
description for the exciton solid differs from that for the other
limit when the excitons size is larger than the exciton separa-
tion. In that case, the excitons are interpenetrating and their
identity is not well defined. This other limit also corresponds

to the charge density wave [25]/excitonic insulator [26],
which is usually described by a generalization of the mean
field BCS type wave function �(uk − vkb+

k+Qak )|0 > for elec-
tron (hole) operators b+

p (aq) and coefficients u and v. In real
space, this function  is a ”Slater determinant” of particle
hole functions f (re − rh) with specific two body momen-
tum correlations [27]:  = ∑

P,Q(−1)P+Q�i, j f (rePi − rhQ j )
where we sum over all permutations P and Q of the particle
and hole indices. The order parameter in this limit is 〈ρq〉 =
〈∑p b+

p+qap〉, the average charge density of specific momen-
tum q. The stability of this phase comes from the nesting of
Fermi surfaces of particle and hole bands with momentum
difference q so that the kinetic energy cost of forming an
exciton is particularly small. This nesting of Fermi surfaces
is absent in the bilayer TMDC system.

The electron-hole system can also exist in a metallic state
of an electron-hole plasma, as has been observed in bulk Ge
under laser excitation [28,29]. We have explored such a state
for the current system with fixed node quantum Monte Carlo
simulation [30] and found that for a single valley spin polar-
ized system, the metallic state is more favorable for rs < 5
for the bilayer system. This is more likely to be observed in
bilayer graphene. For the similar density, the corresponding rs

is much smaller because of a much higher Bohr radius in the
graphene system.

The band structure of incommensurate graphene on hBN
were studied by Jung and coworkers [31] using a Hamiltonian
with parameters extracted from calculations using the local
density approximation, which assumes metallic screening so
that the potential from the boron and nitrogen ions are short-
ranged. We are interested in a different class of problem. We
focus on the Coulomb interaction between the electrons in the
TDMC and the boron and nitrogen ions in BN, we have used
a long-range Coulomb potential for the interaction. There is
no metallic screening since BN is a semiconductor and the
exciton solid is an insulating state.

Even though there is no long-range order due to thermal
fluctuation at finite temperature in two dimension, a solid
phase with finite shear modulus still exist. Kosterlitz and
Thouless [32] proposed that the melting transition to a fluid
with zero shear modulus occurs when the free energy of
a dislocation becomes zero. This idea can be generalized
to quantum melting at zero temperature if one includes the
change in the zero point phonon field energy when a disloca-
tion is created [33]. Calculations with this idea provides good
agreement for the melting boundary of the Wigner crystal at
zero temperature. We hope to explore if this is applicable to
the present case.
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APPENDIX A: SCREENING OF A CHARGE BY AN
ANISOTROPIC DIELECTRIC FILM

Here we describe the solution of the electrostatics prob-
lem of a point charge on top of a cylindrically symmetric
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anisotropic dielectric film between z = d1 and z = 0 and di-
electric constants εz and εxy. The physics of representing the
induced polarization charge density at the interface by the
method of images is well known [16]. Solutions with the
charge inside the film has been applied to the study of exci-
tons in layered structures with isotropic dielectric constants
[14,15]. The effect of images in an anisotroic system for a
single interface was discussed by Mele [34].

We separate the space into three regions, middle (m) with
0 < z < d1, up (u) with z > d1 and down (d) with z < 0. We
assume that there is a charge of magnitude 4πε0Q at a height
d > d1 and solve the problem by matching the tangential
(normal) components of the electric (displacement) fields at
the interfaces. This is an alternative formulation of the usual
method of summing the geometric series of the potential from
an infinite number of images that captures the induced polar-
ization at the interfaces. We write the electrostatic potentials
at transverse position r and height z in the u and d regions as

V u(r, z) =
∫

d2q/(2π )2eiq·r[Qe−q|d−z| + G′e−q(z−d1 )]/q/2,

V d (r, z) =
∫

d2q/(2π )2Vs(q)e(qz+iq·r)/q/2.

Vs is the potential ”screened” by the film that we are looking
for. The general form for the electrostatic potential in an
anisotropic material is given by∫

d2qdqze
i(±qzz+q·r)/(εxyq2 + εzq

2
z )/(2π )3. (A1)

After performing the qz integration we obtain a general ex-
pression for the potential in the middle:

V m(r, z) =
∫

d2q/(2π )2[F (q)e−γ qz + F ′(q)eγ qz]eiq·r/q/2,

where γ = (εxy/εz )1/2

We first consider the interface at z = 0. From the continuity
of Exy, we get

F + F ′ = Vs. (A2)

From the continuity of the normal component of the displace-
ment field Dz, we get

ε(−F + F ′) = Vs, (A3)

where ε = εzγ = (εzεxy)1/2. Combining with Eq. (A2), we get

F + F ′β = 0. (A4)

β = (1 − ε)/(ε + 1) is the usual expression for the induced
image charge. We next look at the interface at z = d1. From
the continuity of Exy,

Fe−γ qd1 + F ′eγ qd1 = Q′′ + G′, (A5)

Q′′ = Q exp[−q(d − d1)]. From the continuity of Dz, we get

ε(−Fe−γ qd1 + F ′eγ qd1 ) = Q′′ − G′. (A6)

From these we get

βFe−γ qd1 + F ′eγ qd1 = Q′′(1 + β ). (A7)

Using Eq. (A4) F ′ = Q′′(1 + β )/(eγ qd1 − β2e−γ qd1 ). We fi-
nally get the result for the net “screened” potential

Vs = F + F ′ = Qe−γ qd/εeff ,

where the effective screening constant is now given by

1/εeff = (1 − β2)/(1 − β2e−2γ qd1 ), (A8)

Fe−γ qd1 (1 + ε) + F ′eγ qd1 (1 − ε) = 2G′,

Q′′/(1 − β )/εeff [−βe−2γ qd1 (1 + ε) + (1 − ε)] = 2G′,

Q′′2(1 − β2)/εeff [−βe−2γ qd1 + β] = 2G′,

Qe−q(d−d1 )β(1 − e−2γ qd1 )/(1 − β2e−2γ qd1 ) = G′.

For a very thin layer when the transverse length scale of
interest is much larger than the thickness, qd1 � 1, εeff = 1.
Very thin dielectric film provides no screening, as we expect.
For the case when the transverse length scale is less than the
film thickness, qd1 � 1, 1/εeff ≈ (1 − β2). This is a product
of screening factors of 1 + β and 1 − β from the top and
bottom interfaces. For BN, ε = (6.93 × 3.76)1/2 = 5, 1, β =
0.67, and 1 − β2 = 0.55.

In real space,

V d (r, z) = Q(1 − β2)
∫

dqJ0(qr)/(4π )

× eq(z−γ d )/(1 − β2e−2γ qd1 ).

1. Charge in the middle

This section describes what happens when the charge is
in the middle. We consider a slight generalization so that
the dielectric constants of the top and bottom are εu and εd

respectively. If these materials are anisoropic, then in the final
result, the dielectric constants are replaced by their geometric
means. We now have, with Qm = Q/ε,

V m(r, z) = π

∫
d2q/(2π )2[F (q)e−γ qz + F ′(q)eγ qz

+ Qme−γ q|d−z|]eiq·r/q,

V u(r, z) = π

∫
d2q/(2π )2G′(q)e(−q(z−d1 )+iq·r)/q,

while V d remains the same. The boundary conditions at z = 0
becomes

F + F ′ + Q′
m = G, (A9)

Q′
m = Qm exp(−γ qd ).

ε/εu(−F + Q′
m + F ′) = G.

Combining with Eq. (A9), we get

F + β1F ′ = −Q′
mβ1. (A10)
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β1 = (εu − ε)/(εu + ε) The boundary conditions at z = d1

become

Fe−γ qd1 + F ′eγ qd1 + Q′′
m = G′, (A11)

Q′′
m = Qm exp[−γ q(d1 − d )],

ε/εd (−Fe−qd1 − Q′′
m + F ′eqd1 ) = −(Fe−qd1 + F ′eqd1 + Q′′

m).

Combining with Eq. (A11), we get

β2Fe−γ qd1 + F ′eγ qd1 = −Q′′
mβ2 (A12)

β2 = (εd − ε)/(εd + ε). From Eqs (A10) and (A12), we get

F = −Qmβ1[β2e−γ q(d1−d ) − eγ q(d1−d )]/det,

F ′ = Qmβ2[e−γ q(d1−d ) − β1e−γ q(d+d1 )]/det,

det = β1β2e−γ qd1 − eγ qd1 . This solution is a generalization to
anisotropic systems of Eq. (1) in Ref. [14]. The potential in
units of Q is

G/Qm=(F + F ′ + Q′
m)/Qm = [−β1β2e−q(d1−d ) + β1eq(d1−d )

+β2e−q(d1−d ) − β1β2e−q(d+d1 )]/det + e−qd .

We apply this to the screening of the BN potential. For the
case with charge located at the interface so that d = 0, we get

G/Qm = [−β1β2e−qd1 + β1eqd1

+β2e−qd1 − β1β2e−qd1 ]/det + 1.

When the film thickness is larger than the distance of interest,
qd1 � 1, det ≈ −eγ qd1 , G/Qm = β1eγ qd1/det + 1 = 1 − β1,

G = Q(1 − β )/ε, (1 − β )/ε = 1/εam = 2/(ε1 + ε). (A13)

We obtain a very reasonable result expected from the effective
medium approximation.

APPENDIX B: PHONON CALCULATION

We describe the calculation of the lattice dynamics [10] in
this Appendix. We assume the lattice positions to be at Ri. At
each site, we write the in plane coordinates of the electrons
and holes in terms of the center of mass equilibrium and fluc-
tuation positions (Ri + δR) and the relative (ri) coordinates so
that the coordinate of the ith electron is given by rei = Ri +
δRi + ri/2; of the hole, rhi = Ri + δRi − ri/2. The poten-
tial energy of interaction involves U = ∑

α,β=e,h,i, j V [(rα,i −
rβ, j )2 + d2δα,β]1/2/2, where V (u) = e2/u + VB + VN is sum
of the Coulomb potential and the external potential due to the
Boron and the Nitrogen ions at positions RB,N

i + δRB,N
i with

modulation δRB,N
i = ∑

G δRB,N
G eiG·Ri from the interaction of

the BN latice with the incommensurate TMDC lattice with
reciprocal lattice vectors G. We provide more details below of
the derivations of these external potentials given in Eqs. (7)
and (9).

The potential from the boron ions is given by the sum of the
Coulomb potential over all the boron ions at positions RB

i +
δRB

i : VB(r) = ∑
j UB(r − RB

j − δRB
j ). The Coulomb potential

at transverse distance u and at vertical distance h from a
single boron ion is given by UB(u) = QB

∫
d2q/(2π )2Ũqeiq·u,

Ũ (q) = ∑
h e−|q|h/|q|/ε0/2. Since q · δRB is small,

VB(r) ≈ VB1 + VB2,

VB1 = ∫
d2q/(2π )2 ∑

j Ũqeiq·(r−RB
j ),VB2 = ∫

d2q/(2π )2Ũq∑
j eiq·(r−RB

j )iq · δRB
j . Substituting in the value δRB,N

j =∑
G δRB,N

G eiG·R j , we get VB2 = ∑
G δ

∫
d2qeiq·r/(2π )2 ∑

j

Ũqei(G−q)·RB
j iq · δRGB). Performing the sum over j, we

obtain for X=B, N; V K
X1(r) = ŨK eiK·r/ac, V K−G

X2 (r) =
iŨG−K ei(G−K)·r[(G − K) · δRX

G )]/ac; ac is the area of the unit
cell of the BN lattice.

The harmonic frequency is obtained from solving the
phonon equation for the Fourier transform phonon modes:

mω2ei(q) =
∑

j

e j (q)Di j (q), (B1)

where the dynamical matrix Dab(q) = ∑
R(1 − cos q ·

R)∇a∇bU (R), ei(q) is the polarization vector. The
self-consistent phone frequencies obtained by replacing
the dynamical matrix D by an average 〈D〉 so that
〈Dab(q)〉 = ∑

R(1 − cos q · R)∇a∇b〈U (R + δR)〉. The
angular brackets indicate a self-consistent thermal and
quantum average over the fluctuation δR. We summarize the
self-consistent phonon theory next.

1. The self-consistent phonon theory

The ground state self-consistent phonon wave function is a
Gaussian which involves frequencies that are calculated from
an averaged dynamical matrix Dscp

αβ :

(ξ1, . . . , ξN ) ∝ exp

(
−

∑
qλ

(
mωqλ

2h̄
) ξqλξ−qλ

)
, (B2)

where ξqλ = ∑
i 1/

√
N e−iqRi �ξi · eqλ is the normal mode co-

ordinate.
This dynamical matrix itself is evaluated in the ground state

of the system.

Dscp
αβ (q) =

∑
R

〈∇ (2)
αβ V (R + ξ )〉 (1 − eiqR). (B3)

The ground state average is the average over ξqλ having a
gaussian distribution of width (h̄/2mωqλ)1/2, which is the
mean square displacement of a 1D harmonic oscillator; more
precisely, the average of any function F of the variable ξ is
given by

〈F (ξ (R))〉 = det (�R)
1
2

2π

∫
d2ξ F (ξ ) e− 1

2 ξ �R ξ , (B4)

where(
�−1

R

)αβ

=
〈(

ξα (R) − ξα (0)
) (

ξβ (R) − ξβ (0)
)〉

= h̄

mN

∑
qλ

eα
qλ eβ

qλ

ω0
qλ

(1 − cosqR). (B5)

So one can start from the set of quasi-harmonic frequencies
of the solid, ω0

qλ [obtained from Eq. (B3) with ξ = 0], use
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them in Eq. (B5) to get �αβ to do the average in Eq. (B3),
and diagonalize the self-consistent dynamical matrix to obtain
new frequencies; these frequencies can themselves be used as
input in Eq. (B5) and so on, until convergence of this iteration
process. In Eq. (B4), the average of any odd function of ξ is
zero, and in an expansion in powers of ξ only even powers

contribute, since we are dealing with a gaussian average. The
other point to notice is the physical interpretation of the matrix
�. The expression of this matrix is very similar to the mean
square displacements (MSD). In fact at very low temperatures,
the MSD is just the trace of �−1

R=a; therefore, it indicates the
spreading of the particles about their lattice site. The average
defined above is weighted by this spreading.
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