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Detailed theoretical study of the magneto-optical properties of weakly confining GaAs/AlGaAs quantum dots
is provided. We focus on the diamagnetic coefficient and the g factor of the neutral and the charged excitonic
states, respectively, and their evolution with various dot sizes for the magnetic fields applied along the [001]
direction. For the calculations we utilize the combination of k - p and the configuration interaction methods.
We decompose the theory into four levels of precision, i.e., (i) single-particle electron and hole states, (ii)
noninteracting electron-hole pair, (iii) electron-hole pair constructed from the ground state of both quasiparticles
and interacting via the Coulomb interaction (i.e., with minimal amount of correlation), and (iv) that including
the effect of correlation. The aforementioned approach allows us to pinpoint the dominant influence of various
single-particle and multiparticle effects on the studied magneto-optical properties, allowing the characterization
of experiments using models which are as simple as possible, yet retaining the detailed physical picture.
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I. INTRODUCTION

Semiconductor III-V quantum dots (QDs) have been ex-
tensively studied in the past, owing to their properties
stemming from the zero-dimensional nature of the quan-
tum confinement. Those are, e.g., an almost §-function-like
emission spectra, which lead to a number of appealing
applications in semiconductor optoelectronics. Hence, such
QDs are crucial for classical telecommunication devices as
low-threshold/high-bandwidth semiconductor lasers and am-
plifiers [1-5], as sources of single and entangled photon pairs
that might be used for the quantum communication [6—17],
or other quantum information technologies [18-27]. How-
ever, the aforementioned applications are mostly based on the
In(Ga)As QDs embedded in GaAs matrix. In that material
system, the QDs are compressively strained due to the lattice
mismatch between InAs and GaAs of ~7% [28]. That in
conjunction with the lack of inversion symmetry in the zinc-
blende semiconductors leads to considerable shear strain in
and around the dots, causing among others the non-negligible
fine-structure splitting (FSS) of the QD ground-state exci-
ton doublet [15-17]. As a result, the emitted photons are
distinguishable, hampering their use, e.g., as sources of sin-
gle entangled states for quantum key distribution (QKD)
protocols [29,30].

To overcome that drawback, recently GaAs QDs embedded
in Alp 4Gag ¢As matrix were fabricated by the droplet-etching
method [31-33]. Since the lattice mismatch in that material
system is only ~0.06%, they show very small FSS as was
recently confirmed in Refs. [34,35]. Hence, because of their
favorable properties, the GaAs/Aly1GagsAs QDs emerged
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as a promising source of nonclassical states of light, such as
single photons with a strongly suppressed multiphoton emis-
sion probability [36], highly indistinguishable photon states
[37—-40], and single polarization entangled photon pairs with
an almost near-unity degree of entanglement [37,41-43].

Because of their well-defined shape and size, the
almost negligible built-in strain and alloy disorder,
GaAs/Aly4GaggAs QDs are excellent system for testing
the current quantum mechanical theory of nanostructures.
A preferred way of doing so is the comparison between
the experimentally measured and theoretically predicted
properties (emission energy, oscillator strength, polarization)
for QDs under externally applied perturbations. Those might
be strain, electric, or magnetic fields and we have recently
shown [44] the inadequacy of the single-particle model
[45,46] for the description of the latter. Further studies [47]
recently demonstrated the QD size dependence of the applied
magnetic field response for excitons and charged trions.
However, the detailed theoretical description of that is still
missing and we fill that gap in this paper.

The paper is organized as follows: We start with the
description of the theory model in Sec. II, continue with dis-
cussion of the theory of the response of GaAs/AlGaAs QDs
to externally applied magnetic field with particular emphasis
on the diamagnetic shift and g factor, and in Sec. III we further
compare our results with available experiments. Thereafter, in
Sec. IV we focus on the magnetic field response of charged
trions and we conclude in Sec. V.

II. THEORY MODEL AND STUDIED QUANTUM DOT

We theoretically study the excitonic structure of the
GaAs/Aly4GapsAs QDs using the following methodology.
It starts with the implementation of the three-dimensional

©2020 American Physical Society
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FIG. 1. (a) Side view of computed GaAs QD (black object) embedded in Aly4Gay¢As matrix. Horizontal and vertical lines mark the grid
of the simulation space and the scale for (x) and (z) directions is given in units of nm; /# and d label the height and the base diameter of QD,
respectively. The shape of QD was inspired by Ref. [44], where it was chosen to fit the atomic force microscopy (AFM) measurements and
optimized to match the emission energy and magneto-optical properties of X°. (b) Comparison of our simulated dot with AFM line scans
of an exemplary GaAs/Aly4GagcAs QD. The AFM measurement of the nanohole (black solid curve) was performed by the scientists at the
Johannes Kepler University in Linz and the measurement of filled nanoholes (orange solid curve) was performed by scientists at the Czech
Metrology Institute in Brno. Broken curve shows the simulated QD. Note that in order to facilitate comparison with the computed structure,
we turned the measured AFM line scans upside down in (b). Note that since the actual thickness of the GaAs capping layer cannot be resolved
by AFM measurements, we set the leftmost value of black and orange curves in the left part of the graph in (b) to zero (not shown).

(3D) QD model structure (size, shape, chemical composi-
tion) (see Fig. 1) and carries on with the calculation of the
strain and the piezoelectricity. The resulting strain and po-
larization fields then enter the eight-band k - p Hamiltonian
[48]. Thereafter, for the QD with applied magnetic field, the
Hamiltonian introduced in Ref. [49] with added Pauli term
describing the interaction between the magnetic field and the
spin is solved [50] using the NEXTNANO suite [51] yielding
the electron and hole single-particle (SP) states. For the full
list of material parameters used in this work, see Ref. [52]
(see, also, Refs. [49,53-58] therein). The Coulomb interaction
between the quasiparticles and the correlation is accounted
for by employing the configuration interaction (CI) method
[48,59]. Using the theory toolbox described thus far, we obtain
the eigenenergies and eigenfunctions of various complexes
like the neutral (X?), the positively (X*), and the negatively
(X™) charged exciton (see Fig. 11 for the probability densities
of those states). See also Appendices A and B for details about

the CI computation method and the evaluation of the corre-
sponding results. Note that since our theoretical description is
supposed to be applicable for explanation of experiments, we
simulate the structure for finite temperature of 7 = 8 K.
Finally, we note that we choose the eight-band k - p model
(i) on the grounds of its simplicity and (ii) since it was
widely used so far to study the GaAs/AlGaAs system (see
Refs. [35,60]). Furthermore, the strain fields and piezoelec-
tricity, considered in our model, in turn cause the SP wave
functions to have the correct C2v symmetry, and not C4v in-
herent to k - p approximation. Moreover, the eight-band k - p
SP solver NEXTNANO was in the past tuned by its creators
[51] to produce similar results as more elaborate methods
like pseudopotentials as those of, e.g., calculations of Bester
et al. (see Ref. [61]) or other k - p solvers like those of Stier
et al. (see Ref. [62]). Furthermore, while it is known that the
error of eigenenergies of electrons and holes computed by
k - p method might be of the order of meV, since FSS results
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from CI calculations, the uncertainty of that is on the order of
sub-ueV level. Note that further slight uncertainties related
to SP basis states computed by k - p are in our experience
somewhat corrected by including a larger basis set of CI.

The magnetic flux density (B) induces circulating current
which leads to the magnetic momentum (i) opposed to B.
The interaction between B and p causes, among others, the
energy shift (AE) of the spin-degenerate state [63]. In the first
approximation one obtains

AE = yB?, ()

where y is the diamagnetic coefficient which is proportional
to the spatial expansion of the wave function in the direction
perpendicular to B. Hence, y for a carrier in a semiconductor
satisfies [63]

(r*)
o

m*

, 2

where (r?) is the average expansion of the wave function in
the direction perpendicular to B and m* is the effective mass of
the charged carrier. Thus, e.g., by inspection of Fig. 11 one can
anticipate larger y for X* and X~ states compared to those of
X0,

The other dominant process which is observed is the Zee-
man effect, which is due to the interaction of B with the
projection of the spin momentum (S) to the direction parallel
to B. In the case of B applied in the direction of QD growth
(B;), spin degeneracy of states is lifted. However, B applied in
the plane of QD (By) also breaks the symmetry of the system
and, thus, the coupling between different states is involved in
that case, like, e.g., that between the dark with total angular
momentum |£2) and the bright with total angular momentum
|£1) states of X°, respectively [44,45,63]. The splitting of the
energy levels depends on B linearly in the first approximation,
and the slope of that is commonly called the g factor. We note
that in the following text we focus only on B applied in the
growth direction, i.e., we study the response to B,.

The aforementioned effects are observable for a variety of
quasiparticles like the holes, the excitons, or other complexes.
To extract y and g factor of computed (multi)particle com-
plexes we use the following model which is suitable also for
evaluation of the experiments [44]:

1
Eyyy = Eo+vB’ * 2\ Efs + g 138, 3)

where 1/ labels the spin of the energy levels, Ey and Egss
are the emission and FSS energies, respectively, of the cor-
responding state for B =0 T; go denotes the g factor, and
up is the Bohr magneton. Note that since the splitting is
strongly linear in our calculations, we take into account only
the zeroth term gy of g factor and neglect the second-order
perturbation term g, introduced in Ref. [63]. Note that the
values of magneto-optical properties extracted from Eq. (3)
are in further text calculated for magnetic fields in the range
Be[-04,04]T.

Finally, we stress that the “spin” is generally not a good
quantum number that can be used to classify the energy states
of our quasiparticles in the following. That is since (i) sizable
spin-orbit coupling is present in our system on bulk level
and (ii) the quantum states calculated by CI and even by

the envelope method based on multiband k - p approximation
are composed of the single-spin states, which are mixed with
different contents. This leaves us to classify the states only
using the time-reversal symmetry as Kramers doublets.

III. SIZE DEPENDENCE OF MAGNETO-OPTICAL
PROPERTIES OF NEUTRAL EXCITON

In this section we study the size dependencies of the
magneto-optical properties of X° ground state of the QDs
shown in Fig. 1. We mark the height and the diameter of QD
base & and d, respectively [see Fig. 1(a)] and we track y, go,
and the light-hole (LH) content for (i) QD with fixed # and
varying d, (ii) fixed d and varying h, and (iii) for fixed h/d
ratio, thus, we track the variation of QD volume (V) in the
latter case. The dependencies of y and g factor are shown in
Fig. 2. We plot the results of CI calculation for the CI basis of
12 SP electron and 12 SP hole states marked as 12 x 12 (blue)
and for the basis of 2 SP electron and 2 SP hole states marked
as 2 x 2 (green). The comparison between those bases allows
us to study the effects of correlation. To see the effect of the
Coulomb and the exchange interaction, the dependencies of
SP electron-hole pair (red), electron (pink), and hole (orange)
states are included in Fig. 2 as well.

The emission energy (Exo) of X° calculated in the 12 x 12
basis changes for all kinds of the studied size variations in the
range of ~#100 meV. To be able to quantitatively compare the
computed dependencies, we define the parameter b as

F(Exo) = f(Exo)

b= 7 :
Eo — Ego

) “

where f (E;;,) Lf (E)"(0 )] is the studied quantity (e.g., magneto-
optical properties) for the final (initial) value of the size
dependence of Exo. Note that since the studied dependencies
are not always linear and Exo is not the quantity describing SP
hole and electron states, b provides only an estimation of the
slope of the corresponding dependency.

A. Diamagnetic coefficients

First, we study the size dependence of y. From Eq. (2) we
expect the sensitivity of y to variation of d. This is confirmed
by the numerical calculation in Fig. 2(a). We see that the
absolute value of y for electrons (y,) is much larger than that
for holes (]y;]). Since electrons have smaller effective mass,
their states are much more sensitive to the change of QD
shape or size than considerably heavier holes, which have in
our calculation predominantly heavy-hole character. It follows
that y, (b = 117) is more sensitive to variation of QD size and
also its magnitude is larger than that of |y;| (b = 18).

On the other hand, the lateral confinement does not change
in the case of the variation of % for fixed d [see Fig. 2(b)].
However, despite that, y grows slightly. First, we describe
the height dependence for electrons and note that the value
of y also depends on the effective mass [cf. Eq. (2)]. It was
shown previously for InAs/GaAs QDs that the effective mass
of electron and hole depends on QD height and base diam-
eter [64]. The effective mass of the electron decreases with
increasing h, which also explains the increase of y, (b = 34)
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FIG. 2. Dependencies of y, g factor, and LH contribution in X° ground state, respectively, for B, = 0 T on the emission energy for (a) fixed
height of 4 = 9 nm, (b) fixed base diameter of d = 40 nm, and (c) fixed aspect ratio of h/d = 13—3, where V is the volume of QD. The upper
horizontal axis shows the emission energy of X° calculated in 12 x 12 basis. The insets in the first column of (a), (b), and (c) sketch the
corresponding change of QD size and shape. Note that the blue and green circles and curves overlap in the rightmost column of graphs.

in our calculations. The case of the height dependence of |y |
(b =17) is, however, more complex. The effective mass of
heavy holes (HH) grows with increasing & [64]. On the other
hand, increasing A leads to admixture of |[LH) states due to
larger amount of |p,) Bloch waves, the contribution of which
increases for higher QDs which might even consist of purely
ILH) states [35]. Moreover, |y;,| varies very slowly, hence,
we might assume that the two aforementioned effects nearly
cancel each other.

Lastly, we fix the aspect ratio of QD and change both d and
h,h/d = 13—3 We observe the steepest change of y, (b = 176).
Here, both the reduction of the electron effective mass and the
reduction of lateral confinement contribute to the increase of

.. In the case of |y;,| (b = 10) we can see combination of two
opposing trends, discussed before. The reduction of lateral
confinement caused by increasing d leads to the increase of
|vn| while larger A slightly reduces that. This results in a
slower growing trend of |y,| as we can see in Fig. 2(c).

Using the SP approach we can write that y of SP electron-
hole pair is [63]

®

The parameter ysp is mostly influenced by the electronic part
of electron-hole pair SP transition which we mark as X since
we omit the effect of the Coulomb interaction. As we can
see from Fig. 2, the presence of the direct and the exchange

Ysp = |Yel + lyal.

125412-4



THEORY OF MAGNETO-OPTICAL PROPERTIES OF ...

PHYSICAL REVIEW B 102, 125412 (2020)

2.00 1

1.75 A

1.50 A

1.251 —_— geGaAS =2, mZGaAs =1
o g8 =2, m %2 = 0.067
© 1.00 - _ geGaAs =0.3, mZGaAs =0.067

8 —band k:-p

0.75 1

0.50 1

0.25 1

0.00 — T : . i :

20 30 40 50 60 70
d [nm]

FIG. 3. Comparison of dependencies of the electronic g, com-
puted by single-band k - p method for various values of the bulk

254 and electron effective mass m*%**%. The data are shown for

g5 =2 and m%s =1 (blue curve), g8 =2 and mGs =
0.067 (orange curve), and g8 = 0.3 and m*%*"* = 0.067 (green
curve), respectively. To ease comparison, we show also SP electron
g. computed using eight-band k - p (violet curve and symbols), taken

from Fig. 2(a).

Coulomb interaction slightly reduces the values of y¢; com-
puted by CI. The effect of correlations influences the excitonic
yc1 rather weakly. In Figs. 2(a) and 2(c) we observe that the
deviation between ysp and ycy increases with growing size of
QD. However, relative deviation between ysp and ycy is in the
whole studied range of QD sizes rather small and, thus, we can
conclude that SP approximation reasonably well describes the
diamagnetic coefficient of the ground state of X°.

B. g factors

We divide this section into three parts. First, we discuss
the electronic g factor (g.), we follow by the hole g factor
(gn), and, finally, the excitonic g factor, computed both using
SP approach (gsp) and CI (gcr), respectively, is considered.
Studied dependencies are shown in the middle column of
Fig. 2.

1. Electron g factor

The value of g, is +2 in the limit of infinite confinement,
which is the result of the quenching of the angular momentum
[65]. In bulk semiconductors, that value is reduced in k - p
method due to spin-orbit coupling Agp and the electron ef-
fective mass m, the magnitude of the reduction of g, being
due to Ago and m, respectively [50]. Thus, e.g., in GaAs
the value of g, ~ 0.3 is attained [66]. The aforementioned
decomposition is illustrated in Fig. 3 where we plot that for d
variation of our GaAs QDs. Clearly, the dominant reduction
of g, from 2 is caused by the interaction of electron with
the crystal lattice potential, characterized in the single-band

k - p by bulk g9A%. Furthermore, the size dependence of g,
observed in Fig. 2 is caused by the admixture of Bloch states
from the valence bands (VB), i.e., heavy-hole (|JHH)), light-
hole (|LH)), and split-off (]SO)) Bloch states, into the ground
state of electron and we proceed by discussing the reasons for
that (see also Ref. [63]). In the eight-band k - p calculations
we express each quantum state as a superposition of |S), [HH),
ILH), and |SO) bulk Bloch components. The wave functions
consist of the Bloch and the envelope parts with (total) angular
orbital momenta J and Lg, respectively, which are coupled
due to the spin-orbit interaction. Since the |S) Bloch com-
ponent has Lr = 0, it does not influence g, at all. However,
the Bloch functions in VB have envelope angular momenta
Lg = 1 and, thus, Lg, = {0, £1}. Hence, the further deviation
of g, from the value of +2 in the case of multiband k - p is
caused by the admixture of the VB Bloch functions, which
have Lg, = %1, into electron envelopes. Since the coupling
between the states from conduction band (CB) and states from
VB with Lg, = %1 is proportional to the crystal momentum
vector components k, and k, [63], we get the content of states
having Lg, = %1 by taking into account |p,) and |p,) Bloch
waves, mixed in the ground state of the electron. Furthermore,
the coupling with the components which have Lg, =0 is
proportional to k, [63], hence, we get these states as |p,) Bloch
waves.

In contrast with g, for cylindrical InAs/InP QDs studied
in Ref. [63], g factors of our QDs depend on their size rather
weakly. Bulk GaAs has band gap of E, = 1.43 eV [67] (for
temperature of 300 K), which is nearly four times larger than
that for bulk InAs, resulting in weaker mixing of CB and VB
states in the case of GaAs QDs. The size dependence of the
sum of amounts of |p,) and |p,) Bloch waves (states with
Lg, = £1) in electron ground state for B, = 0 T is shown in
Fig. 4 (right column). Note that for the sake of completeness,
we also show in Fig. 4 the size dependencies of |[HH), |LH),
and |SO) components (left column). In all cases of the studied
size variations, the content of states from VB decreases with
increasing size by ~2%. The sum of all Ly, = £1 compo-
nents decreases with increasing d [Fig. 4(a)] by ~10 times
smaller rate compared to that for InAs/InP QDs [63]. In-
terestingly, in the case of the variation of & [Fig. 4(b)] we
observe even ~24 times reduced rate. Since the admixture of
the VB components, which affect g., depends on the structural
properties of QDs rather weakly we do not observe strong size
dependence of g.. For the completeness we also show the size
dependence for the studied parameters in the case of fixed
aspect ratio [Fig. 4(c)], even though we cannot compare to
any similar study for InAs/InP QDs.

2. Hole g factor

In the case of g, we observe a rather strong size depen-
dence of that. Since in the case of holes the VB band mixing
plays a much more prominent role in the g factor, we do not
apply the approach which we discussed above for electrons
[63]. However, there exists a connection between the value
of g, and HH-LH mixing in the hole ground state [68]. The
approach introduced in Ref. [68] utilizes 2D effective model
and can be expressed as [45,68]

gn =6k + Zq — 2y, (6)
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FIG. 4. Dependencies of the amount of |HH) (circles), |LH)
(squares), and |SO) (triangles) components, that for |p,) and |p,)
(cross), and |p,) (diamonds) Bloch waves, and the total VB contribu-
tion, i.e., N'(HH) + N (LH) + N (SO) (stars) in the electron ground
state for B, = 0 T, respectively. The calculations are shown as a
function of QD size for (a) fixed height of 4 = 9 nm, (b) fixed base
diameter of d = 40 nm, and (c) fixed aspect ratio of 1/d = %, where
V is the volume of QD. Note that p, + p, in the inset of (a) indicates
that contents of |p,) and |p,) states were added, not the actual Bloch
waves.

where « and ¢ are the Luttinger parameters in the standard
notation [49], which are for GaAs summarized in Table I, and
v is given by the overlap of |HH) and |LH) states of the hole.
It follows from Eq. (6) that g, strongly depends on the bulk
properties of the QD material and, furthermore, that the con-
tent of |LH) states in the hole reduces the magnitude of g,
since y;;, attains positive values [68]. The validity condition
for the discussed 2D model is that #/d < 1, which is fulfilled
for our QDs. Furthermore, it is assumed in the model that the
mixing of |SO) states can be neglected since

E <« Agpin < Aso, @)

where E is the energy measured far away from the edge of the
topmost subband, Agp is the spin-orbit energy, and Ayp.ry
is the energy splitting of |[HH) and |LH) states, caused by the
confinement and/or the biaxial strain. As one can see in Fig. 5,
the contribution of [SO) Bloch waves in the hole ground state
is minuscule in comparison with the other two components.

TABLE I. Luttinger parameters for GaAs and AlAs [72-74].

Y1 V2 V3 K q
GaAs 6.98 2.06 2.93 1.2 0.04
AlAs 3.76 0.82 1.42 0.12 0.03
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FIG. 5. Dependencies of |HH) (circles), |LH) (squares), and
[SO) (triangles) components, that for |p,) and |p,) (cross), and
|p;) (diamonds) Bloch waves in hole ground state for B, =0T,
respectively. The calculations are shown as a function of QD size for
(a) fixed height of 4 = 9 nm, (b) fixed base diameter of d = 40 nm,
and (c) fixed aspect ratio of h/d = %, where V is the volume of QD.
Note that p, + p, in the inset of (a) indicates that contents of |p,)
and |p,) states were added, not the actual Bloch waves.

The reason of small admixture of [SO) Bloch waves into the
hole ground state is the large bulk value of Ago (for GaAs
Aso = 0.34 eV for the temperature of 300 K [55]). On the
other hand, since GaAs and Aly4GaggAs are nearly lattice
matched, the biaxial strain in QD is rather small, which results
in small value of Agy.rg < 1 meV [69]. Hence, the condition
in Eq. (7) is fulfilled for our dots.

In the case of our calculations, the HH-LH coupling is
caused by the variation of QD size (see right column of Fig. 2).
The admixture of [LH) Bloch waves to the hole state depends
on the content of |p,) Bloch waves. That content increases
with 4. On the other hand, when d is increased, the content
of |py) and |py) Bloch waves, which have predominantly HH
character [70], increases as well. Consequently, the reduction
of the amount of |[LH) is observed.

The aforementioned model in Eq. (6) provides a reasonably
good qualitative prediction of the trend of g, for increasing
h. As expected, with increasing & the contribution of |LH)
Bloch waves grows [see Fig. 5(b)], which leads to the re-
duction of g, [see Fig. 2(b)]. For h = 17.5 nm g, changes
its sign. Since mathematically gy corresponds to the slope of
E;(B;) — E|(B;), the change of the sign of g indicates that
the order of the levels in the corresponding Kramers doublet
reverses in energy, which we also confirmed by inspecting
the computed states. If it would be experimentally meaning-
ful to give the calculations for the temperature of O K, the
magnetization and the magnetic susceptibility of the system
in a certain state would lead to the change of the sign of the
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susceptibility with increasing & [48,71]. However, since we
want our results to be reproducible by experiment, we strictly
performed our calculation for finite temperatures.

Interestingly, even though the content of [LH) Bloch waves
decreases with growing d [see Fig. 5(a)], we observe a slow
decrease of g, as well. A similar trend was previously ob-
served for InAs pyramidal QDs in Ref. [75]. We assume that
also another effect causes the reduction of g, apart of those
previously discussed. Since the decrease of g, is the weakest
of all the discussed cases, we assume that the effect which
reduces g, is similarly strong, when d grows, as the decrease
of the content of |LH) components. The parameter g, also
depends on the bulk material parameters [see Eq. (6)]. As the
lateral quantum confinement becomes weaker with increasing
d, the hole wave function moves toward the top of the QD.
If hole wave function would partially leak out of the QD
material, the change in g, might have been affected also by
the properties of the surrounding Alp4GaggAs. In Table I
we summarize the values of x for GaAs and AlAs. Using
the linear interpolation we can estimate x of Aly4Gag¢As as
k = 1.08. While the smaller value of x would lead to the
reduction of g;, an inspection of the probability density of
hole ground state shows leakage of hole out of QD only for
QDs with d > 30 nm. Since, we observe the reduction of g
also for smaller d we conclude that this effect is not strong
enough to cause the decreasing trend of gj,.

We observe strong dependence of g, on V of QD for fixed
QD aspect ratio. That effect is caused by the admixture of
ILH) Bloch waves [see Fig. 5(c)], similarly as in the previous
case. Also, Exo for which gj crosses zero is similar for the
cases of fixed aspect ratio and fixed 4 (see Fig. 2).

3. Excitonic g factor

We further fitted the B, dependence of the difference of
the ground-state Kramers doublet energies of X by Eq. (2)
and obtained the slope of that which we mark as gsp (see
middle column of Fig. 2). From the SP approach we find that
gsp = g + g of the bright state, similarly as in Refs. [45,46].
Resulting from that and already discussed properties of g, and
ge, it follows that the trend of gsp is dominated by the hole
part of X°. Since the value of g, remains nearly constant with
QD size change, it only causes the increase of the mean value
of g factor, leading to the zero crossing of gsp for smaller
emission energies. To see how the HH-LH coupling affects
gsp, we show in the last column of Fig. 2 the content of
|LH) Bloch wave in the exciton. The calculations were done
for X° and for X° computed by CI with basis of 2 x 2 and
12 x 12 electron and hole SP states, respectively (see also
Appendix B). Clearly, the HH-LH coupling is not influenced
by the effect of correlation, however, it is weakly affected
by the direct and the exchange Coulomb interactions. The
connection between band mixing and gsp is the same as that
already discussed for holes.

The inclusion of the direct and the exchange Coulomb
interaction (2 x 2 basis) causes the overall increase of the g
factor. Note that the difference between gsp and gc; computed
in 2 x 2 basis grows with the size of QD. As a result of the
exchange and the direct Coulomb interaction, gc; does not

cross zero for the range of considered sizes [see panels (b)
and (c) of the middle column of Fig. 2].

On the other hand, the effect of correlation causes the
reduction of gcr. Hence, there are multiparticle effects which
affect the Zeeman splitting and g factor in opposite ways.
The direct and exchange Coulomb interaction amplifies the
Zeeman splitting, increasing gcy, yet the correlations cause
the reduction of that. The effect of multiparticle effects on the
Zeeman splitting is sketched in Fig. 7(d). As we can see in
Fig. 7(d) and Eq. (3) Egss is the initial value of the Zeeman
splitting. The size dependence of Ergs is shown in Figs. 7(a)—
7(c). As already discussed, e.g., in Ref. [35], Erss decreases
with increasing size of QDs. Since the envelope-function ap-
proximation cannot model the effect of the atom disorder,
it cannot describe effects such as the interface roughness,
which occurs in real structures and might affect quantities
such as Erss. However, we simulated that by smearing the
alloy composition of QD in the vicinity of GaAs/Aly4GaggAs
interface. That allows us to model the effect of the spa-
tially mean interface roughness. The size dependence of Epsg
calculated in 12 x 12 basis of such structure is shown in
Figs. 7(a)-7(c) by broken curves. As can be seen, the smeared
alloy composition changes the values of Epgs in most cases
within £1 eV, i.e., corresponding to the expected error of
our CI calculations. Hence, we can conclude that the influence
of the mean interface roughness on Eggs is negligible in our
calculations.

Finally, we note that interface roughness or alloy disorder
can be included using atomistic methods like, e.g., pseudopo-
tentials or tight binding which are not the scope of this work.
Nevertheless, we compare our values of FSS in Fig. 7 with
that obtained for similar structures by (i) the combination
of pseudopotentials and CI in Ref. [76] and (ii) experimen-
tally measured statistics in Ref. [33], being 5 £+ 1.4 ueV and
3.9 £+ 1.8 neV in the former and latter cases, respectively, i.e.,
similar as our values.

Moreover, we stress that the values of FSS in Fig. 7 as well
those for the g factor or y do not correspond to any particular
experimental QD geometry or composition [see also Fig 1(b)].
Thus, in realistic QDs the values of the aforementioned pa-
rameters might be slightly different.

Note that for increasing & of QD the difference between CI
calculation without and with the effect of correlation grows
[see panel (b) of the middle column of Fig. 2]. Surprisingly,
for the calculations where only d is varied, the deviation is not
systematic [panel (a) of the middle column of Fig. 2], thus, it
seems that the lateral size of QD does not influence the effect
of correlation on g¢y. This observation is unexpected since the
trend of increasing difference between calculations with and
without the effect of correlation is stronger for varying V with
fixed aspect, what is the consequence of the faster decrease of
the quantum confinement due to increasing of both 4 and d.

To further visualize the importance of the correlation for
the SP-state-resolved description of X° we show in Fig. 6 the
content of hole and electron SP states in those of CI for a
prototypical pyramidal-shaped InAs/GaAs QD with the base
width of 20 nm and height of 3 nm and GaAs/Aly4Gag¢As
dot, shown in Fig. 1, with the base diameter 68 nm and height
16 nm. Here, the level of darkness identifies the content of
each SP state, i.e., the darker the larger content. On the vertical
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FIG. 6. The contribution of SP states, used as the basis of the CI calculations, in X° without the application of external fields for InAs/GaAs
pyramidal-shaped QD with base width of 20 nm and height of 3 nm (left) and GaAs/AlGaAs QD shown in Fig. 1(a) with d = 68 nm and
h = 16 nm (right). The CI calculations were performed with the basis of 12 SP electron (green) and 12 SP hole (red) states and were carried
out exactly in the same manner. Note that the CI states are ordered from 1 to 29 according to their energy from lowest to highest. The contents

of SP states are shown on logarithmic scale.

axis the number of the CI eigenstate is shown. The states
are ordered by energy, e.g., 1, 2 is the ground-state doublet.
The numbers on the horizontal axis represent the numbers
of the SP electron (green) or hole (red) states computed by
NEXTNANO software [51]. Here, numbers 11, 12 (13, 14) mark
hole (electron) ground states. In the former case (InAs/GaAs
QD), the first four CI ground states of X° (CI states 1—4 in
Fig. 6) clearly show the dominant contribution of particular
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FIG. 7. Dependencies of Epgs for QD structure with sharp inter-
face between GaAs and Aly4GageAs (solid curve) and for graded
composition from GaAs to Aly4GapeAs in the vicinity of the QD-
bulk interface within 1 nm around that (broken curve) [see also
sketch in (a)]. The CI calculations with 12 x 12 basis are shown as a
function of QD size for (a) fixed height of 7 = 9 nm, (b) fixed base
diameter of d = 40 nm, and (c) fixed aspect ratio of h/d = %, where
V is the volume of QD. (d) Sketch of the effect of the direct and the
exchange Coulomb interactions, respectively, and the correlation on
the energy splitting of levels due to B,.

hole or electron SP state to a given CI state. That is smeared
out for GaAs/Aly4GaggAs QD. In the latter case, the corre-
lation causes via the exchange interaction the mixing of the
almost energy degenerate hole SP states, competing, thus,
with the Zeeman interaction, as sketched in Fig. 7(d). The
details about the evaluation of the contents of SP states in the
ClI states are discussed in Appendix B.

Moreover, we note that we performed the convergence tests
of our CI computations and the effect of correlation by com-
paring results of Eggg of the largest dot (and thus largest effect
of correlation) for CI bases of 2 x 2, 6 x 6, and 12 x 12,
respectively. We observed an energy difference for Exgs be-
tween 6 x 6 and 12 x 12 bases, respectively, of ~0.05 ueV
being below the numerical resolution of the method and we
can, thus, safely regard the results for 12 x 12 basis as con-
verged.

C. Comparison with the experimental data

Finally, we compare our calculations with the measure-
ments performed by Lobl and colleagues [47] (see Fig. 8).
The samples were grown by molecular-beam epitaxy (MBE)
on the (001) substrate. The measured QDs were, as well as
those discussed in the previous sections, cone shaped and had
also the same composition, i.e., pure GaAs QDs embedded
in Alp4GagpeAs. The authors further assumed that all the Al
droplets which etched the substrate had the same aspect ratio.
Since the relation between Al droplet height /; and QD height
h is given by the phenomenological relation 4 hg [77], we
assume that the aspect ratio of measured QDs was the same
for all QDs and, thus, we compare with that our calculations
where the aspect ratio of QDs is fixed as well. However, we
show in our comparison all the size dependencies in order to
indicate whether the aforementioned assumption is correct.
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FIG. 8. Dependencies of X° ground-state magneto-optical prop-
erties on the emission energy Eyxo (blue). The experimental
measurements were reprinted from Ref. [47] (gray).

For further details about the growth and measurements we
refer the reader to Ref. [47].

For the comparison we use the magneto-optical proper-
ties of multiparticle X° where the effect of correlation is
included. As we can see, the calculated trends reasonably fit
the measurements. However, we observe larger disagreement
with the size dependence of the measured magneto-optical
properties for larger emission energies Exo, i.e., smaller QDs.
The deviation between theory and experiment might be, e.g.,
attributed to the fact that we did not optimize the QD shape to
fit the measurements more precisely and, thus, the aspect ratio
or shape of the base of the calculated QDs can be slightly
different than that for experiment. Moreover, spatial variation
of the chemical composition inside QD might also affect the
slopes of calculated trends.

Let us first compare theoretically and experimentally
obtained y. As we can see, almost all the calculated de-
pendencies have similar nonlinear trends. They decrease fast
for smaller Exo and from certain value the decrease is ap-
proximately linear. The calculated dependencies resemble a
combination of two linear trends with different slopes or a
single exponential decrease. The linear trend shows also y
determined from the experiment. Generally, by comparing the
steepness of the experimentally determined data and calcula-
tions, we deduce that measured QDs were slightly larger than
those calculated.

In the case of g factors we observe larger differences
between calculations and experiment. Here, the slopes of
calculated dependencies are unfortunately significantly larger
than that of the measured data for smaller values of Exo.
However, we note that a more favorable correspondence of
the theoretical slope with that of the experiment might be
observed for variation of d with fixed 4 and at the same time
smaller values of Exo. However, to match the experiment, one
would clearly need also the dot to have larger V.

IV. SIZE DEPENDENCE OF MAGNETO-OPTICAL
PROPERTIES OF TRION STATES IN MAGNETIC FIELD

In this section we expand our analysis of the size de-
pendence of magneto-optical properties to incorporate also
the positively charged ground X* and excited X;* and X}
trions, respectively, and that for excitons with surplus electron,

i.e., X~. The calculations are performed for QD shown in
Fig. 1 with fixed aspect ratio of h/d = %, similarly as that
in Sec. III. The field B is again applied in the [001] growth
direction, i.e., B;, and the energies of the excitonic complexes
are calculated by CI with the basis of 12 SP electron and 12
SP hole states. Studied size dependencies of magneto-optical
properties are shown in Fig. 9.

The particular choice of XJ* and X;™* is motivated by their
experimental observation in Ref. [44] and the larger contri-
bution in the respective CI complexes which we show along
with the contribution of SP states in CI complexes of X~ in
Appendix C.

As expected, y of X~ and X' have very similar trend as
that for X° [cf. Fig. 2(c)]. To see the differences among y
of the excitonic complexes, we discuss again the parameter
b defined in Eq. (4). Due to the dominant content of holes,
which have larger effective mass than electron, we observe the
smallest value of b for X* (b = 150). Interestingly, y grows
slightly more for X° (b = 168) than for X~ (b = 160). That
results from previous investigation of size dependence of y
for X° since direct and exchange Coulomb interaction reduce
the values of y for larger QDs, what leads to the reduction
of the parameter b. Moreover, in the case of X~ (XT) the
Coulomb interaction between the electron and the hole is dou-
bled compared to X’ and also that between electrons (holes)
is included, which also contributes to the reduction of b.

Due to the coupling of singlet (XI*) and triplet (X;r*)
states of the excited trions we observe the anomalous dia-
magnetic shift of X3* transition [44]. The parameter y of
X7* is negative for all considered QDs and its absolute value
increases with size until it reaches the minimum for V & 20 x
10° nm®. On the other hand, y of X;* grows monotonically
with increasing V. Interestingly, we observe smaller absolute
values of y(X7*) and y(X]™*) for QDs with A = 17 nm and
d =75 nm (or h = 18 nm and d = 78 nm) considered in this
section, than for QDs with 2 = 15 nm and d = 70 nm (see
Table 2 in Ref. [44]). We assume that this might be caused by
different aspect ratio of QDs under consideration.

We now discuss the g factors of X, X*, X7*, and X;*
[see Fig. 9(b)]. Since g of trions is given by the SP state the
energy of which is subtracted during the recombination, we
observe significantly faster decrease for X+ (b = 19) than for
X~ (b =9). The size dependence of subtracted SP electron
(pink curve) and hole (orange curve) states are shown in the
second column in Fig. 2(c). In contrast with X0, the g factor
of X monotonically decreases toward negative values. The
reason of smaller go of X™ is the larger content of |[LH) Bloch
states. At the same time, the g factors of the excited trions
increase with increasing volume and for V = 11.7 x 103 nm?
we observe a sudden decrease of those. In order to understand
the aforementioned trends, we show in Fig. 10 the QD vol-
ume dependence of g factors of nonrecombined positive trion
states, the final SP hole state, and the final emitted single-
photon state. The colors identify the nonrecombined trion
states and the markers the final SP hole states. As expected, we
observe similar trends for final SP hole state and the emitted
photons. On the other hand, the g factors of nonrecombined
trion states have positive values and decrease in the whole
considered range of QD volumes V.
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FIG. 9. Size dependence of (a) y and (b) g factor of X~ (light blue), X (blue), X} ™ (red), and X;* (green), respectively.

V. CONCLUSIONS

We have studied the size dependencies of the diamagnetic
coefficient and g factor of X% X—, and Xt ground states,
and X{* and X" excited positive trion states, respectively,
of GaAs/AlGaAs cone-shaped quantum dots. The magnetic
field was applied in the [001] growth direction. The sizes of
quantum dots were changed in three ways, i.e., for fixed height
(and variable base diameter), for fixed base diameter (and
variable height), and for fixed aspect ratio (and variable vol-
ume). To find the origin of the observed trends, we decompose
the calculations into four levels of precision: dependencies
for (i) single-particle electron and hole states, (ii) noninter-
acting electron-hole pair, (iii) electron-hole pair constructed
from the ground state of both quasiparticles and interacting
via the Coulomb interaction (i.e., with minimal amount of
correlation), and (iv) that including the effect of correlation.
The calculated dependencies have reasonably well reproduced
the experimental trends observed in Ref. [47].

The diamagnetic coefficients of the correlated X° are found
to be described sufficiently well by the single-particle ap-
proach for small dots. The increase of that with QD size is
found to be mostly due to the single-particle electron states.
The case of excitonic g factor is more complex. Here, we
find a decrease of that with size which is due to holes. How-
ever, the multiparticle effects for both diamagnetic coefficient
and g factor are found to be non-negligible in the case of
large, weakly confined quantum dots. The exchange and di-
rect Coulomb interactions increase the absolute value of the
excitonic g factor. At the same time, the effect of correlation
decreases that. Furthermore, we find that also the slope of
the dependencies is smaller when the exchange and direct
Coulomb interactions are included.

We have also studied size dependencies of magneto-optical
properties for charged trions. Here, the dependencies of the
diamagnetic shifts and g factors of ground states of those
complexes were found to have similar evolution with QD
size as that for ground state X°. Only for the latter (g factor)
we found the dependencies to be shifted in magnitude
which we identified to be the result of the subtraction of
the final single-particle state, electron for X~ or hole for
X*. Strikingly, the excited positively charged exciton states
X3* and X;* show noticeably different behavior. Namely,
the anomalous (enormous) diamagnetic shift in the case of
the former (latter). Moreover, in both of the aforementioned
complexes the g factor has nonmonotonic dependence with
size. We interpret the former (diamagnetic shift) observation
to be due to singlet-triplet mixing in large weakly confining
GaAs dots. On the other hand, the latter phenomenon (g
factor) is again explained as a result of the subtraction of the
final single-particle hole state.
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APPENDIX A

Here we give the description of the CI method. Let us
consider the excitonic complex |M) consisting of N, elec-
trons and N, holes. The CI method uses as a basis the Slater

determinants (SDs) consisting of n, SP electron and n; SP
hole states which are determined using the envelope-function
method based on k - p approximation. Obtained SP states

read as
v,m= Yy
vels,x,y,z}{1,!}

a0ty (AD)

where ! is the Bloch wave function of s-like conduction band
or p-like valence band at the center of the Brillouin zone, 1/J
mark the spin, and x4, , is the envelope function, where a; €
{ei, hi}.

The trial function of considered excitonic complex reads as

Nnsp

= Z Nm |D%) s

m=1

(A2)

where ngp is the number of SDs |Dx) and n,, is the constant
which is looked for using the variational method. The mth SD
is [59]

O (iny (TN)-

(A3)
Here, we sum over all permutations of N :=N,+ N,
elements over the symmetric group Sy. For the sake of
notation convenience, we joined the electron and hole wave
functions from which the SD is composed of, in the unique
set {p1,...,dn}m = {\IJe/., oo Wy Wi e \IjthrNh—]}’
where je{l,...,n.} and ke{l,...,n,}. In similar
fashion we join the positional vectors of electrons and

1
D)) = N D s@n (@) iy (X1 iy (2) - .

TESN

holes {ry, ..., 7y} == {Te,s ..., Tey s Thy, ...,rhNh}.
Further, we solve the Schrédinger equation
HY M) = EM M) , (A4)

where EM is the eigenenergy of excitonic state [M) and HM is
the CI Hamiltonian which reads as HM = H) + VM, where
H)" represents the SP Hamiltonian and VM is the Coulomb
interaction between SP states. The matrix element of VM reads

as [48]
3 / / drdr — 345
47‘[60 e(r,r)r —r’|

(DY V™D =
ijkl

x (W7 (W5 (1) Wi (n) W, (r')
— W ()W ()W (r) Wi (1)}

(A5)

Here, g; and ¢q; label the elementary charge |e| of either
electron (—e) or hole (e), and €(r, r’) is the spatially depen-
dent dielectric function. Note that the Coulomb interaction is
treated as a perturbation. The evaluation of sixfold integral
in Eq. (A5) is performed using the Green’s function method
[48,59,78,79]

V[e@)VU,;()] =

“ T (A6
Vi = vl Uaji 1Wi)

where a, b € {e,h} and V := (Z)x’ 3y 37)

Finally, we note that relating to the ongoing discussion
[61] about the nature of the dielectric screening in Eq. (AS),
i.e., whether or not to set €(r, r’) to unity for the calculation
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FIG. 11. The isosurfaces of 90% of total probability density of X°, X, and X* ground states for B, = 0 T, respectively. The upper row in
(b) shows the side, while the bottom row the top view of the density, respectively. The insets in (b) indicate the crystallographic orientation of
the cuts. Notice the larger volume of the probability densities for X~ and X* in comparison with that for X°.

of the exchange integral, we refer the reader to our previous
work [48]. There, the CI calculation of FSS of the exciton
and the trion binding energies relative to the exciton were
performed for InAs/GaAs lens-shaped QDs. It was found that
while setting e(r, r') = 1 for the exchange interaction led in
the case of the CI basis using two SP electron and two SP
hole states to realistic values of both FSS and binding energy,
for larger basis the latter (binding energy of trion) increased
to unreasonably large values. However, setting €(r, r’) to bulk
values recovered the experimentally realistic values of both
FSS and binding energy, regardless of the CI basis size.

APPENDIX B

To visualize the contents of SP states computed in multi-
particle complexes calculated by CI, we need to transform the
results of CI calculations to the basis of SP states instead of
that of SDs. In this Appendix we describe that method.

During the setup of SDs, we create the matrix A with rank
nsp X N, where mth row consists of SP states used in the
corresponding SD:

A= (Yo oos W 3V - Wiy, ) (B1)

As a result of CI calculation we get ngp eigenvectors (CI
states) with ngp components

M) = (.. .onhy,) s

where index [ identifies the eigenvector. Now, let us consider
a particular SP state W, (W}, ). We choose those values of nfn
which correspond to the A, consisting of W, (W}, ), sum the
squares of the absolute values

(B2)

1 2
Ce; = Z Z |'7m<,-/> 8 (B3)
m J
2
Cn = Z Z [T iyt (B4)
m kK
and obtain the vector
T
(cf_,l,...,céng;ci”,...,cilnh) . (BS)

The values c,; and ¢, are then normalized by imposing that
3¢t + 2y ¢, = 1. Since |1, |* describes the weight of the

corresponding SD in CI eigenvector, we look for the weights
of individual SP electron or hole states. The example of the
result is shown for X° in InAs/GaAs and GaAs/AlGaAs QD
in Fig. 6 or for X* in GaAs/AlGaAs QD in Fig. 12.

The procedure described thus far allows us to study also
other excitonic properties, such as the influence of multipar-
ticle effects on band mixing or visualizing the probability
density of the studied excitonic complexes. In the case of band
mixing we multiply the contents of {|S), |HH), |[LH), |SO)} of
the particular SP state by the corresponding coefficient from
Eq. (BS5). Hence, we get the matrix with rank (n, + nj) x 4
for each [ and we sum separately all |S), |HH), |[LH), and |SO)
contents in that matrix to get the four corresponding values for
each CI state. Finally, we normalize the contents in the same
fashion as for Eq. (B5).

On the other hand, for visualizing the probability density of
an eigenstate of the complex [M') with wave function ®},(r),
we calculate

@@ =" [eb W, ] + 3 [eh w0’ (B6)
j k

J

Similarly, as before, the probability density is finally nor-
malized, i.e., (M/M') = 1. The example of the calculated
probability density of X°, X*, and X~ is shown in Fig. 11.

APPENDIX C:

Now, we briefly describe the construction of the excited
positive trion states. First, we introduce the single-particle
approach considering the complex consisting of the electron
in the ground state (1,/],), the heavy hole in the ground state
(fts/ 1) and the heavy hole in the first excited state (1,/4,),
where the total angular momentum of electron is J = :I:% and
that of hole is J = :I:%. Due to the exchange interaction, holes
in the complex split into singlet and triplet states and, thus, the
excited positive trions read as [44,80]

*\ Ts(ﬂs‘U’ _‘U’sﬂ )7 Z=+1/2

IXiT) = {%(Mﬁ—%ﬂi» L=-12  ©D
[, + U, =12

X = {¢s<mi+usnﬁ>, L=—12 &
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FIG. 12. The contribution of SP states used for the basis of the CI calculations of QD with d = 68 nm and & = 16 nm, in the nonrecom-
bined X* (left) and X~ (right) trion states for B = 0 T. The CI calculations were performed with the basis of 12 SP electron (green) and 12
SP hole (red) states. The states in blue, green, and red rectangles in the left panel were used as the final SP states in constructing the studied
emission energies of X, X7*, and X}, respectively, and that in light blue of the right panel corresponds to the final SP state of X~. The colors
correspond to those in Fig. 9. Note that the CI states are ordered from 1 to 8 by their energy from lowest to highest. Note that for the sake of

clarity, in contrast with Fig. 6 we use linear scale here.
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where J, marks the projection of total angular momentum
of the excited trions into the direction of B,. We note that
resulting from the introduced approximations, we are allowed
to use the total angular momentum J as a good quantum
number here, instead of Kramers doublet. The singlet (XI*)
and the triplet (X3 and X{*) states emit single photon when
s-shell electron and s-shell hole recombines. Hence, we get
the energy of the emitted single photon when we subtract
the energy of SP p-shell hole corresponding to the three SP
electron and SP hole states where the s-shell electron-hole
pair recombines. Note that X, is the dark state due to the
dipole selection rules. We stress that since Eqgs. (C1)-(C4) do
not include neither of the multiparticle effects, we do not use
them for the calculation discussed in the main text. However,
single-particle approach gives us simple and clear picture
of the approximate structure of the excited trion states. The
calculation of energies considered in our study is discussed in
the next paragraph.

Since each excitonic state calculated by CI consists of a
different amount of n, SP electron and n;, SP hole states, we

subtract the energy of the excited SP hole state which has the
largest contribution in the considered CI state. That procedure
allows us to reproduce the measured results [44]. In Fig. 12
we show SP hole states, the energies of which were subtracted
in our investigation of X¥, X; * and Xj’* transitions. As can
be seen, the largest contribution in the first and the second
excited trion eigenstates (corresponding to numbers 3,4 and
5,6, and we mark them as X;r and Xj , respectively) relates
to the fourth excited SP hole state (that corresponds to the
numbers 3,4 and we mark that as h4). Hence, the energies
of the emitted single photons £ which are the results of such
transitions are

o = [EX ) = Eaft),
&) = {E?{d}—a{u}, ©)

o _ [EX () — Ea),
(0 = |t ) (0

_[EX ) - B,
folX") = !EX (d) — Eoly). ©

where subscripts a, b, c mark the Kramers doublet of the trion
state before recombination (a identifies the lowest energy).
Furthermore, subscripts 0 and 4 label the Kramers doublet of
the final SP hole state (0 identifies the energy of the ground
state), and u (d) denotes the higher (lower) energy of consid-
ered trion doublet. For further details, see also Ref. [44].
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