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Tunable optical nonlinearity for transition metal dichalcogenide polaritons dressed by a Fermi sea
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We study the system of a transition metal dichalcogenide (TMD) monolayer placed in an optical resonator,
where the strong light-matter coupling between excitons and photons is achieved. We present a quantitative
theory of the nonlinear optical response for exciton-polaritons for the case of a doped TMD monolayer, and
analyze in detail two sources of nonlinearity. The first nonlinear response contribution stems from the Coulomb
exchange interaction between excitons. The second contribution comes from the reduction of Rabi splitting that
originates from phase space filling at increased exciton concentration and the composite nature of excitons. We
demonstrate that both nonlinear contributions are enhanced in the presence of free electrons. As free electron
concentration can be routinely controlled by an externally applied gate voltage, this opens a way of electrical
tuning of the nonlinear optical response.
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I. INTRODUCTION

Planar microcavities in the regime of strong light-matter
coupling represent a robust platform for nonlinear optics. The
hybridization of excitons with optical cavity photons leads
to the formation of ultralight interacting quasiparticles—
polaritons—that enable polariton lasing [1–4] and emergent
polariton fluid behavior [5–8]. For conventional quantum well
(QW) nanostructures in III-V and II-VI semiconductors in
this regime various nonlinear effects were studied, including
formation of solitons [9–12], vortices [13–17], polarization
multistability [18–24], and nontrivial polariton lattice dy-
namics [25–31]. These unique properties can be used for
experimental realization of ultrafast polariton-based nonlinear
optical integrated devices [32–38].

In these systems the nonlinear response mainly orig-
inates from the Coulomb-based exciton-exciton scattering
[39–45], typically observed at macroscopic mode occupa-
tions. For high-quality samples prerequisite signatures of a
quantum nonlinear behavior were recently observed [46,47],
thanks to outstanding fabrication advances. The limitations for
QW-based platforms come from low operation temperatures,
relatively small light-matter coupling (∼4 meV per QW), and
complex growth techniques [48].

Recent advances in the field of optically active two-
dimensional (2D) materials have largely increased capabilities
of polaritonics [49,50]. In this case excitons are hosted
by monolayers of transition metal dichalcogenide (TMD)
materials—atom-thick nanostructures with a direct optical
band gap [51–56] and excellent optical properties [57,58]. To
date light-matter coupling for TMD excitons was observed
in various configurations, including optical microcavities
[59–63], Tamm plasmon structures [64], photonic crystals

[65,66], surface plasmons [67–69], and nanoantennas [70,71].
Due to the relatively large electron/hole masses and reduced
screening, TMD exciton binding energy ranges in hundreds
of meVs, and multicharge bound complexes (trions [72–76],
biexcitons [77]) can be observed. Importantly, small exciton
volume leads to large Rabi frequency, and excitonic optical re-
sponse dominates already at room temperature [57]. A further
list of exceptional properties of TMD monolayers includes
strong spin-orbit interaction and valley-dependent physics
[78–80], peculiar exciton transport properties [81,82], and
strong dependence on dielectric properties for observed phys-
ical effects [83–85]. For doped and gated TMD samples band
gap renormalization was shown [86–89], which opens the
way to engineering of material properties. Finally, studies of
trapped excitons and strain-induced lattices revealed efficient
defect-based single-photon emission from two-dimensional
materials [90–93].

The natural next step in TMD polaritons is exploring
of the nonlinear response. This so far has proven to be a
nontrivial task, as the very same large binding leads to reduc-
tion of the exciton-exciton scattering cross section evidenced
theoretically [94] and experimentally [95]. However, the sit-
uation changes drastically once large light-matter coupling is
achieved and a TMD monolayer is doped with free carriers.
First, the deviation of excitonic statistics from ideal bosons
[96,97] leads to the nonlinear Rabi splitting behavior [43,98–
100]—optical saturation—that in the case of strongly coupled
TMD polaritons was shown to give significant contribution
[63]. Second, the presence of free electron gas (Fermi sea)
strongly modifies the optical response of TMD monolayers. It
depends on the density of the electrons, and leads to several
characteristic regimes [101,102]. At low free electron con-
centrations a sharp additional peak appears that is typically
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attributed to charged exciton complexes (trions), being bound
states of two electrons and one hole [63,72,75]. At high elec-
tron concentrations the broad spectral peak was observed and
attributed to an exciton polaron-polariton—a correlated state
of an exciton dressed by the Fermi sea [62,103–105]. In each
case the enhancement of the nonlinear response was reported
[63,105,106].

One should note, however, that besides formation of the
additional peak, corresponding to the appearance of new
quasiparticles, the presence of free electrons shall modify sub-
stantially the optical response of the exciton mode itself. This
is especially pronounced in the case of intermediate electron
densities, where excitons are spectrally separated from the
other modes. Differently from the cases of very low and high
electron densities, this region remains unexplored so far. In the
current paper we aim to bridge the gap between the regimes of
low and high electron densities, focusing on nonlinear optical
properties of the system. In particular, we demonstrate that the
Fermi sea strongly contributes to the screening of Coulomb
potential and the onset of additional correlations stemming
from the Pauli exclusion principle. These effects change both
light-matter coupling and exciton-exciton interactions, thus
resulting in renormalization of the strength of nonlinearity.
Our theory shows that the change of the free electron density,
which can be routinely realized in gated TMD samples, gives
a powerful tool for controlling the optical nonlinearity.

The paper is organized as follows. In Sec. II we present
the theory describing the behavior of an exciton in a TMD
monolayer in the presence of the Fermi sea. It accounts for
both screening (S) of the Coulomb potential and the Pauli
blocking (PB) effect. We study the modification of the ex-
citonic wave functions, excitonic binding energy, and Bohr
radius. In Sec. III we calculate exciton-exciton interaction po-
tentials in the presence of an electron gas. We demonstrate that
the screening and the Pauli blocking play opposite roles, the
former increasing and the latter decreasing effective exciton-
exciton interaction constant. We find that this counterintuitive
effect of the Pauli blocking comes from the mixing of exciton
ground and excited states. As a result of the competition of
these two mechanisms we report an overall increase of the in-
teraction constant with electron density. In Sec. IV we analyze
the impact of free electrons on nonlinear reduction of the Rabi
splitting in the system, and show that nonlinearity increases
with electron density. Section V summarizes our findings.

II. 2D EXCITONS IN THE PRESENCE OF A FERMI SEA

We study a transition metal dichalcogenide monolayer
where optical response is strongly dominated by tightly bound
neutral Wannier excitons. Considering a doped monolayer, we
account for the presence of the Fermi sea formed by the ex-
cessive charge. This can lead to the modification of an optical
response in several different ways, and dominant contributions
depend on the free electron density n and correspondingly
the location of the Fermi level EF . At low electron con-
centrations charged excitons—trions—are formed. In TMD
monolayers these three-particle bound states have binding
energy ET

b being much smaller than an exciton binding energy
EX

b . Therefore, in the low-density regime EF � ET
b trion-

and exciton-based responses are spectrally well separated.

PB

(a) (b)

FIG. 1. Sketch of the system. (a) Absolute value of an excitonic
wave function in a TMD monolayer that is strongly modified by the
free electron gas in the conduction band. (b) Sketch of the excitation
process where the Pauli principle excludes occupied states in the
conduction band preventing the exciton formation.

However, properties of excitons in doped monolayers are
modified by an electron gas through screening and Pauli
blocking (Fig. 1). In the high-density regime where EF ∼ ET

b
strong many-body correlations between excitons and elec-
trons become important, and the system is described in terms
of exciton-polarons [103] (dressed exciton-electron quasi-
particles). For instance, in the MoS2 monolayer with ET

b =
18 meV this corresponds to a concentration of excess carriers
n ∼ 1012–1013 cm−2.

In the present work we focus on the low- and intermediate-
density regime, where the exciton-based optical response is
modified by the Fermi sea through the exciton wave function
and energy renormalization. To account for electrons we solve
the Wannier equation for the eigenenergy EX and the momen-
tum space exciton wave function Cp that reads [103]

(
h̄2k2

2μ
+ �g

)
Ck −

∑
k′

BkVk−k′Bk′Ck′ = EXCk, (1)

where the exciton binding energy EX
b = |EX − �g| accounts

for the band gap renormalization �g caused by excessive
charge carriers. In Eq. (1) μ = mmv/(m + mv ) is an exciton
reduced mass, and m and mv stand for the conduction and va-
lence band effective mass, respectively. Bk = [1 − nF (Ec

k )]1/2

is the Pauli blocking factor that excludes filled electronic
states from the space available for exciton formation, Ec

k de-
notes an energy dispersion for the conduction band, and nF

is a Fermi-Dirac distribution. To account for the effects of
screening caused by the excess charge carriers [107,108] and
the atomic thickness of the material [109], we consider the
screened interaction potential

Vk = 2πe2

(4πε0κ )[k + ρ0k2 + ksc(k)]
, (2)

where ε0 is the vacuum permittivity, ρ0 is a screen-
ing parameter associated with the intrinsic polarizability
of the two-dimensional layer, ksc(k) = −2πe2�(k)/(4πε0κ )
is the screening momentum, and κ denotes a dielectric
constant of the surrounding media. We use the static po-
larization operator of two-dimensional electron gas [107]
�(k) = −m/(π h̄2)[1 − �(k − 2kF )(1 − 4k2

F /k2)1/2], where
the Fermi wave vector is kF = √

2mEF /h̄. �g accounts for
the band gap renormalization by carriers due to screening and
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phase space filling effects, and reads

�g = −
∑

k

VknF
(
Ec

k

) −
∑

k

(
V 0

k − Vk
)
nF

(
E v

k

)
, (3)

where Ec
k = h̄2k2/2m − EF and E v

k = h̄2k2/2mv − Eg − EF

denote the energies of conduction and valence bands, Eg is
the nonscreened band gap width, and V 0

k = 2πe2/[4πε0κ (k +
ρ0k2)]. For the sake of simplicity we neglect the renormaliza-
tion of electron masses in conduction and valence bands, and
retain only the band gap renormalization �g.

The rotational symmetry of the potential Vk allows one to
write the wave function in the form

Ck = Cn,mz (k)
eimzθ

√
2π

, (4)

where we use polar coordinates k = (k, θ ). Then the Wannier
equation (1) for Cn,mz (k) reads

EXCn,mz (k) =
(

h̄2k2

2μ
+ �g

)
Cn,mz (k)

+
∫ ∞

0

k′dk′

(2π )2
B(k)V1(k, k′)B(k′)Cn,mz (k′),

(5)

where V1(k, k′) is

V1(k, k′) = −
∫ 2π

0
dθV (

√
k2 + k′2 − 2kk′ cos θ )eimzθ . (6)

We solve Eq. (5) numerically for a transition metal
dichalcogenide monolayer. The structure parameters vary a
lot throughout the literature and depend on the choice of
both TMD monolayer material and its surroundings. Here we
set the screening length to r0 = 4 nm and the band gap to
Eg = 2.6 eV, which are typical for MoS2 layers [52,110,111].
We also fix equal effective masses, mv = m. As a reference,
we choose the case of freestanding monolayer (κ = 1), and
set m = 0.35m0 (m0 is a free electron mass), being typically
the case for TMD monolayers [112]. We consider only the
exciton ground state, so that we set mz = 0. The results of
calculations are shown in Fig. 2. In Fig. 2(a) we present the
momentum space distribution for the excitonic wave function.
We observe that the increase of free electron gas density leads
to the strong modification of the wave function as compared
to the standard two-dimensional hydrogen-like wave function
that has a form ∝[1 + (λk)2]−3/2. The quenching of the low-
momentum region stems from the Pauli blocking effect. In
order to extract the relative contributions of the Pauli blocking
factor and the screening of interaction induced by electron
gas, we simulate Eq. (5) in the regimes when one of the
factors is effectively turned off. At low density the impact
of both effects is small, and the wave functions plotted for
these two cases nearly coincide (not shown). At relatively
high density of the free electron gas the momentum space
wave function is shown in Fig. 2(c) (thick blue curve). We
see that the additional screening leads to rescaling of the wave
function [Fig. 2(c), green curve], while the Pauli blocking is
responsible for the suppression of the low-momentum region
[Fig. 2(c), red curve].

Plots in Figs. 2(b) and 2(d) illustrate the electron density
dependence of the exciton binding energy and Bohr radius.

FIG. 2. (a) Exciton wave function in the momentum space
shown for different electron gas density. The shift of wave function
maximum is caused by the increase of Fermi energy and the corre-
sponding wave vector. (b) Exciton binding energy as a function of
free electron concentration. Here the green curve corresponds to the
absence of Pauli blocking, the red curve corresponds to the absence
of interaction screening by electron gas, and the blue solid curve
accounts both effects. (c) The impact of screening and Pauli blocking
factors on exciton wave function at high density of free electron gas.
Colors are the same as in panel (b). Notably, screening by the free
electron gas leads to rescaling of hydrogen-like wave function (green
curve), whereas the Pauli blocking determines the modified shape of
the wave function (red curve). (d) Bohr radius shown as a function of
free electron concentration. Labeling is the same as in (b).

The latter is defined as an average electron-hole separation
aB(n) = 〈ψn(r)|r|ψn(r)〉, where ψn(r) is the exciton wave
function in real space, and we highlight that it depends on the
free electron gas density n. The growth of the electron concen-
tration leads to stronger interaction screening, which results
in weaker binding of excitons. In the absence of screening the
Pauli blocking factor becomes essential for larger values of
electron density, leading to reduction of binding energy and
corresponding increase for the exciton Bohr radius.

III. EXCITON-EXCITON INTERACTION

Next, we study the exciton-exciton interaction processes
for TMD monolayers that originate from Coulomb interaction
of electrons and holes. We use the standard scattering theory
approach [39–41] and exploit the calculated exciton wave
function to account for the presence of the electron gas. First,
we note that the direct interaction is suppressed due to the
electron-hole equal effective masses, mv = m [39]. Hence, the
total interaction constant gtot is determined by the electron and
hole exchange terms, which are identical due to equal effective
masses. Thus, gtot = 2ge

exch, with ge
exch denoting the electron
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FIG. 3. Exciton-exciton exchange interaction. (a) The depen-
dence of interaction constant on transfer momentum at different
densities of free electron gas. While the interaction maximum
demonstrates a moderate and nonmonotonic shift with the increase
of the free electron gas density, the shape for transfer momentum
dependence is nearly unaltered. (b) The maximum of interaction
constant as a function of free electron gas density. The inset illus-
trates zoomed-in region with the nonmonotonic dependence. (c) The
impact of screening and Pauli blocking factors on momentum depen-
dence of exciton-exciton interaction at high density of free electron
gas. Here the green curve corresponds to the absence of Pauli block-
ing, the red curve to the absence of interaction screening by electron
gas, and blue solid curve accounts for both effects. (d) The influence
of screening and Pauli blocking factors on the maximum of exchange
interaction vs the density of free electrons. Colors are the same as in
panel (c).

exchange interaction constant. The latter reads [41]

ge
exch(Q) = 2

A

∑
k,q

VqCk−q/2Ck−(Q−q)/2Ck+q/2

× [Ck+(Q−q)/2 − Ck+(Q+q)/2], (7)

where Q is an exchanged momentum, and A is the normaliza-
tion area.

In Fig. 3(a) we present the dependence of the electron
exchange interaction constant as a function of exchange mo-
menta. The maximum of interaction constant demonstrates
a moderate increase with increasing n, and the shape of
exchange momenta dependence is generally unchanged. Fig-
ure 3(b) presents the dependence of interaction maximum on
the electron density. Particularly one can see that the depen-
dence is nonmonotonic, with the local minimum appearing at
moderate electron densities. The latter stems from complex
interplay between multiple factors, discussed below.

In order to understand the origin of this nontrivial depen-
dence of interaction on the electron gas density, we perform
calculations (i) in the absence of the Pauli blocking factor, and
(ii) in the absence of effective screening. The corresponding
dependence on exchange momentum is shown in Fig. 3(c)

FIG. 4. (a) The maximum of exciton-exciton exchange interac-
tion and (b) exciton Bohr radius shown as a function of the free
electron gas density for different material parameters. Colors in both
panels correspond to parameters shown in panel (b). The increase of
the dielectric constant κ for surrounding media leads to the growth of
exciton Bohr radius, which is nearly compensated by the reduction
of interaction potential between excitons. Instead, the reduction of
effective mass leads to the increase of Bohr radius, which is not com-
pensated by change in interaction potential. This shows that for the
fixed effective mass the interaction constant has weak dependence on
the dielectric environment properties.

for n = 5 × 1011 cm−2 density of free electrons. We observe
that the interaction has its highest value when both effects
are accounted for (blue thick curve). In the absence of Pauli
blocking the screening leads to the slight decrease of inter-
action maximum [case (i), green curve]. In turn the Pauli
blocking leads to significant reduction [case (ii), red curve]. In
Fig. 3(d) we plot the maxima of interaction versus the density
of the electron gas. We observe that screening leads to the
monotonic enhancement of interaction [case (i), green curve],
and the Pauli blocking leads to its monotonic reduction [case
(ii), red curve].

The enhancement of the interaction coefficient due to the
interaction screening [case (i)] is caused by the enhancement
of exciton Bohr radius that dominates the weakening of in-
teraction potential. The origin of reduction due to the Pauli
blocking [case (ii)] stems from the fact that the Pauli blocking
leads to mixing of exciton ground and excited states. In its
turn, it was shown earlier that the interaction between excited
exciton states is of attractive nature [94,113], explaining the
overall decrease of repulsive interaction between excitons.
Here we find that the exciton wave function in the presence of
Pauli blocking can be expanded in terms of 1s, 2s, 3s exciton
states, and the calculation of exciton-exciton interaction in
terms of such functions agrees well with the one calculated
in the presence of Pauli blocking (see Fig. 6). The details
of the calculation are shown in Appendix A. The presence
of both Pauli blocking and screening leads to a complicated
dependence on the density of free electron gas, with regions
dominated by the reduction stemming from Pauli blocking
and the enhancement arising from screening, as depicted in
Fig. 3(d)].

We further analyze the dependence of the exciton-exciton
interaction on material and substrate parameters. The results
are shown in Fig. 4. We observe that the interaction con-
stant demonstrates nonmonotonic dependence with the local
minimum at intermediate density regardless of the structure
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parameters. The latter means that the observed effect is of
general character and does not depend qualitatively on the ma-
terial choice. It is remarkable that the growth of Bohr radius
due to increase of dielectric constant is nearly compensated by
the corresponding reduction of interaction potential, leading
to overall weak dependence of exciton-exciton constant on the
dielectric properties of surrounding media [cf. blue and black
curves in Fig. 4(a)]. On the other hand, the smaller effective
mass of electrons leads to larger Bohr radius, resulting in
enhancement of exchange interaction, as the increase of Bohr
radius here is not compensated by corresponding reduction of
interaction potential [cf. blue and green curves in Fig. 4(a)].
It should be mentioned that all the characteristic peculiarities
of the impact of free electron gas on the exciton Coulomb
nonlinearity remain unaltered in the case of unequal effective
masses of conduction and valence bands (see Appendix B for
details).

IV. SATURATION EFFECTS AND QUENCHING
OF THE RABI SPLITTING

We proceed with the discussion of the impact of the free
electron gas on the coupling between exciton and cavity
photon modes. For a TMD monolayer put in a microcavity
this corresponds to the electron-density-dependent Rabi fre-
quency. It can be expressed as

�0(n) =
√

EC

κε0LC
|ψn(0)|dcv, (8)

where EC is the cavity resonance energy, LC = π h̄c/(
√

κEC )
is the cavity length, and c is the speed of light. Here ψn(0) is
the real space exciton wave function at the origin that depends
on the free electron gas density. We note that the latter cannot
be approximated via conventional relation ψn(0) ∝ a−1

B due
to the Pauli blocking, leading to the mixing of exciton ground
and excited states. Finally, dcv denotes the dipole matrix ele-
ment for the optical interband transition.

We consider the case of the optical cavity being reso-
nant to the exciton transition in the absence of electron gas,
EC = E0

X (0). The exciton transition energy in the presence
of electron gas reads E0

X (n) = Eg + �g(n) − Eb(n), where we
recall that Eb = |EX − �g| is the exciton binding energy. It
should be noted, that the position of excitonic transition varies
very slowly with the increase of n, as the reduction of binding
energy is largely compensated by the corresponding band gap
renormalization. The latter is in good agreement with experi-
mental [87,114,115] and theoretical evidence [85].

The value of the dipole matrix element of interband
transition is set to dcv = 7 D, leading to Rabi splitting of
∼30 meV, in agreement with existing experimental results
[61]. Here we assume that the dependence of the interband
transition matrix element on the density of free electron gas is
negligible. Hence, the density of electron gas affects the
efficiency light-matter coupling only via the exciton wave
function [see Eq. (8)]. The dependence of light-matter cou-
pling �0(n) on the density of free electron gas is presented
in Fig. 5(a). The reduction of coupling with the increase of
electron density stems from the impact of Pauli blocking, and
the detailed analysis is presented in Appendix C.

FIG. 5. (a) Rabi splitting as a function of the free electron den-
sity in the weak-excitation regime. (b) Light-matter coupling as a
function of exciton density shown for different electron gas concen-
trations. (c) Polariton nonlinearity coefficient and its contributions
shown as a function of the free electron density. (d) Energy of the
lower polariton branch relative to the reference value E 0

LP(n0 ) as a
function of the exciton density at different n. Here the solid curves
correspond to Eq. (11), and the dashed curves to Eq. (12).

Next we study the nonlinear part of light-matter interaction
that is represented by optical saturation coming from the phase
space filling. Recently it was shown to provide a significant
nonlinear response contribution for TMD polaritons [63,106].
Together with nonlinear exciton-exciton interaction, the op-
tical saturation effect leads to the energy blueshift for the
lower polariton mode, coming from the renormalization of
Rabi splitting. It depends on the density of excitons nX and
the excitonic wave function. The generalized Rabi frequency
can be written as [99]

�(nX , n) ≈ �0(n)
√

1 − 2s(n)nX , (9)

where the saturation factor

s(n) =
∑

k |Ck|2Ck∑
k′ C∗

k′
(10)

accounts for the phase space filling arising from multiple
exchange diagrams. In particular, in the case of effectively
hydrogenic wave functions, this yields shyd = 8πa2

B/7, mean-
ing that the larger Bohr radius provides larger nonlinearity.
Here, however, the presence of Pauli blocking leads to a
moderate dependence of the saturation factor on the density
of free electron gas, discussed in Appendix C. As stated in
Eq. (9), for growing density of excitons the Rabi splitting ef-
fectively shrinks. The corresponding dependence is illustrated
in Fig. 5(b) for various values of free electron gas density.

The energy of the lower polariton branch reads as

ELP(nX , n) = 1
2 [EC + EX (n, nX )

−
√

[EC − EX (n, nX )]2 + �2(nX , n)], (11)
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where the exciton energy is EX (n, nX ) = E0
X (n) +

gtot (n)nX /2. Introducing the detuning between cavity and
exciton modes as (n) = EC − EX (n), and taking the limit of
low exciton density, the energy for the lower polariton mode
reads

ELP(nX , n) ≈ E0
LP(n) + geff (n)nX , (12)

which consists of the linear part equal to

E0
LP(n) = EC −

 +
√

2 + �2
0

2
, (13)

and nonlinear blueshift geff (n)nX . Here geff (n) is an effective
polariton nonlinearity coefficient that is a sum of Coulomb-
based interaction and saturative nonlinearity contributions,

geff (n) =
⎛
⎝1 + √

�2
0 + 2

⎞
⎠gtot

4
+ �2

0

2
√

�2
0 + 2

s

=: gC
eff (n) + gs

eff (n). (14)

For compactness we have omitted the electron density depen-
dence of the quantities , �0, s, etc.

The polaritonic nonlinearity coefficient and its parts are
shown in Fig. 5(c) as a function of free electron gas density.
Notably we observe that while the saturation coefficient s
increases more than the Coulomb interaction, the electron
density dependence of its prefactor diminishes its enhance-
ment, making it nearly flat (dotted curve). Instead, the increase
of Coulomb nonlinearity is further boosted by the correspond-
ing growth of its prefactor (the dashed curve).

In Fig. 5(d) the dependence of the lower polariton energy
on the exciton density is shown, where we plot its nonlinear
contribution [as compared to E0

LP(n0) with n0 = 107 cm−2].
At fixed density of free electrons the increase of the exciton
density leads to both reduction of light-matter interaction and
the blueshift of the exciton energy. In each this leads to the
blueshift of the lower polariton energy. With the increase of
free electron gas density both the exciton-exciton interac-
tion constant ge

exch and the saturation factor s are enhanced,
leading to the corresponding growth of the nonlinear optical
response. It should be mentioned that relation ELP(nX , n) ≈
E0

LP(n) + geff (n)nX is valid in the moderate excitation regime
nX � 1012 cm−2, as for higher intensities the quadratic terms
∝n2

X become relevant.
Finally, we discuss the impact of the trion on the exciton-

polariton nonlinear optical response. As stated in Sec. II, the
trion resonance is far detuned from the exciton and cavity
modes, and thus has limited impact on resulting polariton
modes at higher energy. Indeed, the estimate for the trion
binding energy for the considered case of the freestanding
monolayer is about 50 meV, and its mixing with polariton
branches is small (see Appendix D for details). The detailed
analysis of the electron density dependence of the trion non-
linear response for the case of the near-resonant cavity is
a separate research question, and will be studied in future
works.

V. CONCLUSIONS

In this paper we analyzed the behavior of exciton polari-
tons in a TMD monolayer in the presence of a gas of free
electrons. We revealed that the Fermi sea has a strong effect
on the nonlinear optical response of the system. We found
that the role of free electrons is twofold. First, doping leads
to screening of the Coulomb interaction, and results in the
increase of exciton Bohr radius and simultaneously the reduc-
tion of exciton-exciton interaction potential. Our calculations
show that the overall impact of the screening leads to the
enhancement of the exciton-exciton interaction coefficient.
Second, due to the Pauli exclusion principle, the presence
of the free electrons also dramatically modifies the structure of
the excitonic wave functions, suppressing the contribution of
the harmonics corresponding to small electron wave vectors.
Surprisingly the impact of the Pauli blocking factor leads to
the reduction of exciton-exciton interaction. We found that
the latter can be attributed to mixing of exciton ground and
excited states, caused by the Pauli blocking factor. It is known
that the interaction between excited exciton states is of at-
tractive type, which explains the reduction of exciton-exciton
repulsive interaction caused by the Pauli principle. Finally,
we showed that the combined impact of interaction screening
and Pauli blocking leads to the nonmonotonic dependence of
the exciton-exciton interaction constant as a function of free
electron gas density.

The presence of the Fermi sea substantially modifies also
the statistics-based renormalization of the Rabi splitting at
high exciton densities, which gives another contribution to the
enhancement of the optical nonlinearity. It is important to note
that both Coulomb nonlinearity and saturation-based nonlin-
earity generally grow with the increase of the free electron gas
density. As the latter can be easily controlled by application
of the external gate voltage, our findings pave the way to
accessible and experimentally friendly tuning of the degree
of optical nonlinearity in TMD-based samples.
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APPENDIX A: EXPANSION OF AN EXCITON WAVE
FUNCTION IN TERMS OF BASIS FUNCTIONS

We analyze the impact of the Pauli blocking factor on the
excitonic wave function that results in the reduction of the
exciton-exciton interaction for increasing electron gas density.
First, we simulate Eq. (5) of the main text in the absence of
both interaction screening and the Pauli blocking. We find the
wave functions for ground and excited exciton states (1s, 2s,
3s). Their real space distributions are shown in Fig. 6(a). Next,
for each value of n we expand the calculated wave functions
in the presence of Pauli blocking (but not screening) in terms
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FIG. 6. (a) The real space dependence of exciton wave func-
tion in the presence of Pauli blocking at density of free electrons
n = 5 × 1011 cm−2 (red solid curve), and the exciton ground and
excited state wave functions in its absence. Here we neglect the
impact of the interaction screening by free electrons. (b) Real and
(c) momentum space dependence of wave function (red solid curve)
and its expansion in terms of basis functions (black dashed curve).
The inset in panel (c) demonstrates the contribution of excited states
versus the density of free electron gas. (d) The maximum of exciton-
exciton interactions as a function of free electron density. The red
dots correspond to calculation using the actual wave functions, and
the black dots are calculated using the wave functions expanded in
terms of basis functions. The mismatch in the values is attributed to
the imperfection of the fitting procedure.

of bare basis functions. This procedure yields

ψn(r) = a1(n)ψ1s(r) + a2(n)ψ2s(r) + a3(n)ψ3s(r), (A1)

where coefficients ai(n) are found from

ψn(0) = a1(n)ψ1s(0) + a2(n)ψ2s(0) + a3(n)ψ3s(0),

ψn(r1) = a1(n)ψ1s(r1) + a2(n)ψ2s(r1) + a3(n)ψ3s(r1),

1 = |a1(n)|2 + |a2(n)|2 + |a3(n)|2, (A2)

and r1 corresponds to the first root of ψn. The results of fitting
for large density of the electron gas are shown in Figs. 6(b) and
6(c). We find that the fit is nearly exact at small r, but strongly
deviates at large distances (not shown). Correspondingly, for
the small momenta there is a strong deviation, while for larger
values there is a good agreement. Finally, in Fig. 6(d) we pro-
vide the comparison of the exciton-exciton interaction coeffi-
cient calculated from exact wave functions (red dots), and the
wave functions defined by (A1). Evidently, with the increase
of electron gas density Pauli blocking leads to a larger contri-
bution of excited states [see the inset in Fig. 6(c)], which inter-
act attractively [94,113], resulting in the corresponding reduc-
tion of the ground state exciton-exciton repulsive interaction.

σ=0.5, κ=1

σ=0.5, κ=1

FIG. 7. Exciton-exciton exchange interaction. (a) The depen-
dence of interaction constant on transfer momentum for different
dielectric screening and effective mass ratio σ . (b) The maximum
of interaction constant as a function of free electron density. (c) The
effective mass ratio dependence of exchange interaction constant.
Dashed black curve corresponds to an exponential fit. (d) The in-
fluence of screening and Pauli blocking factors on the maxima of
exchange interaction vs the density of free electrons.

APPENDIX B: THE DEPENDENCE OF
EXCITON-EXCITON INTERACTION ON

ELECTRON/HOLE EFFECTIVE MASS RATIO

The effective masses of conduction and valence bands in
TMD monolayers typically differ from each other [116]. Here
we study the impact of mass ratio σ = m/mv on the exciton-
exciton interaction strength. To do so, we fix the effective
mass of the hole as mv = 0.65m0, and consider the cases when
σ = 0.5, σ = 0.1. We also consider two values of surrounding
dielectric constant, κ = 1 and κ = 2. The results of calcu-
lations are shown in Fig. 7. It is evident that the absolute
values of interaction are strongly dependent on the effective
masses, and weakly dependent on the dielectric screening
[Fig. 7(a)]. Moreover, the maximum of interaction constant
demonstrates an exponential behavior on the effective mass
ratio σ [Fig. 7(c)]. However, the impact of Pauli blocking and
the interaction screening by free electrons together with the
nonmonotonic dependence of interaction on the free electron
gas density are qualitatively independent of the structure pa-
rameters [Figs. 7(b) and 7(d)].

APPENDIX C: THE DEPENDENCE OF RABI SPLITTING
SATURATION RATE ON THE FREE ELECTRON

GAS DENSITY

In Fig. 8(a) we present light-matter coupling at small ex-
citon densities, nX a2

B � 1, as a function of free electron gas
density n. In the absence of the Pauli blocking the screening
of Coulomb interaction leads to weaker binding of excitons,
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FIG. 8. (a) Light-matter coupling as a function of the free
electron gas density at low excitation regime. Here green curves
correspond to the absence of Pauli blocking, red curves correspond
to the absence of interaction screening, and blue curves account both
effects. (b), (c), (d) The saturation factor s(n) (solid curves) and
its hydrogen-like estimate shyd(n) (dashed curves) versus the free
electron gas density. Panel (b) corresponds to the presence of both
Pauli blocking and the interaction screening; panel (c) stands for the
absence of the interaction screening; panel (d) illustrates the absence
of Pauli blocking.

so that the wave function is less concentrated around the
origin. The latter results in the quenching of light-matter
coupling [Fig. 8(a), green curve]. On the contrary, in the
absence of screening the Pauli blocking leads to mixing with
excited exciton states, leading to the increase of wave function
amplitude at the origin [see Fig. 6(a)]. This results in the cor-
responding enhancement of light-matter coupling [Fig. 8(a),
red curve]. Yet, the impact of screening is much stronger, so
that the interplay of this counteracting effect leads to overall
reduction of light-matter coupling with the increase of free
electron gas density [Fig. 8(a), blue curve].

We further analyze the Rabi splitting saturation factor s(n).
Figure 8(b) illustrates its dependence on the density of free
electron gas. We observe a moderate enhancement of the
saturation rate with the growth of the electron gas density.
On the other hand, the estimate of the saturation factor for
the hydrogen-like exciton shyd(n) grows much faster [dashed
curve in Fig. 8(b)]. To get a better insight, we study the
impacts of the screening of interaction and Pauli blocking
separately.

In Fig. 8(c) we present the free electron gas density depen-
dence of the saturation factor and its estimate in the absence of
interaction screening. As the density increases, the saturation
factor is moderately reduced, while its estimate is enhanced.
This discrepancy with the hydrogen-based estimate stems
from the Pauli blocking, which leads to emergence of strongly
nonhydrogenic wave functions.

Figure 8(d) illustrates the case of the absence of Pauli
blocking and the presence of interaction screening. Here both
the saturation factor and its estimate increase nearly on equal
footing, indicating that in the absence of Pauli blocking effect
the hydrogen-like model is valid up to a constant. In total,
the interplay of these two counteracting impacts results in the
moderate enhancement of saturation efficiency, as depicted in
Fig. 8(b).

APPENDIX D: THE IMPACT OF TRION STATE
ON THE EXCITON-POLARITON SPECTRA

The binding energy of the trion can be estimated using
the variational energy minimization with Chandrasekhar-type
trial function in momentum space [63,117]

�T
k1,k2

= N
[
�k1 (λ1)�k2 (λ2) + �k2 (λ1)�k1 (λ2)

]
, (D1)

where �ki (λ j ) =
√

8πλ2
j [1+ (λ jki )2]−3/2, N = [2(1+

χ2)]−1/2, and χ = 4λ1λ2/(λ1 + λ2)2. The results for the
considered parameters of the freestanding monolayer are
ET

b = 52.83 meV, λ1 = 1.21 nm, λ2 = 3.06 nm. For an
estimate we neglect the screening of Coulomb interactions
by free electron gas, meaning that the position of the trion
resonance remains unaltered when the free electron density
changes. Though this treatment is simplistic, it allows us
to get in the first approximation the impact of trions on
exciton-polariton spectra.

The contribution of the trion resonance can be analyzed
within the model of three coupled modes, where together with
the dominant exciton-photon coupling there is an admixture
of the far-detuned trion mode. Polariton eigenmodes can be
obtained diagonalizing

ĤT =
( EC �X (n, nX ) �T (n, nX )

�X (n, nX ) EX (n, nX ) 0
�T (n, nX ) 0 ET

)
, (D2)

where ET = EC − ET
b , and the trion-photon coupling is calcu-

lated as [63]

�T (n, nX ) = 4N
(

λ1

λ2
+ λ2

λ1

) √
n

|ψn(0)|�X (n, nX ). (D3)

FIG. 9. (a) The fractions of photon (C), exciton (X), and trion (T)
modes in the middle polariton branch as a function of free electron
gas density. (b) Correction of middle polariton branch energy by
trions, plotted as a function of the exciton density.
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The eigenmodes of Hamiltonian (D2) correspond to three
polariton branches. Here we focus on the middle polariton
branch ET

MP, as it is dominated by the exciton mode with a
small admixture of trions, as depicted in Fig. 9(a). As the elec-
tron density increases, the trion contribution slowly increases
due to reduction of detuning and the enhancement of trion-
photon coupling. Figure 9(b) demonstrates the exciton density
dependence of the spectrum correction caused by trions. The

latter is defined as

ηT = ET
MP − ELP

ELP
. (D4)

We observe that even for large concentration of free electrons
the correction is minor and thus can be neglected in the de-
scription of the middle polariton branch.
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