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We re-examine the zero-temperature phase diagram of the two-leg Hubbard ladder in the small U limit,
both analytically and using density-matrix renormalization group (DMRG). We find a ubiquitous Luther-Emery
phase, but with a crossover in behavior at a characteristic interaction strength, U*; for U 2> U*, there is a single
emergent correlation length In[£] ~ 1/U, characterizing the gapped modes of the system, but for U < U*, there
is a hierarchy of length scales, differing parametrically in powers of U, reflecting a two-step renormalization
group flow to the ultimate fixed point. Finally, to illustrate the versatility of the approach developed here, we
sketch its implications for a half-filled triangular lattice Hubbard model on a cylinder and find results in conflict
with inferences concerning the small U phase from recent DMRG studies of the same problem.
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I. INTRODUCTION

The Hubbard model is of paradigmatic importance in the
study of strongly correlated electron systems. From a theoret-
ical standpoint, Hubbard ladders are particularly interesting
in that they exhibit aspects of strong coupling physics even at
asymptotically weak coupling. From a renormalization group
(RG) perspective [1-7], this is reflected in the fact that, in the
vicinity of the noninteracting fixed point, the beta function
links the flows of multiple coupling constants. In recent years,
Hubbard ladders have been the subject of a number of density
matrix renormalization group (DMRG) studies at intermediate
to strong coupling [8-26]. In this context, the weak-coupling
RG method acquires a newfound significance: assuming adi-
abatic continuity, it can be used to pin down the phase of
matter at the small U end of the range of U that DMRG can
accommodate, providing an important point of reference for
DMRG calculations.

With these motivations in mind, we study the small-U limit
of the N-leg Hubbard ladder in two special instances. First,
we revisit the two-leg ladder using both weak-coupling RG
and DMRG. Having developed a general understanding from
the in-depth study of this example problem, we then consider
(in somewhat less detail) the triangular lattice Hubbard model
on a four-leg cylinder, which has been the subject of recent
DMRG studies [19-22].

The RG approach to the study of multileg Hubbard ladders
was pioneered by Balents and Fisher (BF) in their analysis
of the two-leg ladder [1], and later extended to ladders with
arbitrary numbers of legs by Lin, Balents, and Fisher [2].
Using the one-loop beta function, which is valid for arbitrarily
weak interactions, BF determined which of the interactions
grow most strongly in the course of the RG flow away from the
noninteracting fixed point. By examining the nature of these
most rapidly growing or “dominant” interactions, they were
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able to map out a conjectural ground-state phase diagram of
the system.

Interestingly, BF noticed that very different results are
obtained depending on whether one starts with initial in-
teractions that are asymptotically small (U < U* ~ 1075 in
units in which the rung-hopping matrix element is # = 1) or
only pretty small (U* < U « 1). The result in the latter case
implies a so-called C1SO (Luther-Emery liquid [27]) phase
with a single gapless charge mode and a spin gap, the one-
dimensional analog of a superconductor. On the other hand,
when U < U* the dominant interactions suggest a so-called
C2S1 state with two gapless charge modes and one gapless
spin mode. BF therefore conjectured that in the true weak-
coupling limit, the C2S1 phase is the ground state of the
system.

In the present paper, we extend and correct this important
work. We begin by re-analyzing the RG flows using a recently
developed [28,29] improved method for analyzing the sort
of RG flows that arise for multiple intertwined interactions,
clarifying the origin of the unexpected result that the flow
away from the noninteracting fixed point depends on the
strength of the initial interactions. We then reexamine the
BF conjecture for the C2S1 ground-state in the true weak-
coupling limit, finding that the interplay between the different
ordering tendencies is more subtle. In common with other
gapless critical phases in one-dimension, the C2S1 phase is
associated not with an isolated RG fixed point but instead with
a multidimensional surface of fixed points, parameterized by
marginal operators (analogues of the Luttinger parameter)
which determine the local stability of the surface. Regardless
of its dimension, we from now on refer to a surface of this
sort as a “fixed line.” For U < U*, the flow away from the
noninteracting fixed point is toward a point on the C2S1 fixed
line which is itself perturbatively unstable with respect to
one of the subdominant interactions. This suggests, as first
discussed in Ref. [30], that a second stage RG flow carries the
system away from the C2S1 line and toward the C1SO0 line.
This is illustrated by the schematic global RG flow in Fig. 1.

©2020 American Physical Society
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FIG. 1. Schematic global flow diagram. The dimensionless run-
ning coupling constants g,, and gs are defined in Sec. II. The blue
lines indicate RG flows for different initial conditions with the darker
blue corresponding to larger values of U/U*. Here the lines labeled
C2S1 and C1S0 represent the fixed “lines” discussed in the main text.
The sphere surrounding the noninteracting unstable fixed point at
U = 0 indicates the regime in which we explicitly follow these flows
using the leading order perturbative expression for the beta function.
As indicated, even when the initial flows approach the C2S1 fixed
line, they do so in a regime in which it is perturbatively unstable,
implying that the ultimate long-distance behavior is controlled by the
C1S0 fixed line. Different points on the C1SO0 fixed line correspond
to different values of the Luttinger exponent, K, defined in Eq. (46).

The upshot of this analysis is that the C2S1 phase conjec-
tured at U < U* is replaced by the C1S0O phase. However,
it exhibits a hierarchy of energy scales. In agreement with
BF, we find that the dominant gap is exponentially small in
1/U. However, we find that there are additional parametrically
smaller gaps down by factors of /U /U*. These subdominant
gaps are associated with operators that are effectively irrel-
evant in the vicinity of the weak-coupling fixed point, but
which become relevant upon approach to the unstable region
of the C2S1 fixed line; they are associated with the second
stage RG flow from the intermediate unstable C2S1 fixed line
to the stable C1S0 fixed fixed line. In contrast, in the U 2 U*
regime, the gaps associated with different modes are roughly
the same order of magnitude in size, reflecting a direct flow to
the C1S0 fixed line.

The physical interpretation of U™ is therefore not a phase
transition, as in the BF conjecture, but a crossover, such that
for U < U™, there is a large difference in the gap scales (or
correlation lengths) of various different correlations, while
for U 2 U*, there is a single emergent length scale that
characterizes the fall off of correlations. (Additionally, the
superconducting and CDW correlations exhibit power-law
fall-off at long distances, reflecting the existence of the gap-
less charge mode).

For U < U*, we demonstrate the existence of the subdom-
inant gaps by explicitly following the perturbative RG flows
up to a point which is sufficiently far from the noninteracting

fixed point that the distinction between the dominant and sub-
dominant interactions is established, yet close enough that the
perturbative approach remains valid. We solve the resulting
Hamiltonian in a mean-field approximation. The result passes
an important self-consistency check in that the predictions for
the gap magnitudes are independent of where we terminate the
RG flows. Along the way, we also determine how U* varies
with the velocities of the two bands, and in particular show
that it vanishes exponentially as one approaches a symmetric
condition in which the Fermi velocities on the bonding and
antibonding bands are equal.

Next, we report the results of a DMRG study of the two-leg
ladder at U = 4. In agreement with the weak-coupling theory
and with previous DMRG studies at U = 8 [9,10], we find a
ubiquitous Luther-Emery liquid. Though U = 4 cannot truly
said to be “weak,” it is apparently small enough that we see
clear vestiges of the noninteracting Fermi surface, i.e., the
single-particle occupancy in momentum space, n(k), exhibits
a sharp drop at the noninteracting Fermi momenta.! Thus it is
reasonable to interpret these results in terms of modes corre-
sponding roughly to particle-hole excitations about the Fermi
surface, as is assumed in the weak-coupling RG approach.
Nevertheless, by examining very large system sizes (up to
L, = 288) we determine from the spin correlations and the
central charge that the system is in a C1S0 phase.

Finally, without going into the same level of detailed anal-
ysis, we consider the small U limit of the triangular lattice
Hubbard model on a four-leg cylinder. Exciting results con-
cerning the possible existence of a chiral spin liquid phase at
intermediate U have been obtained [19] from recent DMRG
studies of this problem at an electron density of n = 1 elec-
tron per site. These same calculations have identified the
small U phase of this system as a C3S3 phase with gapless
quasi-particle excitations at all the Fermi crossings of the
noninteracting problem. Our analysis shows, instead, that the
small U phase of this problem is a chiral Luther-Emery liquid
(C1S0) which can be visualized as a fluctuating d + id super-
conductor on a finite cylinder. (Note, it has been previously
shown [31,32] that the ground state of the 2D problem at
small U has d + id off-diagonal long-range order.) We sug-
gest that the putative Fermi surfaces identified in the DMRG
study are actually not true singularities, but rather vestigial
features similar to what we have seen in the two-leg ladder
at U = 4. We will report in more detail on the application
of the present analysis to this problem in a future publication
[33]. Among other things, it is worth noting that a transition
in the Kosterlitz-Thouless universality class between a chiral
Luther-Emery liquid and a chiral spin liquid can be accounted
for under the supposition that an umklapp scattering term
changes from being irrelevant to relevant at a critical value
of U.

The remainder of this paper is organized as follows. In
Sec. II, we introduce the Hamiltonian for the two-leg ladder
and define the dimensionless coupling constants which enter

'This is to be contrasted with the case of much larger U = 12,
considered in Fig. 12 of Appendix E, where the features in n(k)
are highly rounded and centered away from the noninteracting Fermi
momenta.
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the weak-coupling continuum limit. In Sec. III, we analyze
the formal solutions to the one-loop RG equations of BF
using the method of Refs. [28,29]. This formal analysis leads
to a renormalized Hamiltonian which we study in Sec. 1V,
explaining how the C2S1 phase reduces to a multiscale C1S0
phase. We discuss also the nature of the CDW and super-
conducting correlations. The global RG flow shown in Fig. 1
is discussed in Sec. V. In Sec. VI, we report the results of
our DMRG study of the two-leg ladder. Finally, in Sec. VII,
we perform a weak coupling analysis of the triangular lattice
Hubbard cylinder and discuss its relation to recent DMRG
studies.

II. TWO-LEG LADDER HAMILTONIAN
AND CONTINUUM LIMIT

The Hamiltonian for the two-leg Hubbard ladder with re-
pulsive interactions is H = Hy + Hjy, Where

Hy= =Y (cl, ;yCrja+Hc)

X, j,o
— 1) (el yerra +He), (1)
xXa
Hi =U (el ejn)el ;e )

X
and U > 0. Above, ¢, ;. annihilates an electron with spin
o =1,] onleg j=1,2 at position x along the chain, and
: : denotes normal ordering.
For small U, it is appropriate to first diagonalize the
noninteracting piece of the Hamiltonian. Thus we introduce
antibonding (i = 1) and bonding (i = 2) orbitals

Pxi —L(C + (=Dc2a) (3)
X, i, — ﬁ x, l,a x,2,a )

which, when Fourier transformed in the x direction, yield the
band energies as a function of the Bloch wave vector —7 <
k<

€:(k) = (=1)'t, — 2cos(k). 4)

Next, we focus our attention on the low energy degrees of
freedom near the Fermi points, introducing continuum left and
right movers Y ;, and Vg, as

Biar A YRia ()™ ™ + Yrig (x)e™F, S

where kp; is the Fermi momentum of band i. This gives
Ho~ Y [ o, — Vhoitm.  ©
i,a

where v; = 2sin kg; is the Fermi velocity, and from now on
we consider only the range of electron densities per site, n,
where both bands are partially filled.

The interaction density is conveniently expressed as

—Hine = 81pJ1r1L + 82pd2rIor + Gxp(Jirdor + JorJiL)
+Zioir - Ji + G202k - JoL
+ S g - Jor +Jor - J11) + 8s(0501s + Hee)
+27r(0%, - 017 +He), 7

where
T =2 Vi ki ®)
L Oy
Jir =: %IeiaTﬁlﬁRiﬁi, (&)

(and the same for R <> L) are, respectively, the spin and
charge currents, and
1

Ois = ﬁWRiagaﬁ Yiia (10)

L
V2

are singlet and triplet pairing operators. For generic n, the
Fermi momenta do not satisfy any commensurability rela-
tions, and thus there are no umklapp processes. Up to purely
chiral interactions which may be neglected in a lowest order
treatment, Eq. (7) is then the most general nonirrelevant inter-
action allowed by spin and crystal momentum conservation.
For the Hubbard model, the bare couplings are g;, = g, =
—-U/4,8is = 80 = U, gs = —U,and g7 = 0. We also define
for convenience below the dimensionless couplings

_ ga/(Z” ;)
B+ v))  else

Oir = YRia (08)apVLia) (11)

ifa=ip,io

&a 12)

A comparison of our conventions with those of BF may be
found in Appendix A.

III. ANALYSIS OF THE RG EQUATIONS

Following BF, we use the perturbative RG to track the
evolution of the coupling constants under an increase in length
scale. In common with other problems with multiple naively
marginal interactions, the general form of the RG equations is

dg,
de

where d? is the fractional increase in the length scale being
probed, the tensor A encodes the results of a leading order
(one-loop) perturbative analysis and . . . signifies higher-order
terms in powers of g, (which we will ignore). The one-loop
RG equations for the two-leg ladder were derived in detail by
BF, and are presented explicitly in Appendix A.

=Agg. + - (13)

A. Strategy

Depending on the initial conditions, the solutions to an
equation of the form (13) may diverge at some finite {,. In
the present context, this would signal an instability of the
noninteracting fixed point. Of course, the RG equations are
valid only as long as the renormalized couplings are small.
Therefore any formal, diverging solution g,(£) is meaningful
only while

max{g,(£)} < 1 (14)

However, as U — 0 one can probe arbitrarily near the diver-
gence point before the perturbative approach starts to break
down. Hence, in the true weak-coupling limit what matters is
the asymptotic behavior of the formal solutions.
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BF introduced an elegant method for analyzing this asymp-
totic behavior. They noted that there is an important class of
exact solutions, the so-called rays:

G,
N
Plugging this ansatz into the general form (13), the allowed
rays correspond to solutions of G, = AﬁCGbGC, of which there

are finitely many. Asymptotically, a diverging solution always
renormalizes onto one of these rays, in the sense that

Jim (b —0)g0 = Go. (16)

8a = (15)

That is, the interactions grow in a “direction” in interaction
space that is increasingly parallel to one of the rays. We will
call g, a subdominant coupling if it vanishes exactly on the
asymptotic ray, i.e., if G, = 0. It follows that in the weak
coupling limit, the couplings can flow out from the noninter-
acting fixed point along only finitely many possible directions.
Which one is picked out depends on the initial conditions.
The phase of matter exactly on one of these rays is typically
straightforward to determine.

The rest of this section is organized as follows. Below, we
review the ray solutions that appear in the two-leg ladder.
Then, we use the method of Vafek and Yang [28] to clarify
what happens when U is small but finite. Finally, we study
the evolution of the subdominant couplings, associated with
deviations from a given ray.

B. Rays for the two-leg ladder

Taking for initial conditions the bare couplings of the Hub-
bard model, the solutions in which we are interested form a
two-parameter family which can be labeled by the velocity
ratio

r=uvy/v 17
and
u="U/(@@ (v + v2)). (18)

The beta function depends only on r; the initial condi-
tions depend on both u (which fixes their magnitude) and r
(which fixes their direction). We will denote these solutions as
84(£; u), suppressing the parametric dependence on r. We now
review the asymptotic behavior of these solutions, as revealed
by a direct numerical integration of the RG equations. From
now on we shall consider only r > 1, as results for r — 1/r
can be obtained by swapping the two band indices.

For r 2 8.6 (i.e., when the Fermi energy is close to the
edge of band 1), the couplings do not flow out along any ray;
instead they remain O(u) and approach a weak coupling fixed
line with marginal interactions with strength proportional to u.
Thus the RG treatment is perturbatively controlled. Moreover,
at the fixed line only g;, and g,, are nonzero. BF showed
that this corresponds to a C2S52 (generalized Luttinger Liquid)
phase.

For 1 < r < 8.6, on the other hand, the solution always
diverges at finite £ = £,. In this range there are two important
rays, which we denote by C2S1 and C1S0 according to the
strong coupling fixed lines they point towards. On the C2S1
ray, Go, = —1 and the remaining G, are zero. On the C1S0

TABLE I. Signs of the nonzero G, for the C2S1 and C1S0 rays.
For the C2S1 ray, we always have G,, = —1. For the C1S0 ray, these
are functions of r, which may be found in Appendix A but which will
not be needed for present purposes.

Ra}’ G 1p GZ,D pr G lo GZG Gxo GS GT

C2S1 0 0 0 0 — 0 0 0
C1S0 + + - - - 0 — 0

ray, G, = Gr = 0 and the remaining G, are nonzero and
vary continuously with r. Their explicit expressions can be
found in Appendix B, but for present purposes we will need
only their signs, which are listed in Table I.

Exactly at r = 1 the asymptotic ray is C1S0, while for r
near 8.6 it is C2S1. What happens in between is harder to
discern. Lin, Balents, and Fisher showed analytically that for
any r > 1 the C1S0 ray is asymptotically unstable, giving way
to the C2S1 ray. However, this crossover is difficult to study
numerically, because it is pushed out to the divergence point
asr — 1.

Below, we achieve a clearer window into the asymptotic
regime using a different approach, first used by Vafek and
Yang [28] to study an RG equation of the form (13) in the
context of a 2D quadratic band crossing.

C. New approach

The idea of Vafek and Yang is to express the RG flows as a
function of the most divergent coupling constant rather than of
the scaling parameter, £. In the present case this is g», which,
over the entire range 1 < r < 8.6, diverges to —0o. As shown
in Ref. [28], the ratios f, = g,/g2, satisfy a flow equation of
the form

dfa
di = F.({fp})), (19)
X
where
x = In(|g25 /825 (0; u)|) (202)
= In(|g2 |2 v2/U)) (20b)

and importantly F, does not explicitly depend on x. Notice
that a ray solution to the original RG equations corresponds to
a fixed value of the ratios f, = G,/G»,.

A technical difficulty is that this change of variables is only
possible so long as g, is a monotonic function of ¢ which
does not cross zero. In the present case, for initial conditions
corresponding to the Hubbard model g, starts off positive
and then crosses zero. Thus, before transforming to the new
variables, we need determine the initial flow by integrating
the original equations up to a point at which g, < 0. To be
explicit, we integrate the original RG equations up to the scale
£o(u) at which g, is negative but with magnitude equal to its
starting value:

820 (Lo(u); u) = —826 (03 4). 2n

We then use the values of f, = g,(£o(u); u)/g2s (Lo(u); u) as
initial conditions for computing the remaining flows from
Eq. (19).
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FIG. 2. Plots of fs(x) for different values of r, represented by
different colors. For each color/value of r, the dashed line denotes
the value on the C1SO0 ray and the tick-mark on the x scale denotes
x*, defined in Eq. (24). The C2S1 ray is at zero.

The resulting flows of the various ratios f, are then readily
computed, with the results shown in Appendix B. Here we fo-
cus on one of these, fs, since—as we shall see in the following
section—the singlet pair tunneling interaction gs is the most
important of the subdominant couplings. Specifically, whereas
exactly along the C2S1 ray one obtains a C2S1 phase, the
coupling gs is responsible for the instability that ultimately
drives the system to a C1S0 phase. Thus, in Fig. 2, we show
fs(x) for different values of r. For r = 1, f5 asymptotes to the
C1S0 ray, whereas for any r > 1 it eventually decays to zero.
However, as r — 1 there is a long plateau increasingly near
the C1S0 ray. This behavior reflects the known result that the
C1S0 ray is stable at r = 1 but otherwise unstable.

We now discuss how the scale U* appears. From Eq. (20b),
we see that the smaller the value of U, the larger the value of x
one can reach before max{|g,|} = |g2| gets too large and the
perturbative approach starts to break down. This reflects the
fact that the asymptotic behavior of the formal solutions is, in
general, accessible only for arbitrarily small U.

Specifically, while the flows are well-defined for all values
of g,, the perturbative RG equations they encode are only
reliable so long as all |g,| < g where g is small. Thus we
must stop this analysis when |g,,| = g. If we let x* denote
the characteristic value of x at which point fs drops from its
plateau value, then there must be a corresponding scale U*
whose meaning is as follows. For U < U*, the range x 2> x*
is accessible, meaning that the flows reach the vicinity of the
C2S1 ray while the interactions are all still weak. ForU 2 U*,
on the other hand, only x < x* is accessible implying that
the flow is still close to the C1SO ray when |g2s| = g. The
scale U* will be identified below with the crossover between
single-scale and multiscale C1S0 regimes.

The explicit relationship between U* and x* is

U* ~ 2mvoge™, (22)

where g is the value of |gy,| at which point the perturbative
RG first starts to break down. The ambiguity in g is unim-
portant since x* is also not sharply defined and appears in the

0
/)‘
——"’
——————————
-50+ P 1
2 <
2 /7 0.05 ;
> —100F / 0.04 ¢ i 1
= ! £003 !
I S 0.02 i
—1s0f 0.01 B
I 0.00 !
1 1 23 456 78
1
] r
[} L L L L L L

—-200 !
1 2 3 4 5 6 7 8

FIG. 3. Main plot: In(U*/v,) = —x*. Inset: U* /v, = e~ . Here
x* is defined according to Eq. (24). The C2S1 ray is perturbatively
accessible only below the crossover line.

exponent. Therefore, to logarithmic accuracy, we may write
U* ~ve™. (23)

Next we determine x* and thus U* as a function of r. To be
explicit, we define x* according to

|fs(x)] = 0.1. (24)

In Fig. 2, the resulting value of x* is indicated for each value
of r by a tick mark of the appropriate color. Then in Fig. 3, we
plot —x* = In(U*/v,) in the main panel and e™" = U*/v, in
the inset, both as functions of r.

We now summarize the r-dependence of x* and U* shown
in Figs. 2 and 3. Consider first r — 1, where x* diverges. In
Appendix B, we show that x* ~ 1/(r — 1)2. Thus U* vanishes
as

U* ~ e /=17 (25)

for some positive constant ¢. Upon increasing r, x* remains
rather large at first (meaning U* remains very small), but
eventually drops to zero at r & 7.8. At this point, U* bends
sharply upward, mimicking a vertical crossover line.

Once r 2 7.8, we can see from Fig. 2 that the flow away
from the noninteracting fixed point is always along the C2S1
ray. In this regime, U™ is not a physically meaningful scale for
the small U problem. However, to simplify the notation below
we will use Egs. (23) and (24) to set U* ~ v, in this regime.

The remaining ratios (shown in Appendix B) behave simi-
larly to fs; in particular, they all first become small at roughly
the same x*. The important exceptions are f,, and fr, which
in all cases rapidly decay to zero. As noted by BF, this reflects
an emergent approximate conservation of spin within each
band.

Next, we determine the subdominant couplings as the flows
approach the C2S1 ray. Near this ray, the ratios of the subdom-
inant to dominant couplings decay as f, ~ e**=*") for some
Aq > 0, and therefore

(U 1 >“ 26)
8~ 80|l ——) .
U~ |g2<7|

This form holds when the quantity inside the parentheses
is small, for which a necessary condition is U < U*. The
exponents A, are the limit as x — oo of —dlIn(|f,(x)|)/dx.
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FIG. 4. Plot of —dIn(]| fs(x)|)/dx, for which the limit as x — oo
is As. As in Fig. 2, the tick marks on the x scale denote x* as defined
in Eq. (24).

Focusing once more on the singlet pair tunneling term, we
plot —dIn(]| fs(x)|)/dx for various r in Fig. 4. Notice that in the
large x limit, the curves all approach Ag = 1/4 independent of
r. The remaining A, are also r-independent quantities. Their
values are listed in Appendix B, but will not be needed for the
present purposes.

Finally, we comment on the stability of the C1S0 and C2S1
rays. We determine the stability of given ray by performing
a linear stability analysis of the corresponding fixed point of
Eq. (19). We find that the C1S0 ray has a single unstable direc-
tion, responsible for the crossover to the C2S1 ray discussed
above. The C2S1 ray, on the other hand, is stable.

D. Summary

As the analysis discussed in this section is somewhat com-
plicated, we summarize the conclusions. What we have done
is to integrate the RG equations for fixed velocity ratio in the
range 1 < r < 8.6 and for initial conditions corresponding to
the Hubbard model with small U. Since the RG equations are
only valid for |g,| < 1, we can follow the flows in this manner
only in the vicinity of the noninteracting fixed point.

To be concrete, we terminate the flows at the RG scale ¢ =

£y where the dominant interaction g, satisfies g2, (£7) = —g,
where g is a small number but one that is independent of U':
Ul € |gac(Uy)l = g K 1. 27

Referring to Fig. 1, g corresponds to the radius of the small
blue sphere surrounding the noninteracting fixed point. The
discussion above implies three distinct behaviors at £, de-
pending on the bare values U and r:

() 1 <r<7.8and vy > U > U*: All of the couplings
8a(£y) are of order g, with the exception of g, g7. As
r — 1, the ratios of the couplings are increasingly well
approximated by their values on the C1SO0 ray.

2) 1 <r<7.8 and U « U*: The couplings other than
g2, are suppressed relative to g by (U/(U*g))*, with A,
as in Table II. (In this sense, the system appears to be
approaching the C2S1 ray.)

(3) 7.8 < r: The result is formally the same as in case 2
above, but in this case U* ~ v, and so is not a physically
relevant scale for the small U problem.

From now on, when we say U <« U™ we mean either case 2
or case 3. A nontrivial test of the validity of this approach
(which we show is satisfied) is that physical quantities we
infer at the end of the analysis should not depend on the value
of g we chose to terminate the first stage RG analysis, so long
as g K 1.

IV. ANALYSIS OF THE RENORMALIZED HAMILTONIAN

In this section, we analyze the renormalized Hamiltonian
at £ = £y. We start off by switching to a Bosonized represen-
tation.

A. Bosonization

We represent an electron with chirality p (p =1 for R,

p=—1for L), band index i, and spin « as
D RO ppa)
1ppioz (x) = Nia Ee “ B (28)
where
[¢ia (-x)9 Qi’a’ (.X/)] = i®(x/ - -x)8ii’8aa’9 (29)

i are Majorana fermions or “Klein factors” ensuring that dif-
ferent species of fermion anticommute, and A is a momentum
cutoff. We next make the canonical transformation to spin and
charge fields

1

bic = ﬁ(¢m —¢iy), (30)
1
bip = ﬁ(d’i? + diy). (31)

and similarly for 6. To complete the bosonized description,
we pick the Klein factor “gauge” ni4n1yn2,m2¢ = 1.
The resulting Hamiltonian density can be expressed as

H="Ho— Y 2mvigicHis — 7 (01 + v2)gsHs + -+, (32)

where the unperturbed piece is the bosonized version of the
noninteracting problem

_ Vi 2 N2
Ho = Z S [0:80)* + @:6)°], (33)
the couplings g, are the renormalized values at £ = £, and
1 5 5 AN —
Hi(T = _[(ax¢ia) - (axeia) ] I COS( 877¢i<7)7
8 2
(34)
Hs
ANZ
= 4(2—> cos (V4mh_,) cos (V2 d15) cos (V2 oo ),
7T
(35)
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in which 61, = 1/+/2(61, %+ 65,). The terms represented in
... above are sinusoidal interactions proportional to g, and
gr, and gradient terms proportional to g, and g;,. For the
present purposes their explicit expressions will not be needed.

B. C1S0 phase for U* « U K 1

Let us briefly review the argument due to BF for a C1S0
phase when U > U*. Although g <« 1, the dominant inter-
actions — including in particular the terms proportional to
gls»> &20, and gg — are marginally relevant. As a result, ¢y,
¢25, and 6_,, are pinned and the corresponding fluctuational
spectrum is gapped. Needless to say, the overall charge mode
remains gapless, because translation invariance and charge
conservation permit only gradient terms for ¢, and 0,,.
Since the interactions responsible for the gaps all come with
a coefficient of order g, all gaps are roughly the same size.
Therefore we refer to this as the single-scale C1S0 regime.
Notice also that if we now assess the impact of the heretofore
neglected subdominant couplings g.,, gr, we conclude that
they are relatively benign in this case, as they are perturbations
on top of a maximally gapped state.

C. C1S0 phase forU €« U*

To begin with, let us ignore all subdominant interactions,
i.e., consider the case in which only g>, = —g is nonzero.
Now ¢, is governed by the familiar SU(2) symmetric sine-
Gordon Hamiltonian, known to yield a gap

Axy(g) ~ Ae™ V5. (36)

On the other hand, band 1 remains noninteracting, resulting in
a C2S1 phase.

Now we consider the effect that the subdominant couplings
have on this state. While they are indeed parametrically small
in U, in contrast with the C1S0 phase the C2S1 state contains
additional gapless modes which can potentially be gapped out.
Here we show that the residual interactions in fact reduce the
C2S1 phase to a C1S0 phase.

The intuitive argument is as follows. The singlet pair
tunneling interaction, Eq. (35), allows for the 1D analog of
the superconducting proximity effect between the two bands
[30,34]. Thus band 1—which is a metal in the absence of the
residual interactions—inherits a spin gap Aj, from band 2.
Moreover, the same term acts as an interband Josephson cou-
pling, so fluctuations of the relative superconducting phase
develops a gap A_, as well. The result is a C1S0 phase. In this
case, however, Ay, and A_, are subsidiary gaps that vanish
in the limit of zero residual interactions, and are therefore
suppressed relative to the primary gap A,,. We refer to this
as the multiscale C1S0 regime.

We now quantitatively demonstrate this result in a mean-
field approximation. As a first step, we consider the effect of
nonzero gs (but continue to ignore the rest of the couplings).
Since ¢, is gapped by an O(g) interaction, the effect of a
parametrically smaller g5 ~ g(U/(U*g))"/* will produce cor-
respondingly small changes to its correlations. Therefore we
can replace the operator cos (v/27 ¢, ) in Hs by its nonzero

expectation value, M(g):

2
Hy — 4(%) M(g) cos (Var_,) cos (V2rgi,). (37)
The above mean-field version of Hg has scaling dimension
3/2 with respect to Hy, and is therefore a relevant perturba-
tion. This indicates an instability of the putative C2S1 phase
and results in a pinning of ¢, and 6_,. Given the scaling
dimension 3/2, the resulting gap magnitudes are

At () ~ A_,(g) ~ lgsM(g)I*A (38)

~JUIUAE* M)A, (39)

The function M(g) is, like A,,(g), a property of the sine-
Gordon theory. We show in Appendix C that

M(g) ~ g (Aas (2)/ M), (40)

where the leading dependence on g, through A, (g), reflects
the scaling dimension of cos (v 2w ¢, ). Inserting this result
into (39), it follows that the gap ratios are

Ay () - A—p(g) N \/W (1)
AZG (g) AZU (g)
Note that these are independent of g, as required for the
consistency of our mean-field approximation.

Now consider the remaining couplings. The interactions
proportional to gr and g,, vanish when we replace functions
of ¢, by their expectation value—see Appendix D. The term
proportional to g;, as well as the remaining gradient inter-
actions will only lead to quantitative corrections which are
parametrically small in U/(U*g); again, small perturbations
with respect to a maximally gapped phase produce small
changes.

The calculations above are for the renormalized Hamil-
tonian at £ = £;. Letting A, denote the gap for the initial
Hamiltonian at £ = 0, we have

Ago=e YA (g). (42)

Using the ray solution to gy, it is straightforward to show that
by =4Lo—1/g. (43)

with {4, = foo /U for some U -independent foo. Consequently,
within the one-loop approximation, we have that

Ao~ e U A, (44)
Ao~ A_po~VU/U*Ass . (45)

As required, these expressions are independent of g.

The lack of an algebraic pre-factor in Eq. (44) is not to be
taken seriously, since at two-loop order, £y will acquire cor-
rections logarithmic in U. However, Eq. (45) likely remains
true despite this modification, as the ratio between different
gaps is a property of the renormalized Hamiltonian, not how
long it takes to flow there.

D. Power-law CDW and SC correlations

Regardless of which regime is being considered, the charge
density wave (CDW) and singlet superconducting (SC) cor-
relations decay algebraically reflecting the existence of a
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gapless overall charge mode. Writing the low energy effective
action for ¢, as

1 1
Sefr = / dxdrﬁ[@axmp)%;(amp)z], (46)

we deduce that there exist CDW and SC correlations that de-
cay as |x| 72 and |x| /@8 respectively. The SC correlations
can be identified with the usual BCS-type pairing between
time-reversed pairs; this power law characterizes the long-
distance correlations of O;s [Eq. (11)] for either band, i = 1
or 2. However, the charge density correlations—which oscil-
late with a CDW ordering vector Q = 2(kr + kg, )—are not
related in any way to the Peierls-like CDW order associated
with the Fermi surface nesting vectors, 2kg;, or kpy %+ kps.
Correspondingly, expressed in terms of chiral fermionic fields
[Eq. (28)], the quasi-long-range CDW correlations are prop-
erties of the composite density operator,

Jeomp = Y [V 1 VWi poVR2@VR1a + He].  (47)

o,

It should be stressed that despite the weak coupling approach
we have taken, this is an intrinsically strong coupling result
that cannot be inferred directly from the noninteracting elec-
tronic structure.

The relative strength of the CDW and SC correlations is
determined by the precise value of K. At least two distinct
aspects of the solution affect this. Firstly, ¢, mixes modes
with different velocities. Secondly, g, and g, explicitly
renormalize the gradient terms. The case U > U* was con-
sidered by BF. In this regime, both effects mentioned above
are important, as g;, ~ &g, ~ & Consequently, any simple
approximation for K will explicitly depend on g, i.e., on the
point at which the RG flows are terminated. For this reason,
BF cautioned against taking too seriously their estimate for
K, and noted only that it tends to increase with |r — 1|. (They
give an account of this in Appendix B of Ref. [1].)

Here, we consider U <« U*, where to leading order only
the mixing of modes with different velocities is important. In
the harmonic approximation, we find

K=vV2+r+r1/24-, (48)

where ... denotes terms parametrically small in U/(gU™").
Note that to leading order, this result is independent of g. No-
tice also that K > 1, which implies that the SC susceptibility
diverges as T — 0 whereas the CDW susceptibility remains
finite. This state is as close to a superconductor as a 1D system
can be.

V. GLOBAL RG FLOW

Our strategy so far has been to solve the renormalized
theory—defined at a point in the RG flow where we still have
perturbative control—using some reasonable approximations.
In particular, we have not attempted to follow the flows out to
the strong coupling C1S0 and C2S1 fixed lines. However, it is
worth asking what sort of global RG flow is consistent with
our results.

The simplest possibility is illustrated in Fig. 1, which con-
tains for some fixed » < 7.8 a projection onto the (g5, gs, K)

subspace of those flow lines corresponding to various small
U Hubbard initial conditions. The C1SO0 fixed line represents
a critical phase with continuously varying critical exponents
parameterized by the stiffness K, described above, while the
C2S1 fixed line is really a “fixed hypersurface” in interaction
space parameterized by multiple gradient parameters. The ball
of radius g about the origin (i.e., the free fermion fixed point)
contains the complex flows discussed in Sec. III.

The flow line for each initial condition, corresponding to a
given value of U, emerges from this ball pointing in different
directions. For U > U™, the initial flow is already in the
direction of the C1S0 fixed line. As illustrated, it is reasonable
to assume that this continues all the way to this fixed line.
For U « U*, on the other hand, the initial flows are toward
the C2S1 fixed line. However, the above analysis implies that
in the relevant range, this fixed line is itself perturbatively
unstable, so the flows ultimately bend away and eventually
also approach the C1S0 line.

Finally, note that in accordance with our discussion in
Sec. IV D, depending on U the flow likely actually terminates
at different points (i.e., different values of K) along the C1S0
fixed line.

VI. DMRG STUDY OF THE TWO-LEG LADDER AT U =4

We now report the results of a density matrix renormal-
ization group (DMRG) study of the two-leg ladder at U = 4.
In agreement with both the weak coupling theory and with
previous DMRG studies [9,10,17,23,24,26,35-38] at U > 8§,
we find that the ground state is a C1SO Luther-Emery liquid.
Specifically, as we will show below, we find power-law SC
and CDW correlations, exponentially falling spin correlations,
and a central charge ¢ = 1. While the case U =4 is by no
means a “weak” interaction, we will see that certain aspects
of the solution are best understood from a weak-coupling
perspective.

Before we present these results, it is worth explicitly not-
ing why DMRG calculations at small U are so challenging:
the number of block states needed to faithfully represent the
ground state grows rapidly with the correlation length, and
as U — 0, the correlation length diverges exponentially with
1/U. Even for the relatively simple case of the two-leg ladder,
and keeping 24 000 effective U (1) block states, U = 4 is the
smallest interaction strength for which we have been able to
obtain reliable results.

A. Results

Unless explicitly stated otherwise we work with the fol-
lowing parameters, in addition to U = 4. First, we set the
inter-chain hopping 7, = 1; i.e., we set it equal to the rung
hopping, which is already set to 1. Letting § = 1 — n denote
hole doping, where 7 is the electron density per site, we work
at § = 1/12. The system size is Ly = 192. We keep up to
24,000 effective U(1) block-states and extrapolate all quanti-
ties to the zero truncation error limit. Additional calculational
details can be found in Appendix E.

Below, c,j, will refer to the operator which annihilates a
spin- electron at position x along leg j [this is the same
convention used in Sec. II]. The position x begins at x = 1
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FIG. 5. Physical properties of the two-leg ladder for U = 4,
t; =1,and §=1/12. In (a)—(c), L, = 192. (a) Density profile n(x)
for the left half of the ladder. The red line is a fit to a power-law
decaying oscillation with exponent ncpw/2, where ncpw = 1.12.
(b) Power-law decaying pair-pair correlation ®(d), with exponent
nsc = 0.94. (c) Exponentially decaying spin-spin correlations Fy (d).
(d) The central charge extracted from systems with length L, =
48, 96, 192, and 288.

on the left edge. Also, Syj = (1/2)cxja0upcxjp Will denote the
spin operator at position x along leg ;.

In Fig. 5, we exhibit several properties of the C1S0 phase.
We begin with the CDW and SC correlations, expected to fall
off as power laws in the C1S0 phase. In Fig. 5(a), we show
n(x), the expectation value of the electron density at site x.
Due to the open boundary at x = 0, n(x) contains an oscillat-
ing component. In a C1S0 phase, we expect these oscillations
to decay as a power law, with an exponent equal to half the
exponent governing the fall-off in CDW correlations [39]. We
indeed find a power law form x~©>¥/2 for the amplitude of
the oscillations, with ncpw = 1.12(4). Next, in Fig. 5(b), we
show the SC correlation function

d(d) = (A} (x0) Ay (xo + d)), (49)

where
1
Ay (x) = \—Fz(c;mc;z L (50)

creates a vertically (Y direction) oriented Cooper pair on rung
x, and the reference rung x is set to L,/4. We find &(d) ~
d~"s¢ with ngc = 0.94(2). The product

nepw - Nsc = 1.05(6) (51)

is within error bar of the theoretically expected value 1. The
corresponding Luttinger parameter, defined in Sec. IVD is
K ~ 0.5. Finally, to determine the nature of the pairing, we
have computed the SC correlation function between a verti-
cally oriented Cooper pair and a horizontally oriented Cooper
pair. We find that it is negative, indicating d-wave-like pairing.

Ok, T

FIG. 6. Electron density n(k) in momentum space. Dashed lines
indicate the Fermi points of noninteracting bands.

Next we examine the spin correlations. In Fig. 5(c), we plot
the correlation functions Fy(d), defined as

1
Fi(d) = Z((Sxo,l £ 84.2) - Sxgrd1 £ Sxp4a.2)). (52)

That is, + refers to the correlation function for the combina-
tion of spin operators which is even/odd under exchanging
the two legs. As in the SC correlation function, we set xp =
L./4. We find an exponential decay, Fi(d)~ e %+, with
&L = 13.3 and £&_ = 27.5. The fact that the correlation lengths
are significantly longer than the lattice spacing means the
system is not too far from the free fermion critical point.
In contrast with the case U = 4, for U = 8, we find shorter
correlation lengths, £, = 4.6 and §_ = 9.6. It should be noted
that the appearance of two distinct correlation lengths is ap-
parently unrelated to the hierarchy of gap scales discussed
above, as the ratio £_/&, =~ 2 is essentially unaffected by
changing U.

In Fig. 5(d), we show the measured central charge for
several different system sizes L. For the two longest systems,
it approaches ¢ = 1. Taken together with the behavior of the
spin and charge correlations, this implies that the only gapless
mode is the overall charge mode. Notice that L, must be
appreciably larger than the correlation length to accurately de-
termine the central charge; at the smallest system size L, =48
(already twice the longest correlation length) its apparent
value is larger, ¢ &~ 3. Finally, in Fig. 6, we plot the single
particle occupancy in momentum space, n(k), defined by

3 (e )R (53)

x,x',j,j o

1
k) =57

‘X

Here, k, =0 () is the bonding (antibonding) band. Al-
though all single particle excitations are gapped in the C1S0
phase, n(k) nevertheless exhibits an abrupt drop near the
Fermi points of the noninteracting system. Note that if we
did not have access to such accurate data on such long
systems, it would be tempting to interpret the behavior of
n(k) as evidence that the noninteracting C2S2 phase sur-
vives for a finite range of U. In contrast with U = 4, when
we increase the interaction strength to U = 12, we find that
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the features of n(k) are highly rounded and not even cen-
tered about the Fermi points of the noninteracting system
(see Appendix E).

VII. THE TRIANGULAR LATTICE

To illustrate the usefulness of the present approach, we
sketch its application to the case of the triangular lattice
Hubbard model at half filling. (A more complete study
will be reported in a future publication [33].) This prob-
lem has recently been studied at intermediate to large U by
DMRG methods [19,20]. For U > U, ~ 10¢, these studies
show an insulating phase that is a 1D version of the three-
sublattice 120° magnetically ordered state believed to be the
ground-state of the 2D spin 1/2 Heisenberg antiferromag-
net. Intriguingly, for U, < U < U, with U, ~ 8¢, a distinct
intermediate insulating phase is observed, which has been
conjectured to reflect the existence of a spin-liquid phase in
the 2D limit. Depending on cylinder geometry and/or compu-
tational details, these studies have adduced evidence that the
spin-liquid in question is either fully gapped and chiral [19], or
gapless and nonchiral [20]. Finally, for U < U,,, a conducting
phase appears which has been identified as “metallic,” i.e., to
have the same number of gapless modes as in the U = 0 limit.

The small U approach explored in the present paper is
clearly of limited use for giving insight into the nature of
the phases that occur for U > U, but if it is true that a
single phase arises in the range 0 < U < U, then insight
into the nature of this phase can be obtained by analyzing
the small U limit. In 2D, it has already been shown [31,32]
that the ground-state of the triangular Hubbard model at small
U and n =1 is a d + id superconducting state. Presumably,
for a cylinder of large circumference, this would correspond
to a C1S0 phase with a broken discrete symmetry, i.e., it
would be a chiral Luther-Emery liquid. But for the small cir-
cumference cylinders actually studied by DMRG, the correct
comparison should be based directly on a multicomponent
one-dimensional electron gas as in the present paper. We thus
conclude by applying the insights obtained from the present
study to the four-leg triangular lattice cylinder, referred to
in the DMRG literature as YC4 and studied, among other
cylinders, in Ref. [19].

The YC4 cylinder band structure is obtained by restricting
the two-dimensional triangular lattice band structure to trans-
verse momenta k, = 0, 7 /2, and w. When n = 1, the bands
with k, = 0 and &7 /2 cross the Fermi energy, as shown in
Fig. 7. The Fermi velocities, v;, for the bands with k, = 47 /2
(indexed as i = =£1) are equal due to reflection symmetry in y.
Interestingly, however, for n = 1 (half filling), all of the Fermi
velocities are equal: vy = v4; where i = 0 refers to the band
with k, = 0; this is not the consequence of any symmetry,
and hence would not be true in slightly modified versions of
the model, e.g. if a small amount of second-neighbor hopping
were included.

To study the properties of this cylinder for small but
nonzero U, we can employ the multiband version of the
perturbative RG equations, derived and studied in detail by
Lin, Balents, and Fisher [2]. Defining r = vy/v4;, whenr = 1
these equations are fully symmetric under exchanging any
two bands. In the naive continuum limit, so too are the initial

FIG. 7. Fermi surface structure of the U = O triangular lattice
Hubbard model on a YC4 cylinder. The allowed momenta are the
slices ky = 0, &7 /2, &7 through the 2D Brillouin zone. The thick
black lines indicate states occupied at n = 1, and the black dots
indicate the Fermi points. The blue curve is the Fermi surface of the
2D system at the same Fermi energy.

conditions. Again, this is not an exact symmetry of the lattice
Hamiltonian, but deviations from this symmetry vanish as
U — 0F.

The couplings at this fully symmetric point flow out along
aray which is analogous to the C1S0 ray found in the two-leg
ladder at » = 1. Specifically, upon bosonizing the problem, the
interactions that grow along the outgoing ray that can lead to
the opening of gaps are the intra-band spin interactions g1,
and go, (analogues of g, and g;, in the two-leg ladder) and
the pair tunneling terms, grs, (analogous to gg in the two-
leg ladder), where 7 = %1 refers to pair-tunnelling between
the k, = 0 and k, = 47 /2 bands, while 7 = 0 refers to pair-
tunnelling between the k, = —7 /2 and k, = +7 /2 bands.”

Significantly, the peculiar symmetry of this ray ensures
that all the bands are interchangeable, i.e., that g, = g, and
gis = gs for all i and 7. A growing g, is easily seen to gap
out all the spin modes. Letting ®; denote the phase of su-
perconducting order parameter on band i, the latter acts as a
Josephson coupling

H; = —]ZCOS(@,’ -0 (54)

i<j

with J o« gg < 0. (The proportionality constant depends on
the expectation value of appropriate functions of the spin
fields.) Up to an overall shift of the total phase, the pattern of
®,’s that minimizes this expression either increases by 2w /3
each time one moves clockwise between two Fermi points,
or else decreases by 27 /3. This winding breaks time reversal
and x and y mirror symmetries. The result is a chiral C1S0
(Luther-Emery) phase.

The chiral C1S0 (C1S0-y ) phase is an especially attractive
candidate for the small-U phase on the YC4 cylinder because
there is a natural mechanism for transitioning from it into

2We are specifying here the k, of the right mover in each Cooper
pair; the left mover is understood to have opposite k.
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a fully gapped chiral spin-liquid. At half filling, there are
a variety of six-fermion umklapp scattering terms that are
allowed, such as

Hunk = / dx guni | | [Z w,;,,am,i,a} +He. (59

The bare value of such terms is zero in the original Hub-
bard model, and they are manifestly irrelevant at the U = 0
fixed point. However, on the strong coupling C1S0 fixed line,
its dimension depends on the Luttinger exponent K. If K
changes with increasing U in such a way that the umklapp
term becomes relevant (namely, K drops below 4/3) then
the overall charge mode becomes gapped, yielding a chiral
insulator. The transition would be in the Kosterlitz-Thouless
universality class. Such a state can naturally be identified
as the finite cylinder descendant of a fully gapped chiral
spin-liquid.

The C1S0-x ray is the true asymptotic ray only at exactly
r = 1, reflecting the fact that the symmetry between the three
bands is not generic. However, at finite U, the flow starts to
deviate from this ray only after the couplings get so large
that the perturbative approach breaks down. A preliminary
analysis suggests the C1S0-x phase occupies a fan in the
(r, U) plane, emerging from r = 1. For U < 1, the width of
this fan never exceeds 10~ in r.

Given the narrowness of this fan, at finite U more general
values of the parameter r may be relevant. Consider first r < 1.
The asymptotic rays are as follows:

(1) For 0.54 < r < 1: C3S2, along which band 0 is spin
gapped but bands *1 are not.

(2) For r < 0.54: s-wave-like C2S1, along which bands £1
are spin gapped with the same SC phase, but band 0 is
not.

(3) At the isolated point r = 0.54: Nonchiral, d-wave-like
C1S0 ray (C1S0O-d), along which all bands are spin
gapped, and the SC phase on band 0 is opposite the SC
phase on bands +1.

However, the C1S0-d ray is only very weakly unstable
away from its isolated point of stability, and is in this sense
analogous to the C1S0 ray in the two-leg ladder. By the same
reasoning used in the two-leg ladder, it follows that unless U
is smaller than some extremely small crossover scale U™, it is
the weakly unstable C1S0-d ray which directly determines the
phase of matter for all r < 1. Also in analogy with the two-leg
ladder, for U < U* pair tunneling destabilizes putative C3S2
and s-wave-like C2S1 phases, resulting again in a C1S0-d
phase.

The upshot of this analysis is a ubiquitous C1S0-d phase
for r < 1. This implies that the left-hand boundary of the fan
containing the C1S0-x phase is a true phase boundary; this is
in contrast with the crossover scale U* which here and in the
two-leg ladder separates single-scale from multiscale regimes.
If the charge mode of the C1S0-d phase is gapped by the
umklapp interaction (55), the resulting insulator can naturally
be identified as the finite cylinder descendant of a nonchiral,
Z, spin liquid.

Finally, for r > 1, the asymptotic ray describes a d-wave-
like C2S1 phase in which bands £1 are spin-gapped with
opposite SC phase. In contrast with r < 1, the range r > 1
contains no weakly unstable C1S0 ray. Moreover, even when
we consider the effect of pair tunneling to the remaining
ungapped band, the spin gap proximity effect with the two
gapped bands interfere destructively. The ultimate fixed point
in this case is an interesting question which we reserve for
future study.

An unambiguous result, however, is that at least one mode
is gapped for U « 1. That is, the phase adjacent to U = 0 has
central charge ¢ < 6. This is in disagreement with Ref. [19]
which reports ¢ = 6 for U < U,,. Reference [19] also reports
an apparent singularity in the single particle occupancy n(k)
as evidence for a maximally gapless metallic state. There
are two possible explanations behind this disagreement. First,
there may be an additional phase transition at some U.3 which
is small but inaccessible by weak coupling. We believe a more
likely explanation is that there is indeed a single phase with
U < U, but that it is not the C3S3 phase suggested by the
DMRG studies. Because all of the gaps vanish exponentially
as U — 0, it is intrinsically difficult to distinguish gapped
modes from gapless ones in any numerical study. Similarly,
when the correlation length is long n(k) can be a misleading
diagnostic for gaplessness.

Our DMRG results for the two-leg ladder at U = 4 illus-
trate these challenges. In the thermodynamic limit this system
has a central charge of ¢ = 1, and is as gapped as possible.
However, as shown in Fig. 5(d), the measured central charge
is apparently 3 at smaller system sizes, decreasing to the true
asymptotic value ¢ = 1 only for much larger systems. This
illustrates the difficulties in extracting the true central charge
from numerics. Moreover, the single particle occupancy n(k)
in Fig. 6 exhibits a rapid drop that superficially appears nonan-
alytic at the noninteracting kr; had we not already established
that the single-particle Green function falls exponentially with
distance, it would have been tempting to follow the reasoning
of Ref. [19] and to interpret this as evidence of a metallic
state.
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APPENDIX A: CONVENTIONS AND RG EQUATIONS

Our convention for the couplings differs slightly from BF.
First, in place of their g,, and g,,, we use gs = g, — %gm and
8r = 8ip + i &:o (with the same relation holding for the tilded
versions of these couplings). Second, our g;,, gix contain an
additional factor of (v; + v2)/(2v;). Introducing

y =i +v)*/(@Gvn)=Q+r+r)/4 (A1)
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the one-loop RG equations in our notation are

dgi, _ dgay dgxp 1 3
—_— == =Y — = — - y A2
de - de v = gstger (AZa)
dgla
= 8. (s —er), (A2b)
ngrr
i = %o —v(gs—ar) (A2¢)
d XOo
50 — g%, + 201 (s +gr), (A2d)
dgs 3 3
a0 8s(81p + 820 — 28xp) — ng(gm +82) + 8780
(A2¢)
dgT 1
—, = gS(glp + &2p — 2gxp) + _gT(gl(r + g2 — 4gxzr)
de 4
1
+ Egsgxa~ (A2f)

APPENDIX B: ADDITIONAL ANALYSIS
OF THE RG FLOWS

1. C1S0 ray

Here we give explicit expressions for the G, of the C1S0
ray. With y be as in (A1),

y

Gip =Gy =—yGyp = , (Bla)
8 g T 148y +3/1+8)?

G, = G, _ Ity —Vi4sy? (B1b)
lo o 2(1+)/) )

GXU :0, (BIC)

2
Gs = — , (B1d)
J-1+8y +3/T58)7
Gr = 0. (Ble)

2. Plots of the remaining coupling ratios

In Fig. 8, we show the ratios f,(x) for several values of
r. Each panel corresponds to a fixed value of r, and different
colors represent different ratios f,.

3. Divergence of x*

Here, we show that x* diverges withs = r — 1 as x* ~ 572

It turns out to be somewhat subtle to analyze this divergence
analytically, so we do so numerically. In Fig. 9, we plot the
numerically determined values of In(x*) versus In(s), and find
a near-perfect fit to In(x*) = ap + a; In(s) with a; =~ —2.00,
consistent with x* ~ 572

4. Exponents A,

In Fig. 10, we plot the functions —dIn(|f,(x)|)/dx for sev-
eral values of r. For a given index a, the limit of this function
as x — 0o is A,. As in Fig. 8, each panel corresponds to a
fixed value of r, and the different colors represent different
indices a.

—1p
2p
" xp
- lo
i
— s
— T
r=4
] R
I
| I“:7.8
08!
I
I
0.6 _ _ _ L __________
I
= I
= 04l
|
I
0.2l
0.0 {, ”””””””””””””””””””
I
I
—02h L 1 1 1
0 50 100 150 200

X

FIG. 8. Ratios f,(x). Each panel corresponds to a fixed value of
r. Within each panel, the different colors represent different f,,. For
each f,, the horizontal dashed line of the appropriate color gives the
value of f, on the C1SO0 ray. The black vertical dashed line gives x*
as defined in Eq. (24).

= 3.99395 —1.99718 In(s)

ln(x*)

-9 -8 -7 -6 -5 -4
In(s)

FIG. 9. Numerically determined In(x*) vs In(s) (the blue circles)
together with a linear fit.

115136-12



HUBBARD LADDERS AT SMALL U REVISITED

PHYSICAL REVIEW B 102, 115136 (2020)

— 1y
2
5 P
= xp
=
&VE — lo
=4 el
S
: —
_— T

—dIn(|fa(x)]) / dx

—dIn(|fa(x)]) /dx

50 100 150 200

X

FIG. 10. Plots of the functions —dIn(|f,(x)|)/dx. Each panel
corresponds to a fixed value of r. Within each panel, the different
colors represent the different indices a. The black vertical dashed
line gives x* as defined in Eq. (24). Some curves are cutoff once the
corresponding f, is numerically too small to give reliable results.

Notice that for each a, the limiting value of the curve being
plotted is independent of r. The resulting X, are listed in
Table II.

APPENDIX C: COMPUTING M(g)

Here we consider the SU(2)-symmetric sine-Gordon

Hamiltonian which governs ¢,, along the C2S1 ray:
Hsc = Ho + 2mv2gH o (C1)

in which H, is the piece of (33) depending on the (20)
fields, and H,, is given by (34). We will compute M(g) =

TABLE II. Exponents for the subdominant couplings.

)\1,0 }‘12/3 }‘fxp )\10 )\xa )\S )"T
1/2 1/2 1/2 1/2 1 1/4 5/4

(cos(v/2m ¢y, )) for g < 1. To do so, we add a probe field & to
the Hamiltonian:

Hscg — Ho + 2mv2gHoe — hcos(V2m ¢y ).

To evaluate M(g), we will need the RG equations in the
presence of arbitrarily small 4. In this limit, the beta function
for g is unaffected. Thus

d
=g+

The two-loop coefficient a; is known to be —1/2 [40] but is
left arbitrary for now; we will see that it enters the final result
only implicitly through the gap A, (g).

As for the beta function for 4, its first order term follows
from its scaling dimensions 3/2. All higher order terms also
contain at least one power of 4; in the limit of infinitesimal
h only the terms with one such power matter. The general
structure is therefore

dh
—7 =02+ big+ byg* + - )h.

The higher order terms can be interpreted as a running correc-
tion to the scaling dimension of 4. We postpone for now the
evaluation of b, on which our result will explicitly depend.

It is straightforward to show from the RG transformation
properties of the free energy of the corresponding 2D statisti-
cal mechanics problem that the “spontaneous magnetization”
is

(€2

(€3

(C4)

hend (g s h)
h 9

where £(g) denotes the amount of RG “time” required to scale

from a given g up to some fixed geng, and heng(g, /) is the value

of the probe field at g.,q given that it starts off equal to A. To
evaluate the limit, we divide Eq. (C4) by & and Eq. (C3) to

M(g) ~ e '@ lim (C5)

find
dIn(h de ¢
W _ ((3/2)— + =t ) (C6)
dg dg g
This integrates to
hen
hd =exp((3/2)¢(g) —c1In(g) +--+) (C7)
~ g—ble(3/2)€(g) (C8)
and therefore
M(g) ~ g*ble*(l/Z)f(g)_ (C9)
However, we also know that A, (g) ~ e *®@A. So
M(g) ~ g7 (Mg (8)/ ). (C10)

Notice that for g <« this relationship holds both in the
one-loop approximation, and in higher-order approximations
where A,,(g) acquires an algebraic prefactor.

It remains to evaluate b;. This coefficient is fixed by the
operator product expansion (OPE) of H,, with cos(v/ 27 oy ).
Letting C be the OPE coefficient which appears as

How X c0S(v 27 oy ) = C cos(V2moy) + + -+,

we have b; = «C for some constant «. It is straightforward to
evaluate C and «. However, we can also read off b; from the

(C11)
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known RG equations for the two-leg ladder, Eq. (A2). This
works as follows. The beta function for gg contains a term
—(3/4)g2s85 = (3/4)ggs. The coefficient in this term is fixed
by the OPE coefficient C, where

Hoy x Hg = CHg + - - (C12)

However, C=C , because H,, depends only on the (20)
fields, but cos(v/2mw ¢, ) and Hg differ by a factor which is
independent of the (20') fields. Thus b; = 3/4 and

M(g) ~ g *(Aa (9)/ M)'2

As an aside, it is clear that the term —(3/4)g2,gs in the beta
function for g is the one responsible for the fact that gg ~ g*/*
along the C2S1 ray. Thus it is not surprising that the explicit
g-dependence in Eq. (39) cancels.

(C13)

APPENDIX D: REMAINING SINUSOIDAL INTERACTIONS

The remaining sinusoidal interactions are

Heo
o< coS(V 27 (P15 + $25)) COS(V2T (B15 — 626)) + -+ -,
(D1)
Hyo o cos(vV/ATO_,)[sin(v2m ) sin(v/2m ¢pr)
+ cos(V27 (b1 — B2 D] + - -+, (D2)

where . . . signifies the gradient piece of the interaction. Along
the C2S1 ray, the dominant part of the Hamiltonian—namely,
H + 2w vygHr,—pins ¢y, about ny/m /2, for integer n. Be-
cause a pinned ¢, means 6, is wildly fluctuating, and also
due to the particular value at which ¢,, is pinned, the terms
above vanish when functions of the (20') field are replaced by
their expectation value.

APPENDIX E: NUMERICAL DETAILS

We study the two-leg Hubbard ladder using DMRG with
SU(2) spin rotational symmetry. In most of the simulations,
we keep up to 8000 SU(2) states to reach the typical trun-
cation error € ~ 1077, To obtain more accurate long range
properties of the ground state, we apply finite truncation er-
ror extrapolation to all physical quantities we measure. This
works as follows. We compute a given physical quantity ¢
as a function of truncation error € by keeping for each e the
corresponding number of block-states. We then fit ¢(¢) to
a second-order polynomial ay + aj€ + ae?, and report the
fitted value of ay as the zero truncation error limit ¢(0).
In Figs. 5 and 6, this procedure is repeated for each indi-
vidual data point. In practice, we have used the quantities
measured at m = 4000 ~ 8000 kept SU(2) states to extract
the € — O results. For the longest L, = 288 system, we
also include the quantities measured with m = 10000 SU(2)
states.

To determine the number of the gapless mode of the two-
leg Hubbard model, we calculate the von Neumann entropy
S(ly) = —trp;, In p; , where p;, is the reduced density matrix
of a subsystem with length I,. For critical systems in 141
dimensions described by conformal field theory, it has been

3.6

3.5

34

3.3

3.2

40 60 80,100 120 140 160

FIG. 11. The entanglement entropy S(/,) for the two-leg ladder
atU =4,1r, =1, 5§ =1/12, and system size L, = 192. The solid
line is fit according to Eq. (E1).

established [41,42] that for an open system with length L,,

4Ly + 1) . 20+ 1
S(lx)zgln[ ( - )SIHZEL +1))]

Asin[q(2l, + 1)]
LA g zoren T8 (ED)
7 2(L+1)

+

Here, ¢ is the central charge, and only the leading loga-
rithmic term is universal. To facilitate the fit to the data,
we keep as well nonunivesal subleading terms of the form
expected of a single gapless mode with K near 1, i.e.,
for a single gapless Dirac fermion. In our fits, ¢, ¢, A,
and B are treated as adjustable parameters, although, as
expected on theoretical grounds, we find that ¢ — nm as
L, — oo, where n is the density per site. See Fig. 11 for an
example fit.

In Fig. 12, we calculate the k-space single-particle occu-
pancy n(k) of the L, = 48 ladder with U = 12 at doping

—o— k,=0

-JT ka

JT

FIG. 12. Electron density n(k) of L, = 48 ladder with U = 12
and doping 1/12. Dashed lines indicate the Fermi points of noninter-
acting bands.
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8 = 1/12. Comparing with the sharp drops of U = 4 case at
noninteracting Fermi momenta, the features shown in Fig. 12

are rounded and their centers are away from the noninteracting
momenta.
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