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Impact of crystalline anisotropy on the extrinsic spin Hall effect in ultrathin films
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An efficient conversion of a charge current into a spin current is a crucial point for application of the spin Hall
effect in practical spintronic devices. Recently, we revealed that this goal can be achieved by using ultrathin fcc
(111) and (001) noble metal films doped with Bi impurities, which possess spin Hall angles up to 80%. Here,
we show that the effect can be further amplified in monolayer films with a strong crystalline anisotropy. This is
demonstrated by considering noble metal films with fcc (110) geometry. Our theoretical study predicts related
spin Hall angles exceeding 100% especially when the crystalline anisotropy is increased, which tunes the Fermi
surface topology.
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I. INTRODUCTION

The spin Hall effect (SHE) [1,2] is the key phenomenon for
the creation of pure spin currents in nonmagnetic materials.
For effective technological applications the spin Hall angle
(SHA), the ratio between the transverse spin conductivity,
i.e., the spin Hall conductivity (SHC), and the longitudinal
charge conductivity, needs to be maximized. As there is no
natural limit for the SHA, since it is solely a ratio between
two conductivities, SHAs larger than 100% can be achieved.
For topological insulators, such large values were reported
recently [3–6]. There is a certain progress in increasing the
efficiency of the SHE for metals [7–10] as well. However, to
the best of our knowledge, SHAs for metals above 100% have
not been discussed in the literature to date. The purpose of
this work is to highlight a promising route of achieving such
a strong SHE in metallic systems.

There are several routes to increase the charge-to-spin cur-
rent conversion efficiency in metals that are associated with
the underlying microscopic processes contributing to the SHE
[11]. The so-called intrinsic mechanism, depending on the
properties of the host material itself, is especially pronounced
when the intrinsic spin-orbit coupling is strong. Hence, Pt is
one of the most famous materials used for spin Hall applica-
tions relying on the intrinsic contribution [12–14]. In addition,
β-Ta [8,15] and β-W [7,16,17] show distinctly large spin Hall
angles due to their reduced charge conductivity in the high-
resistive β phase. Alongside the intrinsic effect, there are two
extrinsic contributions to the spin Hall conductivity caused
by the skew-scattering and side-jump mechanism. They are
strongly influenced by impurities [18–20], which gives many
opportunities to manipulate the strength of the SHE [21–24].
As was shown in Ref. [25], skew scattering dominates over the
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side-jump mechanism in dilute alloys since the former is in-
versely proportional to the impurity concentration. Therefore,
we exploit the opportunity to maximize the SHE by means of
the skew-scattering contribution.

Important research in this direction [26–30] revealed Bi
impurities as strong p scatterers in noble metals to cause
considerably large SHAs. The corresponding theoretical in-
vestigation predicted the SHA of 8.1% for bulk Cu(Bi) alloy
[26]. The existence of a giant SHE with the SHA of the
order of 10% was confirmed experimentally for thin films
of this material combination [27]. Further work indicated the
importance of a reduced film thickness for the amplification
of the SHE [28,29]. Up to now, this climaxed in the prediction
of a colossal SHE, referring to SHAs of the order of 100%,
for Bi-doped noble metal monolayer (ML) films [30].

A crucial point discussed along with the intrinsic spin
and anomalous Hall effect is the crystalline anisotropy. Espe-
cially, the impact of magnetic anisotropy as well as structural
anisotropy in noncubic crystals was investigated [31–34].
Following this direction, we combine the outlined paths by in-
vestigating Bi-doped 1 ML noble metal films with a structural
in-plane anisotropy for the case of (110) surface orientation.
Moreover, we explore the effects of increased or decreased
crystalline anisotropy on a microscopic level of understanding
and finally achieve spin Hall angles exceeding 100%.

II. METHOD

As mentioned above, our research focuses on the maxi-
mization of the SHA. For the spin quantization axis chosen
along the z axis, this is defined as

α = σ s
yx

σxx
. (1)

Here, σ s
yx is the SHC and σxx denotes the longitudinal charge

conductivity for an electric field applied along the x direction.
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Both quantities are elements of the related charge and spin
conductivity tensors

σ =
(
σxx σxy

σyx σyy

)
and σ s =

(
σ s

xx σ s
xy

σ s
yx σ s

yy

)
, (2)

which are written in their general form for two-dimensional
(2D) systems in the xy plane. Similar to Ref. [35], the spin
conductivity is given in units of the charge conductivity, to re-
sult in a dimensionless SHA. The definitions given by Eq. (2)
can be simplified taking into account the symmetry of the
system. In the case of nonmagnetic crystals, the transverse
components of the charge conductivity as well as the longi-
tudinal elements of the spin conductivity vanish: σyx = σxy =
σ s

xx = σ s
yy = 0 [36]. In addition, the symmetry of (001) and

(111) films [30] leads to σxx = σyy and σ s
yx = −σ s

xy allowing
for the SHA of Eq. (1) to be uniquely defined and widely used.
However, for (110) films, the symmetry is reduced [36] and
the conductivity tensors have the following general form:

σ =
(

σxx 0
0 σyy

)
and σ s =

(
0 σ s

xy

σ s
yx 0

)
. (3)

In particular, the transverse components of the spin conduc-
tivity are independent of each other and may be different.
Accordingly, the related SHA becomes an anisotropic quan-
tity and, therefore, needs to be used in its generalized
definition

αi
j = σ s

i j

σ j j
, (i, j = {x, y} , i �= j) . (4)

Our computational scheme relies on the density func-
tional theory using the local density approximation in the
parametrization of Vosko, Wilk, and Nusair [37]. First, we
solve the Dirac equation by means of the relativistic Korringa-
Kohn-Rostoker Green’s function method [29,38,39]. Then,
the transport calculations are performed based on the semi-
classical approach. We solve the linearized Boltzmann
equation for the mean free path [18,26,29]

�k = τk

(
vk +

∑
k′

Pk′k�k′

)
(5)

iteratively [40], for electron states forming the 2D Fermi
surface represented by lines. Here, k = (k, ν) is a combi-
nation of the momentum k and the band index ν. For the
band indexing, it is sufficient to distinguish between the two
bands contributing to one degenerate band only present at the
Fermi surface of the considered systems. These are no pure
“spin-up” or “spin-down” states due to the used relativistic
treatment. Consequently, we identify states with predominant
“spin-up/down” character by ν = ±, respectively [39,41].
The quantities in Eq. (5) are the momentum relaxation time
τk = (

∑
k′ Pkk′ )−1, the Fermi velocity vk = 1

h̄
∂Ek
∂k , and the tran-

sition probability Pkk′ ≡ Pk→k′ obtained from Fermi’s golden
rule [18,40]. Within the dilute limit, the transition probability
is directly proportional [18] to the impurity concentration c,
therefore all considered conductivities are scaling as c−1. For
the performed calculations, we fix c=1 at. %. The last term
on the r.h.s. of Eq. (5) deserves special attention. It is the
so-called scattering-in term, which is equivalent to the vertex

y

x

(a) (b) (c)

FIG. 1. Illustration of the systems with different in-plane
anisotropies: (a) x < x0, (b) x = x0, and (c) x > x0, where x0 denotes
the equilibrium distance. Case (b) represents the usual (110) film and
serves as a reference. To change the system’s crystalline anisotropy,
the interatomic distance in the y direction is changed so that the area
of the Wigner-Seitz cell remains constant.

corrections that appear in the dilute impurity limit of the Kubo
approach [25,42]. This term describes the rotation of the mean
free path away from the direction of the Fermi velocity and is,
therefore, responsible for the skew scattering. With the mean
free path in hand, we construct the conductivity tensors in
the low temperature limit as Fermi-line integrals [29,30] that
describe charge

σ = e2

h̄(2π )2d

∮
Ek=EF

dl

|vk|vk ◦ �k, (6)

and spin conductivity

σs = e2

h̄(2π )2d

∮
Ek=EF

dl

|vk| sz
k vk ◦ �k , (7)

respectively. The corresponding film thickness is labeled by d
and for the case of (110) monolayers of fcc crystals is given
by d = a

√
2/4, where a is the lattice constant. Finally, sz

k is
the spin polarization [39,41] for the chosen spin quantization
axis along the z direction.

We use the experimentally known lattice parameters to ob-
tain the electronic structure of the considered 1-ML films. The
large interatomic distance within the (110) plane is assumed to
be 361.48 pm for Cu, 408.67 pm for Ag, and 407.82 pm for Au
and points along the x direction. The distance in the y direction
is shorter by a factor of 1√

2
, as shown in Fig. 1. In order

to change the in-plane anisotropy, we simulate stress/strain.
Namely, we increase or decrease the interatomic distance in
the x direction and adjust the corresponding distance in the
y direction so that the area of the Wigner-Seitz cell, the prod-
uct of both, is kept constant. We label the respective situation
by the lattice parameter in the x direction in comparison to the
reference case x = x0 shown in Fig. 1(b).

III. RESULTS

The SHA depends on two quantities, the longitudinal
charge conductivity in the denominator as well as the trans-
verse spin conductivity in the nominator of Eq. (4). First,
we investigate the influence of changed lattice anisotropy on
the longitudinal conductivity. To this end, we consider the
ratio x

x0
of the stressed/strained and reference interatomic dis-

tances in the x direction, for the range between 0.95 and 1.05.
The longitudinal charge conductivities shown in Fig. 2(a)
depend differently on the modified in-plane anisotropy. For all
the investigated hosts, σxx decreases with increasing in-plane
anisotropy, whereas σyy is almost constant for Cu, drastically
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FIG. 2. (a) Longitudinal charge conductivity due to Bi impuri-
ties in various 1 ML noble metal (110) films for different in-plane
anisotropies x

x0
; (b) Distribution of k-dependent contributions (small

[white, bright] to large [red, dark]) to the longitudinal charge conduc-
tivity σxx of 1 ML Cu, Ag, and Au(110) films for different in-plane
anisotropies.

increases for Ag and rises significantly in Au for the largest
shown ratio x

x0
= 1.05 only.

In order to realize the importance and relevance of the
discussed results in terms of the strength of the SHE, it is
essential to highlight that the longitudinal conductivities of
the corresponding bulk systems are of the same order of
magnitude. Namely, they are 0.22, 0.15, and 0.13 (μ	cm)−1

for Cu, Ag, and Au with substitutional Bi impurities [43].
In contrast to that, the transverse spin conductivities of the
bulk Cu(Bi), Ag(Bi), and Au(Bi) alloys are 0.018, 0.014, and
0.002, respectively, being at least one order of magnitude
smaller than in the considered 1-ML (110) films (see Fig. 3).
Accordingly, the increased SHA of the films, in comparison to
the corresponding bulk systems, is mostly caused by a larger
transverse spin current. However, a further enhancement of
the SHA can be achieved by a decrease of longitudinal con-
ductivities. Therefore, we analyze the behavior of σxx in some
more detail.

Despite some general similarity, the three hosts show rather
distinct features in the dependence of the longitudinal conduc-
tivity on crystalline anisotropy. In the case of Cu and Au, σxx

has a plateau for x � x0 and an accompanied drop towards
x
x0

= 1.05. A slightly different trend is visible for Ag with a
steep slope appearing for x < x0, which mildly levels off for

FIG. 3. (a) Transverse spin conductivity due to Bi impurities in
the considered 1 ML noble metal (110) films for different in-plane
anisotropies x

x0
; (b) Distribution of k-dependent contributions to the

transverse spin conductivity σ s
yx of 1 ML Cu, Ag, and Au(110)

films for different in-plane anisotropies. For the two extreme
Ag geometries, selected k- and spin-dependent mean free paths �

+/−
k

are depicted.

x > x0. Figure 2(b) illustrates the origin of these features. It
shows the k-dependent integrand of Eq. (6) summed up over
both spin channels. We present it in arbitrary units focusing on
its relative contribution to the integral value. For instance, let
us consider the Cu host in detail. For the reference situation
x
x0

= 1.00, the main contributions originate from states in
the ±kx direction. Since the Fermi velocity is normal to the
Fermi line, its vx component is maximal there and vanishes
for states with kx = 0. For a decreased in-plane anisotropy,
x < x0, the 2D Brillouin zone (BZ) becomes larger/smaller in
x/y direction without any change of the topology for the 2D
Fermi surface. With increasing in-plane anisotropy, x > x0,
the Fermi surface touches the BZ boundary and a Lifshitz
transition leads to the disappearance of states with velocities
in the ±x direction. Consequently, they do not contribute
to the longitudinal conductivity, which therefore decreases.
The same explanation holds for Au, where the Fermi surface
touches the BZ boundary between x

x0
= 1.00 and x

x0
= 1.02

as well. In contrast to that, the corresponding process for
Ag appears between 0.95 and 0.98. This leads to the steady
decrease of σxx shown in the investigated regime of altered
in-plane anisotropy. The behavior of σyy, especially its strong
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increase with increasing in-plane anisotropy in Ag, can be un-
derstood similarly. The touching point of the Fermi surface is
shifted to positive/negative ky direction for larger x

x0
ratios. As

a consequence, the Fermi lines become flatter with more states
having larger vy component, which increases σyy ∝ vy
y. On
the other hand, for the considered geometry, a large in-plane
anisotropy causes a decrease of σxx that is beneficial for large
SHAs α

y
x .

Let us investigate the off-diagonal components of the spin
conductivity with corresponding results shown in Fig. 3. In
contrast to the longitudinal charge conductivity, the transverse
spin conductivity is considerably (one order of magnitude)
larger than the related bulk quantities [21]. As can be seen in
Fig. 3(a), the absolute values of σ s

yx and σ s
xy are practically the

same. Consequently, due to the fact that the smaller σxx should
enhance the SHA, we discuss the associated σ s

yx. Among the
investigated systems, the created transverse spin current de-
creases with increasing in-plane anisotropy. The reason can be
understood by considering Eq. (7). For the contribution from
each twofold degenerate state k we can write

σ s
yx(k) ∝ (vk )y (�+

k − �−
k )x , (8)

where the negative sign of the spin polarization sz,−
k of the rel-

ativistic “spin-down” state is taken into account explicitly. For
the systems under investigation, the contribution is maximized
for states with kx ≈ 0 (large vy) having a large x component
of the difference between �+

k and �−
k . Figure 3(b) shows

such spin-dependent mean free paths for some k points on the
Fermi surface of two Ag films. Although the Fermi velocity
of the mentioned states is very similar for the cases x

x0
= 0.95

and x
x0

= 1.05, the angle between 
+ and 
− is smaller in
the latter case. Consequently, the x component of the dif-
ference between the two mean free path vectors is reduced
there, which leads to smaller contributions to the transverse
spin conductivity. As can be seen from Eq. (5), it is the
scattering-in term, i.e., the action of Pk′k, which is responsible
for the rotation of the mean free path away from the direction
of the Fermi velocity. Accordingly, the associated efficiency
of the scattering process w.r.t the creation of a transverse spin
current is larger for x < x0 among the considered systems.

Finally, we focus on the SHA, which directly describes
the charge-to-spin current conversion efficiency. The absolute
values of the resulting SHAs for the investigated systems are
shown in Fig. 4. As discussed above and shown by Fig. 3(a),
σ s

yx and σ s
xy have practically the same absolute values for

all the considered systems. Consequently, strong differences
between |αy

x | and |αx
y | originate from the different behavior

of the longitudinal conductivities. While σyy is predominantly
increasing (or almost constant in the case of Cu) we find
that σxx is decreasing with an enhanced crystalline anisotropy.
As a consequence, σxx becomes much smaller leading to the
result that α

y
x is larger than αx

y in almost all cases. The respec-
tive anisotropy-dependent trend is caused by the competition
between longitudinal and transverse conductivities. The dif-
ference between the SHAs is most pronounced in case of Ag,

FIG. 4. Absolute values of the SHAs due to Bi impurities in the
considered 1 ML noble metal (110) films depending on different in-
plane anisotropies.

where α
y
x exceeds 150% for the anisotropy factor x

x0
= 1.05.

As indicated above, this is due to the fact that the
2D Fermi surface of Ag touches the BZ boundary already for a
small value of in-plane anisotropy (0.95 < x

x0
< 0.98) in com-

parison to Cu and Au (1.00 < x
x0

< 1.02). Therefore, among
the investigated systems, the 1-ML Ag(110) film grown on
a proper substrate, providing it with a suitable crystalline
anisotropy, would be the most promising candidate for prac-
tical devices employing the spin Hall effect. The obtained
results suggest that a search for materials with the right Fermi
surface anisotropy is enough to make predictions for a strong
SHA. This is an interesting direction for future studies in
this field.

IV. CONCLUSION

In summary, we revealed that ultrathin noble metal films
with in-plane anisotropy can possess an extremely strong spin
Hall effect. This is demonstrated based on 1-ML fcc (110) Cu,
Ag, and Au films doped with Bi impurities. In these systems,
the spin Hall angle can exceed 100%. Such a strong effect is
mostly caused by the stronger anisotropy of the longitudinal
conductivity compared to the transverse spin conductivity,
which are both reduced towards a longer in-plane lattice
parameter. With the presented option of tuning the Fermi
surface topology, the results of our study extend the pool of
possibilities to enhance the spin Hall effect. Most importantly,
the principles uncovered here can be generalized beyond no-
ble metals. Following our findings, metallic monolayer films
with in-plane anisotropy, where bands are close to a Lifshitz
transition essentially forming one-dimensional bands can be
exploited to enhance the extrinsic spin Hall effect. Therefore,
such materials could pave the way for building practical de-
vices with efficient charge-to-spin current conversion.
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