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Orbital-dependent electric field effect on magnetism in ultrathin cobalt
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Electric field modulations of magnetism in ferromagnetic metals are in general ascribed to the electric field
effects on the orbitals. However, a direct observation of the electric-field-induced changes in the orbital states of
a ferromagnetic metal is lacking. In this Rapid Communication, we demonstrate that an electric field applied to
an ultrathin Co film can change the electron occupations according to the orbitals, combining x-ray absorption
and x-ray magnetic circularly dichroism spectroscopies with the sum rules. Under a positive electric field, the
dxz(yz)-occupied states decrease mainly via the modification of orbital hybridizations, while the dz2 -occupied state
increases. The changes in the dxz and dyz states dominantly alter the Curie temperature.
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The diverse range of phenomena in condensed matter
systems originates from the orbital degree of freedom in
concert with the spin and charge degrees of freedom. In
strongly correlated oxides, for instance, exotic phenomena
including metal-insulator transitions, high-temperature super-
conductivity, and colossal magnetoresistance emerge as a
consequence of the synergy of the three ingredients [1]. As
for thin ferromagnetic metals, it has been known for decades
that the magnetic anisotropy arises microscopically from the
anisotropic distribution of the orbital moment connected to
the spin via the spin-orbit interaction [2]. Modern-day spin-
tronics actively uses the orbital degree of freedom together
with the spin and charge degrees of freedom [3,4], leading
to remarkable developments in the spin-orbit torque [5] and
the interfacial Dzyaloshinskii-Moriya interaction [6] in fer-
romagnetic metal/heavy metal heterostructures. In addition
to the interesting physics, such phenomena are crucial to
the ultrafast and energy-efficient operation of next-generation
magnetic-recording devices [7]. Therefore, exploring ways to
control the orbital degree of freedom is increasingly becoming
important as one of the possible future directions in funda-
mental as well as applied fields.

An electric field can modify the spatial electron distribu-
tions of condensed matter, thus enabling the control of the
electronic as well as magnetic properties [8,9]. Electric field
control of magnetic anisotropy [10–12] and the phase transi-
tion [13] have been realized in ultrathin Fe and Co ferromag-
netic metals. Electric-field-induced magnetization switching
in ferromagnetic systems [14,15] with a large thermal stability

*Corresponding author: yamada@phys.titech.ac.jp
†Corresponding author: ono@scl.kyoto-u.ac.jp

has drawn much attention from the industry as an ultraeffi-
cient magnetic-recording technique [16]. Such electric field
effects on magnetism in ferromagnetic metals are, in general,
attributed to the modified orbitals. However, the electric field
effect on the orbitals and its connection to the modulation of
magnetic properties still needs to be investigated.

In this Rapid Communication, we demonstrate that the
application of an electric field to an ultrathin cobalt film can
modify the electron occupations according to the orbitals.
The orbital-dependent electric field effect microscopically
brings about a change in the Curie temperature (TC). To study
the electric-field-induced orbital-dependent changes in the
3d holes, i.e., the unoccupied 3d states, we employed x-ray
magnetic circularly TC dichroism (XMCD) and absorption
spectroscopy (XAS) [17–20] techniques on the basis of sum
rules [21–23]. The microscopic study enabled us to prove
that the positive (negative) electric field decreases (increases)
the dz2 holes but increased (decreased) the dxz(yz) holes. This
result is considered to have been derived not only from the
electric-field-induced shift of the Fermi level but also from the
changes in orbital hybridizations. Furthermore, we correlated
the change in TC with the electric-field-induced changes in
the 3d holes, to reveal the entangled mechanism. The change
in TC is considered to be ruled by the changes in the dxz(yz)

states, because they have stronger ferromagnetic exchange
interactions than the dz2 states.

We fabricated capacitors consisting of Ta(5 nm)/Pt
(10 nm)/HfO2(50 nm)/MgO(2 nm)/Co(0.44 nm)/Pt(3 nm)
on a semi-insulated GaAs substrate by using standard
photolithography techniques. The sputter-deposited MgO
layer on the amorphous layer HfO2 will be (001) oriented
[24], because the surface energy of the (001) plane is much
smaller than the other major crystal planes [25]. The ultrathin
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FIG. 1. (a) Hall-resistance (RHall) curves under gate voltages (VG)
of ±10 V at temperatures (T) of 300 K. RHall was measured while
sweeping a magnetic (H) in the perpendicular direction to the device
surface. (b) and (c) Arrott plots for VG = ±10 V. The dashed curves
display linear fitting to data points, measured at high magnetic fields
(>1.5 T) . (d) Normalized saturation Hall resistances (Rs, norm

Hall ) as
a function of T. The saturation values of RHall were obtained from
the y interception of the Arrott plot. The inset indicates Rs, norm

Hall as a
function of T rescaled by the Curie temperature (TC).

Co layer would not be contagious, but the fcc [001] axis of
each island tends to be oriented parallel to the MgO [001] axis
[26]. The Co/Pt top electrode was shaped into Hall-bar and
square patterns, respectively, for electrical-transport and x-ray
measurements. See Supplemental Material (SM) Note 1 [27]
for details of the fabrication process. Here, the application
of a positive (negative) gate voltage VG between the two
electrodes increases (decreases) the electron density of the
MgO/Co surface.

We performed magnetotransport measurements to inves-
tigate the electric-field-induced changes in the TC of the Co
thin film. See SM Note 2 [27] for the detailed measurement
conditions. Figure 1(a) shows the perpendicular magnetic
field (H) dependence of Hall resistance (RHall ) at 300 and
340 K and a VG of ±10 V (±1.92 MV/cm). Here, RHall is
generated from the anomalous Hall effect, where RHall is pro-
portional to the perpendicular component of magnetization.
In the Pt/Co/MgO structures, the temperature dependence of
RHall approximately coincides with that of the magnetization
[13]. At both temperatures, RHall increases (decreases) by the
application of a VG of +10 (−10) V. This is mostly due to the
increase (decrease) in magnetization of the Co layer.

To accurately determine the TC at each VG, the Arrott plot
technique was used [28]. R2

Hall was plotted as a function of
H/RHall, as shown in Figs. 1(b) and 1(c). The intercept of the
linear fitting of high-magnetic-field data points corresponds to
the square of the saturation value of RHall, and becomes zero at
TC. From the zero intercept, the values of TC are determined to
be 385 and 341 K at VG = +10 and −10 V, respectively; thus,
the change in TC is 44 K. This TC change corresponds to the
variation in exchange stiffness of 0.66 meV2, using the linear
relationship [29] between the electric-field-induced changes
in TC and those in the exchange interaction in a stack similar
to the present system.

To clarify the shift, Fig. 1(d) shows the saturation values
of the Hall resistance (Rs, norm

Hall ) normalized with that at 10 K
as a function of T. By scaling Rs, norm

Hall with the normalized
temperature (T/TC), the two rescaled curves coincide with
each other [see the inset of Fig. 1(d)]. This indicates that
the large changes observed in RHall result from the change
in TC. The observed change in TC is twice as large as those
in the systems with reversed stacking MgO/Co/Pt [13]. A
plausible explanation for this observation is that the Co lattice
is distorted by the MgO underlayer [30]. For instance, in a
Ta/Pt/Co/Pd stack on a GaAs substrate, distortions induced in
the magnetic layer by the substrate can enhance the electric
field modulation of the magnetic anisotropy [31].

To observe the orbital-dependent electric field effect on
the electron occupation, we used the partial fluorescence
yield method [32] of the BL25SU at the SPring-8 facility to
measure the XAS and XMCD intensities around the Co L2,3

edge of ultrathin cobalt under a VG. The magnetization was
saturated in the direction of a magnetic field (H) of 1.9 T
applied at the angle (θ ) of 20° or 70° from the device’s
normal. The x ray was circularly polarized by twin helical
undulators and incident onto the device, which was tilted at
10° to the direction of the magnetic field [32]. Because the
system has a relatively small effective magnetic anisotropy
field [0.17 (−0.05) T at VG = +10 (−10) V at 300 K [27]],
the magnetization was saturated in the magnetic field direction
under all the measurement conditions. The x-ray fluorescence
generated from the Co atoms was measured by a multielement
silicon-drift detector at room temperature. See SM Note 3 for
further details of the x-ray measurements [27].

Figures 2(a) and 2(b) respectively show the XAS inten-
sity IXAS at VG = ±10 V together with the difference spectra
between VG = +10 and −10 V, �IXAS = IXAS (+10 V) −
IXAS(−10 V), at θ = 20◦ and 70°. The negative VG increases
the intensities around the L3 and L2 absorption edges for both
the angles. This means that the total number of 3d holes of
Co (ht ) decreases (increases) by applying VG = +10 (−10)
V. When switching VG from +10 to −10 V, ht increases by
0.045 ± 0.001 (0.034 ± 0.001) holes per Co atom for θ = 20◦
(70°). The small angular dependence of ht may be due to
the self-absorption effect [33]. The variation in ht is larger
than that expected from the capacitance [34], 0.011 [27]. A
plausible explanation for this is that the band structure of the
Co layer was modified by introducing the electric field, as
discussed later. Satellite peaks of oxidized Co [35] were not
found around the main peaks of Co (for further details, see
SM Note 7 [27]). This means that the observed changes by VG

are dominated not by electrochemical reactions [36–38] but
by electrostatic charge accumulations, as also demonstrated
by the x-ray photoelectron spectroscopies [39].

Figures 2(c) and 2(d) show the XMCD intensities
(IXMCD) at VG = ±10 V and their differences, �IXMCD =
IXMCD(+10 V) − IXMCD(−10 V), at θ = 20◦ and 70°, re-
spectively. IXMCD at θ = 20◦ shows a meaningful change
[Fig. 2(c)], whereas IXMCD at θ = 70◦ shows no change
[Fig. 2(d)]. These changes in the spectra are reproducible (see
SM Note 8 [27]). Subsequently, we applied the sum rules
to the integrated values of IXAS and IXMCD to evaluate the
values of the effective spin moment meff and orbital magnetic
moment mL (for details of the sum-rule analysis, see SM
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FIG. 2. XAS intensities (IXAS) under VG of ±10 V and their
differences (�IXAS) measured at magnetic field angles (θ ) of (a)
20° and (b) 70°. The black lines show double-step functions with
a step ratio of 2:1, which were used to remove the contribution of the
nonresonant absorptions. XMCD intensities under VG = ±10 V and
their difference (�IXMCD), measured at (c) θ = 20◦ and (d) 70°. The
integration curves of IXAS and IXMCD, multiplied by factors of 0.2 and
0.5, were plotted together with IXAS and IXMCD, respectively.

Note 4 [27]). Table I summarizes the evaluated values of
magnetic moments per Co atom. The perpendicular [m⊥

L (θ =
0◦)] and in-plane [m‖

L(θ = 90◦)] components of mL were esti-
mated from the two values of mo determined at two different
angles (θ = 20◦ and 70°) using the relation [23,40] mθ

L =
m⊥

L cos2θ + m‖
Lsin2θ . Moreover, we determined ms as well as

the perpendicular (m⊥
eff ) and in-plane (m‖

eff ) components of
meff from the two values of meff at the two angles, using the an-
gular dependence of the magnetic dipole moment [23,41,42],
mT ∝ (3cos2θ − 1). m⊥

eff is significantly changed by VG, in
contrast to m‖

eff that underwent no meaningful change. The
spin magnetic moment (ms) increases by the elevation of
TC at VG = +10 V. We could not observe any meaningful
changes in �mL = m⊥

L − m‖
L with the current measurement

accuracy.
The terms m⊥

eff and m‖
eff are sensitive to spin magnetic

moments (ms,i ) projected to the different d orbitals (i =
dz2 , dxz, dyz, dxy, or dx2−y2 ), as the system satisfies the fol-
lowing conditions [17,23,42]. First, the spin-orbit interaction
is much smaller than the exchange splitting [2,23]. Second,
the symmetry of the present system is considered to be higher
than D2h. When the magnetization and wave vector of the
circularly polarized x-ray beam are aligned in the z and x(y)
axes of a Co crystal, the z and x(y) components of meff are
given by mz

eff = −ms,dz2 + 3ms,dx2−y2 + 3ms, dxy and mx(y)
eff =

TABLE I. Magnetic moments and hole number of Co estimated
using the sum rules. meff , ms, mT , and mL denote the effective spin
magnetic moment, spin magnetic moment, magnetic dipole moment,
and orbital magnetic moment at a magnetic angle in the units of μB

(Bohr magneton) per Co atom, respectively. ht represents the 3d hole
number per Co atom determined from the XAS intensities.

θ VG = ±10 V VG = −10 V

0° 1.497 ± 0.004 1.425 ± 0.003
20° 1.469 ± 0.002 1.407 ± 0.001

meff 70° 1.285 ± 0.003 1.288 ± 0.002
90° 1.257 ± 0.003 1.270 ± 0.002

ms 1.337 ± 0.002 1.322 ± 0.001
0° 0.160 ± 0.003 0.103 ± 0.002−7mT 90° −0.080 ± 0.001 −0.052 ± 0.001
0° 0.125 ± 0.001 0.123 ± 0.001

20° 0.121 ± 0.001 0.119 ± 0.001
mL 70° 0.090 ± 0.001 0.090 ± 0.001

90° 0.085 ± 0.001 0.086 ± 0.001
20° 2.778 ± 0.001 2.823 ± 0.001

ht 70° 2.481 ± 0.001 2.515 ± 0.001

2ms,dz2 + 3ms,dyz(xz) , respectively. Here, mz
eff is identical to

m⊥
eff . The average of mx

eff and my
eff corresponds to m‖

eff
because the in-plane orientations of Co islands are not be
aligned. See SM Note 5 [27] and Ref. [23] for more details
of this analysis.

To discuss the changes in the hole (hi) of the specific
d-orbital state, we assumed that the variations of ms,i by VG

could be ascribed only to those of the 3d holes in the minority-
spin band. This can be a good approximation because the 3d
majority-spin band of Co on Pt is almost wholly occupied [43]
(i.e., the hole in the majority band is ∼0). This enabled us to
estimate the contribution of the hole (h⊥(‖)) to the m⊥(‖)

eff as
follows: h⊥ = m⊥

eff/(ms/ht ) = −hdz2 + 3(hdx2−y2 + hdxy ) and

h‖ = m‖
eff/(ms/ht ) = 2hdz2 + 3

2 (hdxz + hdyz ). Furthermore, we
estimated the variation of the hole of a specific d-orbital state,
�hi = hi(+10 V) − hi(−10 V). Using the values in Table I,
the variations of h⊥ and h‖ were estimated to be �h⊥ =
3(�hdx2−y2 + �hdxy ) − �hdz2 = 0.067 ± 0.016 and �h‖ =
2�hdz2 + 3

2 (�hdxz + �hdyz ) = −0.084 ± 0.008, respectively.
The summation of these two relations gives the total change in
the 3d holes: (�h⊥ + 2�h‖)/3 = �hdz2 + �hdxz + �hdyz +
�hdx2−y2 + �hdxy = −0.034 ± 0.008. This value agrees with
the variation of ht estimated solely from the XAS intensity.
Because the wave functions of the dx2−y2 and dxy orbitals
are distributed in the film plane, the occupations are prob-
ably much less affected by the electric field perpendicular
to the film plane than those of the dz2 states [44]. Hence,
assuming �hdx2−y2 + �hdxy ∼0 in the �h⊥ relation, we ob-
tain �hdz2 ∼ −0.067. Substituting �hdz2 ∼ −0.067 into the
�h‖ relation, we obtain �hdxz + �hdyz ∼0.033. In other
words, the positive electric field injects electrons into the dz2

states but extracts electrons from the dxz and dyz states. One
can find similar trends in the theoretical calculations using
Fe/Pt/MgO [45] and V/Fe/Co/MgO [46], even though they
do not make reference to this point. Therefore, the observed
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trend should be expected in other oxide/ferromagnetic metal
heterostructures.

It is well known that the values of the spin magnetic
moment [47,48] and TC [49] of a series of bulk ferromagnetic
transition metals are described as a function of the number of
3d electrons. In the Slater-Pauling curve, the spin magnetic
moment and TC of Co decreases with increasing 3d electron
occupations (i.e., with decreasing 3d holes). On the other
hand, this trend is reversed in bulk Fe. The well-established
relation in bulk metals holds true even in ultrathin films [50],
and is anticipated to account for the electric field modulation
of TC. However, previous studies on the electric field effect
on TC in ultrathin cobalt films [13,29] appear to reveal trends
contrary to the Slater-Pauling curve, i.e., TC increases with
increasing 3d electron occupations. This contradiction is be-
cause those studies correlated the changes in TC with those in
the total 3d electron occupations.

Our microscopic study can explain the entangled mech-
anism of the electric field effect on TC and the exchange
interaction. In ultrathin magnetic films of Fe and Co, the
exchange interaction between the dz2 states is much smaller
than the others because of a small overlap between the wave
functions [51]. Therefore, in the present sample, states other
than dz2 dominate the magnetism. In particular, the electric-
field-induced change in TC is governed especially by the
changes in the dxz and dyz states because of the relatively small
changes in the dx2−y2 and dxy states.

The electric field application electrostatically
injects/extracts charges into/from the Co surface, shifting
the Fermi level. However, since the Fermi-level shift alone
cannot explain the observed orbital-dependent changes by the
electric field, we must consider another mechanism: electric
field modifications of the orbital hybridizations, which
have been verified theoretically [51–53] as well as, most
recently, experimentally [54]. Indeed, the calculation part of
Ref. [54] showed that, in a Pd/Co/Pt structure, the electric
field modifications of the orbital hybridizations changes the
electron occupations of the 5d states of Pt counter to the
Fermi-level shift.

The dz2 and dxz(yz) orbitals of Co at the Co/MgO interface
can hybridize with the pz and px(y) orbitals of O in MgO,
respectively. The slight extension (reduction) of the Co-O
atomic distance by the negative (positive) electric field re-
sults in decreasing (increasing) the energy gap between the
antibonding and bonding states formed by the hybridizations
between the 3d orbitals of Co and the 2p orbitals of O [51].

Above all, the antibonding states of dxz(yz) are located near
the Fermi level. They go up (down) by the positive (negative)
electric field to decrease (increase) the occupied dxz(yz) states.
The bonding and antibonding states formed by the orbital
hybridization between the dz2 and the pz orbitals should be
the most altered by the electric field. However, since the an-
tibonding (bonding) states are located well above (below) the
Fermi level, the electric field modification of the orbital hy-
bridization between the dz2 and the pz orbitals can have a small
impact on the electron occupation of the dz2 states. Since the
dx2−y2 and dxy orbitals do not hybridize with the 2p states of
O, the electron occupations simply increase (decrease) by the
positive was (negative) electric field, i.e., �hdx2−y2 + �hdxy <

0. Therefore, without assuming �hdx2−y2 + �hdxy∼0 as above,
we conclude that the electron occupations of the dxz and dyz

states decrease (increase) by the positive (negative) electric
field. It would be possible to discuss electric field effects on
exchange stiffness in CoFeB/MgO structures [55,56] in the
same manner. The positive electric field lowers the bonding
states of dxz(yz), which are located near the Fermi level, to
increase the occupied dxz(yz) states [51]. This is considered to
result in the enhancement of exchange stiffness by the positive
electric field.

We observed via the XAS and XMCD measurements the
orbital-dependent changes of the electron occupations in the
ultrathin Co-based on the sum rules. The positive electric
field decreases the dz2 holes but increases the dxz(yz) holes.
The orbital-dependent changes of the electron occupations
result from two competing mechanisms: the electric-field-
induced shift of the Fermi level and changes in the orbital
hybridizations. This variation of dxz(yz) states is considered to
dominate the change in the TC because of the much stronger
exchange interactions in those states than in the dz2 states.
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