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Control of the transition frequency of a superconducting flux qubit by longitudinal coupling to the
photon number degree of freedom in a resonator
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We control the transition frequency of a superconducting flux qubit coupled to a frequency-tunable resonator
comprising a direct current superconducting quantum interference device (dc SQUID) by microwave driving.
The dc SQUID mediates the coupling between microwave photons in the resonator and a flux qubit. The polarity
of the frequency shift depends on the sign of the flux bias for the qubit and can be both positive and negative. The
absolute value of the frequency shift becomes larger by increasing the photon number in the resonator. These
behaviors are reproduced by a model considering the magnetic interaction between the flux qubit and dc SQUID.
The tuning range of the transition frequency of the flux qubit reaches ≈1.9 GHz. The effect of photon number
fluctuation in the resonator to the dephasing rate of the flux qubit is also discussed.
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I. INTRODUCTION

Implementing a large-scale quantum system requires con-
trollable qubits with excellent coherence properties. A super-
conducting qubit is one of the most promising candidates
for implementing such a system with solid-state devices
[1–4]. The transition frequency of a superconducting qubit
is commonly controlled by applying magnetic flux to the
superconducting loop of a direct current superconducting
quantum interference device (dc SQUID) [5] or a flux qubit
[6]. However, this standard method requires at least one wire
to control one qubit, and the wiring of a large-scale system
would be technically challenging in terms of packaging and
reducing crosstalk. Furthermore, it cannot be applied for pulse
control of a qubit in a 3D cavity [7–11] without adding
wiring to the cavity, which weakens our ability to engineer
the electromagnetic environment provided by the cavity.

In general, there are two types of qubit-resonator cou-
plings: transverse and longitudinal [12]. The circuit QED ar-
chitecture is a prime example of transverse coupling of a qubit
to the displacement degree of freedom in a resonator. On the
other hand, longitudinal coupling has recently been the focus
of research for fast qubit readout [12–15] or coupling between
two qubits [12,16–18]. Many efforts have been devoted to
study the longitudinal coupling of a qubit to the displacement
degree of freedom of a resonator [19–26]. However, the focus
of this paper is longitudinal coupling of a qubit to the photon
number degree of freedom of a resonator as we previously
studied for the readout of a flux qubit [27–29] or ultrastrong
coupling of a qubit and resonator [30].
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Here, we present an alternative method in which the
transition frequency of a flux qubit is controlled through its
longitudinal coupling to the photon number degree of freedom
in a resonator. A frequency-tunable resonator comprising
a dc SQUID and capacitors works as a mediator between
microwave photons in the resonator and the magnetic flux
through the flux qubit because of the inductive coupling
between the dc SQUID and qubit. Due to the longitudinal
magnetic coupling, the flux qubit experiences an effective
magnetic flux generated by the microwave photons in the
resonator, and thus the transition frequency of the flux qubit
can be controlled. By increasing the number of microwave
photons in the resonator, the transition frequency of the flux
qubit is successfully controlled up to ≈1.9 GHz.

In earlier works on the system with a flux qubit and
a tunable resonator using a dc SQUID, the resonator was
mainly used for reading out the qubit state [31,32]. Although
the structure of our device is similar to them, the focus of
this research is the control of the transition frequency of a
flux qubit.

II. EXPERIMENT

A. Device and experimental setup

Figures 1(a) and 1(b), respectively, show an optical micro-
scope image of the fabricated device and a scanning electron
microscope image of the superconducting flux qubit [6,33]
coupled to a frequency-tunable resonator containing the dc
SQUID [34]. The lumped-element resonator consists of paral-
lel plate capacitors (C), line inductors (L), and the dc SQUID
[Fig. 1(c)] [35]. The flux qubit and the dc SQUID have shared
edges [36], which ensures that the inductive coupling between
them is strong enough. To excite the tunable resonator and
flux qubit, we radiate the microwave pulse shown in Fig. 1(d)
to them through the same on-chip microwave line (MW).
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FIG. 1. (a) False color optical microscope image of the device.
Microwave (MW) line (green), wire inductor L (sky blue), the
top plate of parallel plate capacitors C (yellow), and bottom plate
of parallel plate capacitors (white dotted area). The parallel plate
capacitors consist of the top and bottom plates. After depositing
the aluminum bottom plate, the film is oxidized to form a dielectric
layer (AlOx ) between two plates. The dc SQUID is connected to a
readout circuit for three-terminal measurements. The line indicated
by V (I) is connected to the voltage (current) terminal. (b) False
color scanning electron microscope image of the dc SQUID and flux
qubit [white box in (a)]. The dc SQUID (red) and flux qubit (blue)
share the edges of the loops (purple). (c) Equivalent circuit model
of the device. The color scheme is the same as that in (a) and (b).
The readout circuit for the dc SQUID is omitted. (d) Pulse sequence
for the spectroscopy of the dc SQUID and/or flux qubit. Excitation
signals are applied to the MW line, and a qubit readout pulse is sent
to the dc SQUID.

The output signal of the microwave generator is attenuated
by ≈73 dB in total, including the attenuation of ≈41 dB in the
refrigerator. The resonator and the qubit states are read out by
the switching probability of the dc SQUID [37]. The operating
point of the tunable resonator and the flux qubit is controlled
by applying an external magnetic field with a superconducting
magnet. All the experiments were performed in a dilution
refrigerator with a base temperature of about 25 mK.

B. Basic characteristic of the dc SQUID and the flux qubit

First, the properties of the tunable resonator and flux qubit
are characterized independently. Figure 2(a) shows the spec-
trum of the tunable resonator as a function of the magnetic
flux through the dc SQUID loop �SQ. The resonance angu-
lar frequency of the tunable resonator ωr can be controlled
by �SQ:

ωr (�SQ) = ωLC
1√

1 + LSQ(�SQ)/L
, (1)

where ωLC = (LC)−1/2 is the resonance angular frequency
of the LC resonator without the dc SQUID, and LSQ is the
effective inductance of the dc SQUID controlled by �SQ. The
spectrum is missing around �SQ ≈ −4.0�0, possibly because
it is affected by an unwanted resonance around 4 GHz.

FIG. 2. (a) Spectrum of the frequency-tunable resonator as a
function of applied flux �SQ to the dc SQUID. The operating point of
the flux qubit is indicated by the green dotted line. (b) Spectrum of
the flux qubit as a function of applied flux �FQ to the flux qubit.
The resonance line indicated by the black arrow originates from
the frequency-tunable resonator. Operating points used in two-tone
spectroscopy are indicated by red, green, and blue dotted lines. The
dashed line is the fit to the model [Eq. (2)].

The quality factor of the resonator is estimated from the
linewidth of the peak to be ≈60.

Figure 2(b) shows the spectrum of the flux qubit as a
function of applied magnetic flux �FQ to the flux qubit loop.
The spectrum is reproduced by calculating the eigenenergy of
the following Hamiltonian [38]:

ĤFQ = �

2
σ̂x + ε(�FQ)

2
σ̂z, (2)

where σ̂i (i = x, z) is the Pauli operator, � is the energy
gap, ε(�FQ) := 2Ip[�FQ − (N/2)�0] is the energy detuning
with N being an odd integer, Ip is the persistent current,
�0 := h/2e is the magnetic flux quanta, h is the Planck’s
constant, and e is the elementary charge. Here, N = −3 is
selected [39]. From the fitting to the flux qubit spectrum, the
energy gap �/h is estimated to be 1.30 GHz. The persistent
current is also extracted to be Ip ≈ 640 nA from the slope
of the spectrum. Estimated from other devices in the same
batch, the flux qubit is expected to have a coherence time
of the order of 100 ns at the optimal flux bias point. In
the flux qubit spectrum, the horizontal straight line around
3.45 GHz indicated by the black arrow is the resonance of
the tunable resonator. The frequency of the tunable resonator
slightly changes in the qubit spectrum, because the flux range
to tune the qubit is much narrower than that for tuning the
resonator. However, it is important to note that the gradient
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FIG. 3. Two-tone spectroscopy. Flux bias for the flux qubit is (a) −1.05, (b) 0.13, or (c) 0.60 m�0, respectively. These flux biases are
indicated by the dotted lines in Fig. 2(b). Excitation power to the flux qubit and the resonator is the same for (a), (b), and (c). It is important
to note that the peak or dip potions of the resonator are slightly different for (a)–(c) because of the small magnetic flux dependence of the
resonator’s frequency.

of the tunable resonator spectrum is nonzero at the magnetic
flux of the qubit operating point indicated by the green dotted
line in Fig. 2(a). This is necessary for this scheme because the
interaction between the resonator and qubit occurs because
of the flux coupling between them. If the slope is nonzero,
the resonator’s frequency is controlled by the magnetic flux
generated by the qubit and vice versa.

C. Two-tone spectroscopy of the dc SQUID and the flux qubit

Next, two-tone spectroscopy was performed to control the
transition frequency of the flux qubit through the excitation to
the frequency-tunable resonator. In addition to a microwave
tone for the qubit excitation (0.25 to 6.5 GHz), a secondary
tone was applied to excite the frequency-tunable resonator
(3.2 to 3.7 GHz). Figures 3 show the results of the two-tone
spectroscopy. For this experiment, the operating point of the
flux qubit was fixed at either −1.05, 0.13, or 0.60 m�0

indicated by red, green, and blue dotted lines, respectively,
in Fig. 2(b). For these three experiments, the microwave
excitation power to the resonator and flux qubit was fixed. If
the flux bias is negative, the transition frequency of the flux
qubit increases when the resonator is excited around 3.48 GHz
[Fig. 3(a)]. On the other hand, if the flux bias is positive, the
transition frequency of the flux qubit decreases [Fig. 3(c)]. It
is also confirmed that the transition frequency changes little if
near-zero flux bias is applied to the flux qubit [Fig. 3(b)].

D. Excitation power dependence of the
frequency shift of the flux qubit

To investigate the frequency shift in more detail, the flux
qubit spectrum was measured as a function of the excitation

power to the resonator as shown in Fig. 4(a). For this ex-
periment, the flux bias for the flux qubit was set to almost
zero (−0.067 m�0), and the microwave tone for the resonator
excitation was fixed on resonance. As shown in Fig. 4(b),
the transition frequency of the flux qubit increases linearly
if the excitation power is large enough. It is important to note
that the transition frequency converges to the energy gap of
the flux qubit, �, with decreasing the excitation power. The
linewidth of the flux qubit spectrum is also derived by fitting
Fig. 4(a) to a Lorentzian function. As shown in Fig. 4(c),
the linewidth of the flux qubit increases almost linearly with
increasing the excitation power.

III. MODEL AND DISCUSSIONS

A. Photon number dependence of the qubit frequency

These experimental observations are explained by the total
Hamiltonian of the system:

Ĥ = ĤFQ + Ĥr + ĤI, (3)

Ĥr = h̄ω(0)
r (�SQ)â†â, (4)

where ĤI is the interaction Hamiltonian between the flux qubit
and the tunable resonator, ω(0)

r is the bare resonator frequency
without perturbation from the flux qubit, and â (â†) is the
annihilation (creation) operator for photons in the resonator.

Since there is a magnetic interaction between the dc
SQUID and flux qubit, the resonance frequency of the tun-
able resonator is modified by the state of the flux qubit.
The persistent current of the flux qubit, Ip, generates the
magnetic flux through the dc SQUID, MIp, where M is the
mutual inductance between the dc SQUID and flux qubit. The
change in the resonance frequency of the tunable resonator is
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FIG. 4. Resonator excitation power dependence of the transition
frequency of the flux qubit. The excitation frequency for the tunable
resonator is fixed on resonance. (a) Qubit spectrum as a function of
the excitation power of the resonator. The operation point of the flux
qubit is fixed at −0.067 m�0. The overall structure has a small ripple
along the vertical axis due to the presence of parasitic resonances in
the measurement setup. An additional peak appears near 3.5 GHz in
the high power region because the frequency of the resonator is close.
(b) Transition frequencies of the flux qubit extracted from (a). The
solid line is the fit to the model [Eq. (8)] using the data below 0.8 mW.
From the fit, the crossover power (� = |ε − gn|) is determined to be
around 0.39 mW. Microwave power for the resonator was measured
at the microwave generator. (c) Linewidth of the flux qubit extracted
from (a). The solid line is a linear fit to the model [Eq. (11)] using
the data between 0.4 mW and 0.8 mW.

approximated by MIpdωr/d�SQ. Thus, the interaction Hamil-
tonian is derived as follows:

ĤI = − g

2
â†â|L〉〈L| + g

2
â†â|R〉〈R| (5)

= − g

2
â†âσ̂z, (6)

where g := 2h̄(dωr/d�SQ)MIp is the coupling strength be-
tween the frequency-tunable resonator and flux qubit, and
|L〉 (|R〉) is the eigenstate of the flux qubit correspond-
ing to counterclockwise (clockwise) current. σ̂z expresses
the direction of the circulating current of the flux qubit.
Equation (6) has a negative sign because the operation point
of the flux qubit is near N = −3. From Eqs. (2)–(4) and (6),

the total Hamiltonian of the system is derived as follows:

Ĥ = �

2
σ̂x + 1

2
(ε − gâ†â)σ̂z + h̄ω(0)

r â†â. (7)

From the eigenvalue of the Hamiltonian, the transition fre-
quency of the flux qubit fFQ is expressed as follows:

h fFQ =
√

(ε − gn)2 + �2, (8)

where n is the time averaged photon number in the resonator.
This expression is linearized if the condition |ε − gn| � �

is satisfied:

h fFQ ≈ |ε − gn|. (9)

The model quantitatively explains the experimental results.
In addition to energy detuning ε, the model has additional
tunability of fFQ stemming from the gn term. From Eq. (9),
we can explain the dependence of the polarity of the shift
of fFQ on ε. If ε is negative [positive], fFQ increases [de-
creases] as the photon number increases, which is observed in
Figs. 3(a) and 3(c). To understand the phenomenon observed
in Fig. 3(b), the equation before linearization [Eq. (8)] should
be used, because the effect of the energy gap � cannot be
ignored. In this case, the effect of the microwave photons in
the resonator is not large compared to the cases of Figs. 3(a)
and 3(c), which is consistent with the model.

Next, we investigate the shift of fFQ as a function of the
excitation power to the resonator [Fig. 4(b)]. Deviation from
the linear trend is also observed in the low-power regime. This
behavior is interpreted as the effect of the energy gap � as
explained by Eq. (8).

Now, the coupling strength between the flux qubit and the
dc SQUID g is estimated. From the device design parameters
and individual experimental results for the flux qubit and
resonator, the coupling strength is derived using the rela-
tionship g = 2h̄(dωr/d�SQ)MIp. Here, the mutual inductance
between the flux qubit and dc SQUID, M ≈ 12.1 pH, is
estimated by numerical simulation using FastHenry [40]. The
persistent current of the flux qubit, Ip, is derived from the flux
qubit spectrum [Fig. 2(b)] as previously shown. The slope of
the resonator spectrum, dωr/d�SQ ≈ 2π × 2.1 GHz/�0, is
directly derived from Fig. 2(a). By combining these values,
the coupling strength is estimated to be g ≈ h× 15.6 MHz.

It is important to emphasize the difference between the
scheme presented here and a similar interaction of dispersive
coupling between a qubit and resonator. In the circuit QED
experiments in dispersive regime δ � gc [δ (gc) is the detun-
ing (coupling strength) between the resonator and the qubit],
the interaction Hamiltonian is approximated as (g2

c/δ)â†âσ̂z,
and an ac Stark/Lamb shift is observed when we drive the
resonator [41], although it is usually not intended to control
the qubit frequency. In the case of dispersive coupling, the
qubit frequency shift is relatively small because a large detun-
ing δ suppresses the shift as g2

c/δ � gc. Moreover, if we drive
the resonator too strongly, the number of photons increases,
which results in the violation of the dispersive approximation.
On the other hand, there is no detuning dependence of the
qubit frequency shift in our system. Our method also has the
advantage that the increase in the number of photons does not
change the form of the Hamiltonian in Eq. (7), although the
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frequency shift is technically limited by the critical current of
the dc SQUID. For these reasons, the qubit frequency can be
controlled in a broad range without fundamental limitations.
The sample used in the experiment showed the maximum
frequency-tuning range of 1.9 GHz. This value is much larger
than the typical case of circuit QED experiments in the order
of ≈100 MHz [42–45]. In the experiment of a flux qubit
inductively coupled to a linear resonator, the photon number
dependent ac-Zeeman effect was observed [46]. This effect
also changed the frequency of the flux qubit in the order of
≈100 MHz.

B. Photon number dependence of the dephasing rate

The effect of photon number fluctuations on the coherence
property of the flux qubit is discussed here. Since the dephas-
ing rate of a qubit is calculated using the interaction term
containing the photon number operators â†â, two extreme
cases are investigated to simplify the interaction term.

We can derive the interaction term for the case � �
|ε − gn| as follows:

1
2 gâ†âσ̂z. (10)

It is important to note that this linear relationship to the photon
number is the same form as the case of ac Stark shift [41]. The
dephasing rate 	ϕ for this extreme case was calculated [41] as
follows:

	ϕ = 4θ2
0
κ

2
n, (11)

θ0 = g

κ
, (12)

where κ is the relaxation rate of the tunable resonator.
If the condition � � |ε − gn| is satisfied, we can approxi-

mate the interaction term as follows:

g2

4�
(â†â)2σ̂z. (13)

Following the standard procedure to derive the dephasing rate
caused by photon number fluctuation [41,47,48], the problem
is translated into the calculation of correlation functions of
creation and annihilation operators [49]. Finally, the dephas-
ing factor fϕ (t ) is calculated as follows:

fϕ (t ) = exp

(
−	ϕt − 
2

ϕt2

2

)
, (14)

	ϕ = 4θ2
0
κ

2
n(n + 1)(4n + 1), (15)


ϕ = θ0κn, (16)

θ0 = g2

2�κ
. (17)

See Appendix for detailed derivation. In our parameter range,
the exponential decay is dominant. It is important to note that
Eq. (15) has cubic dependence on the average photon number
in the resonator. This may lead to a large dephasing rate of
the qubit. However, the scaling factor θ0 can be quite small
due to the energy gap of the qubit. Thus, the dephasing rate
can be negligible in a regime of small photon numbers. This
is interpreted that the sensitivity of the transition frequency to

the photon number is small if � � |ε − g(n + 1/2)| because
the effect of the photon number is suppressed by the energy
gap of the qubit as seen in Eq. (8).

In the experiment, a linear increase in the linewidth is
observed in Fig. 4(c). This can be interpreted that the de-
phasing is caused by the photons in the resonator as shown
in Eq. (11). In the low power regime, the deviation from the
linear trend and saturation of the dephasing rate is observed.
The former phenomenon is possibly caused by the crossover
between the two regimes: with the qubit frequency dominated
by � and with that dominated by ε − gn, as seen in the
qubit frequency shift [Fig. 4(b)]. The saturation value is an
intrinsic dephasing rate induced by the factors other than
photon number fluctuation.

IV. SUMMARY

In conclusion, by coupling a frequency-tunable resonator
with a flux qubit, we demonstrated frequency control of the
flux qubit, where the shift increases as the number of photons
increases. Depending on the operation point of the flux qubit,
either a positive or negative frequency shift is observed. The
tuning range of the qubit frequency reaches 1.9 GHz. A model
using longitudinal magnetic coupling between the flux qubit
and frequency-tunable resonator quantitatively explains the
experimental results with the coupling constant on the order
of 10 MHz. Our method to control a flux qubit is applicable
to c-shunt flux qubits [11,50,51], which have much better
coherence properties compared to conventional flux qubits
because they also have a relationship between the circulating
current and the qubit state. The method would also be useful
in implementing a large-scale quantum circuit with a smaller
number of control lines or could provide further tunability to a
flux qubit in a 3D cavity [11] without adding galvanic wiring
into it.
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APPENDIX: DERIVATION OF EQ. (14)

Here, we derive the dephasing factor of the qubit for
the case of � � |ε − gn| using the similar procedure as the
literature [41,48]. The interaction Hamiltonian for this limit is
approximately expressed by the following term:

g2

4�
n̂2(t )σ̂z, (A1)

where n̂(t ) = â†(t )â(t ) is the photon number operator. The
accumulated relative phase between the ground state and ex-
cited state during the period [0, t] is derived by the following
equation:

ϕ̂(t ) = g2

2�

∫ t

0
n̂2(t ′)dt ′. (A2)
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The accumulated phase can be separated into two parts:

ϕ̂(t ) = ϕ̄(t ) + δϕ̂(t ) (A3)

ϕ̄(t ) = g2

2�
n2t (A4)

δϕ̂(t ) = g2

2�

∫ t

0
[n̂2(t ′) − n2]dt ′, (A5)

where ϕ̄(t ) is the stationary phase evolution, and δϕ̂(t ) is the
pure fluctuating part.

By using Eq. (A5), the dephasing factor fϕ (t ) can be
expressed by the correlation function of photon number
operators [48]:

fϕ (t ) =
〈
exp

(
−i

∫ t

0
δϕ̂(t ′)dt ′

)〉
(A6)

� exp

[
−1

2

(
g2

2�

)2 ∫ t

0

∫ t

0
C(t1, t2)dt1dt2

]
, (A7)

C(t1, t2) = 〈[n̂2(t1) − n2][n̂2(t2) − n2]〉. (A8)

Since the resonator is coherently driven in our case, the
annihilation operator is approximated by using canonical
transformation:

â(t ) � α(t ) + d̂ (t ), (A9)

where the coherent state |α〉 satisfies â(t )|α〉 = α(t )|α〉, thus
d̂ (t ) is the vanishing operator for |α〉.

Now, let us evaluate the correlation function

〈â†(t1)â(t1)â†(t1)â(t1)â†(t2)â(t2)â†(t2)â(t2)〉. (A10)

By using Eq. (A9), the problem is translated into the calcula-
tion of correlation functions of creation and annihilation oper-
ators up to eight points. In general, Eq. (A10) is decomposed
into 28 = 256 terms of correlation functions. However, it can
be proved that 242 terms vanish. More than three quarters of
terms vanish by simply applying the relationship d̂ (t )|α〉 = 0
or its conjugate. It is useful to use the commutation relation
[d̂ (t ), d̂†(t )] = 1 to reduce the number of operators: j-point
correlation functions can be translated into ( j − 2)-point ones.

By summing up the remaining 14 correlation functions
containing an even number of creation and annihilation op-
erators, and using the relationship [41]

〈d̂ (t )d̂†(0)〉 ∝ exp
(
−κ

2
|t |

)
, (A11)

the dephasing factor is finally derived as follows:

fϕ (t )

� exp

[
−1

2

(
g2

2�

)2

n(n+1)(4n+1)
4

κ
t − 1

2

(
g2

2�

)2

n2t2

]
.

(A12)

From this, the dephasing factor is derived to be Eq. (14).
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