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Quantum transport of planar Josephson junctions with Majorana bound states
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We investigate the transport features of a planar Josephson junction which was recently proposed and verified
as a host of Majorana bound states (MBSs). With finite phase difference, MBSs can be gapped from the excited
states at moderate Zeeman field. A considerable amount of current density develops at the stripe edges due to the
presence of the MBSs. More interestingly, we note that in detecting MBSs via scanning tunneling spectroscopy
(STM), a conductance minimum is observed at the peak position of the MBS local density of states. We ascribe
this discrepancy to the fact that the penetration of the pair potential decays away the superconducting/normal
interface. These results are instructive in not only for identifying MBSs in planar Josephson junction via STM
measurement, but also for the detection of MBSs in platforms with nonuniform pair potentials.
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I. INTRODUCTION

Majorana bound states (MBSs) [1–3] are exotic quasi-
particles in condensed matter. These zero-energy states are
free of charge and localized at the edges of topological
superconductors. Two spatially separated MBSs can define a
fermion mode. This nonlocal nature leads to potential appli-
cations in topologically protected quantum computing where
features such as teleportation [4] and non-Abelian braiding
[5] are possible. However, the realization of MBSs needs
superconducting p-wave pairing [6] which is extremely rare
in nature. At present stage, several strategies have been put
forward to circumvent this challenge using either topological
or conventional materials. For example, by taking advantage
of the experimentally accessible high-quality semiconduc-
tor materials, one proposal requires the engineering of the
Zeeman field and spin-orbit interaction in proximity-induced
s-wave superconductors. As a result, conventional materials
have been driven into a topological nontrivial state where
MBSs reside. Such material systems include one-dimensional
magnetic atom chains [7], semiconductor nanowires [8–10],
two-dimensional topological insulators [11,12], and the sur-
face of iron-based superconductors [13–16]. In recent studies
[17,18], experiment evidences such as the quantized conduc-
tance have confirmed the validity of the theoretical proposals.

To go beyond the detection of a single MBS [19], it
remains challenging in developing a scalable platform of
MBSs network for the purpose of realistic applications. Both
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high-quality material growth and material parameter tuning
are main obstacles. One important progress in overcoming
these challenges was the recent proposed planar Josephson
junction [20,21]. Experiments have demonstrated the pos-
sibility to induce superconductivity in semiconducting two-
dimensional electron gas (2DEG) [22,23]. The interplay of
the pair potentials in the superconducting leads, the spin-orbit
interaction, and the in-plane magnetic field in 2DEG, can
give birth to MBSs at the ends of the normal stripe in the
junction. One advantage of this scheme is it is compatible
with the advanced planar material and device processing
technologies. More interestingly, the emergence of MBSs can
be steered by tuning the superconducting phase difference via
either biased supercurrent or a threaded magnetic flux. This
theoretical prediction has recently been tested experimentally
and signatures of the existence of MBSs have been reported
[24,25]. The main evidence is the phase-dependent zero-bias
conductance peak measured by a laterally coupled quantum
point contact (QPC). However, this tunneling spectroscopy
of a QPC cannot provide the microscopic details such as the
spatial profile of the low-energy eigenmodes in the junction.

In identifying the MBSs, the scanning tunneling mi-
croscopy (STM) [26] has been an indispensable tool in pro-
viding the microscopic details of the quasiparticle. Advanced
techniques in STM have enabled the real-space imaging of
electronic structures of material surface with picometer res-
olution [27]. The quantized differential conductance [28,29]
and the spin-selective Andreev reflection [30–32] measured in
STM are hallmark evidences for the existence of MBSs. The
STM measurement is also useful in revealing the localized
nature of MBSs [33]. In previous studies, the comparison
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of the zero-bias conductance mapping and the profile of the
local density of states (LDOS) [27,34] has been accepted as
a benchmark in identifying its localized nature in real space
in either one-dimensional nanowire [7,35] or two-dimensional
platforms [12,14,15,36]. It is thus interesting to investigate the
STM signatures in a planar Josephson junction in the pursuing
MBSs. We note that the STM signal in Josephson junctions
has different mechanisms as compared to the normal con-
ductors. For the latter process, the carrier transport composes
normal tunneling and the conductance is proportional to the
LDOS at the material surface. This picture needs correction in
the presence of the superconductivity where the conductance
may be dominated by the Andreev reflection [30]. As a result,
the STM conductance depends on not only the LDOS but
also the pair potential. This becomes more intriguing in the
nonuniform pair potential, such as the Josephson junction
mentioned above, where the STM mapping is expected to
deviate from the LDOS profile. Detailed investigation on the
transport features such as the peculiar STM signal and the
Josephson current in the planar Josephson junction would thus
be desirable in the pursuing of MBSs.

In this paper we numerically investigate the energy spec-
trum and transport properties of a planar Josephson junction
where MBSs might reside. The main results are summarized
in the following. (1) The phase difference can be an efficient
tool in inducing MBSs. Finite phase difference can lower the
required Zeeman field in pursuing MBSs. The material can
then be tuned into a topological nontrivial state and the MBS
will be gapped from the excited states at moderate Zeeman
field. (2) The planar Josephson junction is an effective ϕ0

junction where the Josephson current is finite at zero phase
difference. Josephson current density at the ends can be sig-
nificant due to the localized MBSs. (3) As the penetration of
the pair potential decays in the center of the junction, the peak
position of the MBS LDOS at the center of the stripe end can
no longer coincide with the STM conductance peak, though
the LDOS of MBS are highly localized. This observation is in
sharp contrast to STM of normal materials where the differ-
ential conductance normally follows the LDOS profile of the
substrate. Our results then indicate that one should take care
when analyzing the STM measurements in superconducting
substrates with nonuniform pair potentials.

The paper is organized as follows: Sec. II describe the
device configuration and the model Hamiltonian. Section III
presents our numerical results, including the energy spectrum,
the Josephson current, and the STM mapping of the planar
Josephson junction. Transport signatures of the MBSs in
planar Josephson junctions are discussed. Finally, the main
findings are summarized in Sec. IV.

II. MODEL DEVICE AND THEORETICAL FORMALISM

The model system is a planar Josephson junction consist-
ing of a 2DEG with Rashba spin-orbit coupling. The 2DEG
acquires superconductivity by proximity contacting with su-
perconductors on the top. A central stripe is left in normal
state. The resulting Josephson junction is then supposed to
host MBSs at the stripe ends in the presence of an in-plane
magnetic field. A schematic plot of the model device is
depicted in Fig. 1 where the 2DEG is placed in the xy plane.
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FIG. 1. Schematic plot of the planar Josephson junction. Other
than the central stripe, the 2DEG obtains finite pair potential �0

due to the proximity coupling with superconductors. The Rashba
spin-orbit interaction, the in-plane magnetic field, and the possibly
phase difference across the junction can drive the material into
topologically nontrivial with MBSs at the stripe ends. An STM tip
can scan the stripe by measuring the differential conductance.

The coordinate origin is assumed at the stripe center. The
width and length of the stripe are W and L, respectively. For
the sake of simplicity, the pair potentials in the two leads are
assumed to have the same magnitude but different phases. The
effective Hamiltonian for the normal 2DEG can be written as

H0 = p2

2m
− αR(pxσy − pyσx ) + EZ (x)σy − μ, (1)

where m is the effective mass, p = (px, py) is the momentum
operator in the xy plane, μ is the chemical potential, and σx,y,z

are Pauli matrices in spin space. αR is the Rashba spin-orbit
coupling strength. The Zeeman field EZ (x) is induced by an
external magnetic field By along y direction. EZ (x) is assumed
to be confined in the stripe and piecewise constant in the x
direction. In the stripe (|x| < W/2), Ey(x) = Vy. In the su-
perconducting areas (|x| > W/2), Ey(x) = 0. The proximity-
induced pair potential in the 2DEG is accounted for by

�(r) = �0eiϕα θ (|x| − W/2), (2)

where �0 is the magnitude and ϕα with α = L, R are the phase
in the left (L) and right (R) superconductors, respectively. The
phase difference across the junction is given by ϕ = ϕL − ϕR.
This phase bias can be introduced by either a supercurrent
across the junction or an external threaded magnetic flux.
The device can be described by the Bogoliubov–de Gennes
Hamiltonian as

HBdG =
(

H0 −iσy�(r)

iσy�
∗(r) −H∗

0

)
ψn(r) = Enψn(�r), (3)

where the Nambu spinor ψ (r) = [u↑(r), u↓(r), v↑(r), v↓(r)]T

with ↑ (↓) for spin up (down) and the superscript T for
transpose. Due to the particle-hole symmetry, the eigenstates
must appear in pairs, i.e., both [u↑(r), u↓(r), v↑(r), v↓(r)]T

and [−v∗
↑(r),−v∗

↓(r), u∗
↑(r), u∗

↓(r)]T are eigenfunctions with
eigenenergy En and −En, respectively. For eigenstates with
energies below �0, the wave functions are confined in the
normal stripe. When the material system is in the topological
nontrivial state, MBSs bound states emerge at the stripe ends.
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The self-adjoint of the MBSs leads to zero energy of the states.
In finding these eigenstates, we first write the Hamiltonian
in the real-space tight-binding form and then numerically
diagonalize the resulting matrix to solve the eigenproblem.
Details on the process are outlined in the Appendix. For the
purpose of numerically tractable, we have assumed finite size
of the leads. As depicted in Fig. 1, LL and LR are, respectively,
the length of the left and right superconductor leads. The
lengths are much larger than the width of the stripe to avoid
finite-size effect in finding the low-energy eigenstates.

In this work we are interested in the transport properties
such as the phase biased Josephson current through the junc-
tion and the differential conductance when an STM tip is
coupled to the stripe surface. Different theoretical formalisms
based on Green’s function method are applied in revealing
these transport features.

For the Josephson current-phase relation, we apply the
recursive Matsubara Green’s function method [37,38] based
on the tight-binding Hamiltonian to evaluate the equilibrium
current. Both the current through the junction and the current
density can be obtained in the stripe where the current is
conserved due to the absence of pairing potential. By includ-
ing an external perpendicular magnetic field via the Peierls
substitution [39], the interference of the supercurrent can
be evaluated from our numerical simulation. Details on the
formalism are presented in the Appendix.

To obtain the STM mapping, we need to evaluate the dif-
ferential conductance through the normal STM dip as shown
in Fig. 1. The coupling Hamiltonian between the tip and the
stripe surface can be given by

HT =
∑

k

ψ̃0(k)t̃T ψ (r) + H.c., (4)

where ψ̃0(k) represents the quantum state at the tip end with
quantum number k. t̃T is the tunnel coupling between the
tip end and the stripe surface at position r. We evaluate the
differential conductance by making use of the nonequilibrium
Green’s function as outlined in the Appendix. In the tight-
binding model we assume the tip end couples only with one
grid. By moving the tip over the stripe surface, a zero-bias
STM conductance mapping can be obtained. The mapping
results will be compared with the LDOS of MBSs to detect
its localized feature at zero energy.

III. NUMERICAL RESULTS AND DISCUSSION

In the following we present numerical results on the trans-
port properties of the planar Josephson junctions as shown
in Fig. 1. For better comparison with experiments [24], we
have the electron effective mass m = 0.026 me where me

is the bare electron mass. The spin-orbit coupling strength
is fixed at αR = 150 meV Å. We take �0 as the energy
unit in the following. The pair potentials in the left and
right superconductors are identical with �0 = 180 μeV. The
relative phase difference across the junction is ϕ and the
chemical potential μ = 1.5 �0 where a pair of MBSs could
emerge in our device. With varying μ, the device can be
driven into different topological nontrivial phases [40]. The
geometry of the two superconductors are L = 1.6 μm and
LL = LR = 2 μm as indicated in Fig. 1. The temperature is

FIG. 2. Lowest six eigenenergies En of the planar Josephson
junction as functions of the Zeeman field Vy at zero phase difference
ϕ. The stripe widths are (a) W = 80 nm, (b) W = 160 nm, and
(c) W = 240 nm, respectively. With increasing Vy, the ground state
energy can approach zero, indicating topological phase transition.

fixed at T = 1.0 × 10−3�0 to avoid thermal effect on the
transport signature of MBSs. In comparison with experiments,
the temperature should be taken into account with realistic
values.

A. Eigenenergies and wave functions

A key ingredient in inducing the MBSs in the planar
Josephson junction is the high-quality proximity to nearby
superconductors. The superconductivity can penetrate into the
2DEG and establish an effective, though weak, uniform pair-
ing potential. When a normal stripe is laterally connected to
the left and right superconducting 2DEG, the pairing potential
is expected to leak into the normal conductor. The transverse
Zeeman field and the spin-orbit interaction at the central
stripe can then transform it into an effective one-dimensional
topological superconductor where MBSs can reside at the
stripe ends. Previous studies [20,21,40] have shown that the
phase difference across the junction is a key factor in inducing
the MBSs. However, as the leaked pair potential decays dras-
tically with increasing the distance to the interface, the stripe
width W is expected to plays a vital role in hosting MBSs.

We now investigate the emergence of MBSs in planar
Josephson junctions for different stripe width and phase dif-
ference. The width parameters W = 80, 160, and 240 nm
have been adopted, where W � LL/R to reduce the finite size
effect of the superconductors. We first investigate situations
at zero phase bias, i.e., ϕ = 0. The lowest six eigenenergies
En of the device as functions of the transverse Zeeman field
Vy are depicted in Fig. 2. These eigenenergies are obtained
by solving the effective BdG Hamiltonian Eq. (3) in the tight-
binding form. Due to the particle-hole symmetry, only positive
eigenenergies are displayed here. In the absence of Zeeman
field (Vy = 0), the eigenenergies are pair degenerate due to
time-reversal symmetry and the device is in the topological
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FIG. 3. Contour plots of the probability densities of the ground
states with Zeeman field Vy = 0.9 �0 and ϕ = 0. The widths of the
stripe are (a) W = 80 nm, (b) W = 160 nm, and (c) W = 240 nm.
The other parameters are identical with those in Fig. 2. The interface
of the the stripe and the nearby superconductors are indicated by the
red lines. The ground state wave function is distorted by increasing
the stripe width.

trivial regime. With increasing Vy, the degeneracy is broken
and the eigenvalues display a similar trend. They all decrease
until the lowest one approaches zero, indicating a topological
phase transition. The corresponding critical field of Vy is less
than �0 and the exact value is width dependent. After this
phase transition, the behavior of the ground state with lowest
eigenenergy is closely related to the stripe width W . For
narrow stripe [W = 80 nm, Fig. 2(a)], the lowest energy stays
close to zero for a finite range of Vy. A finite gap between
the ground state to the excited states with higher energies
can be identified. This gap remains robust until the excited
states approach zero at larger Zeeman field where the states
mix with each other. The parameter range of Vy defined by
the phase transition and the state mixing is vital for potential
applications of MBSs. To demonstrate the appearance of the
MBSs, we plot the wave function magnitudes |ψ (x, y)|2 of
the ground state at Vy = 0.9 �0 in Fig. 3(a). Two sharp peaks
of the wave function magnitude are localized at the stripe
ends, a clear evidence of the MBSs. With larger stripe width
[W = 160 nm, Fig. 2(b)], the ground state energy after phase
transition deviates from zero with increasing Vy. Again, a
clear gap can be observed between the ground state and the
other excited states. In Fig. 3(b) we present the corresponding
wave function magnitudes |ψ (x, y)|2 of the ground state at
Vy = 0.9 �0. Although the wave function is localized at
the stripe ends, the spatial distribution is broadened and the
shape is distorted as compared to Fig. 3(a). Obviously each
|ψ (x, y)|2 peak at the stripe end develops two arms extending
into the nearby superconductors. With further increasing the

FIG. 4. In the presence of finite phase bias ϕ = π , the lowest
eigenenergies En with regards to the Zeeman field Vy for the three
devices in Fig. 2. Again we have the stripe width (a) W = 80 nm,
(b) W = 160 nm, and (c) W = 240 nm. The phase bias shows its
advantages in driving the material system into topological states at
very Zeeman field and the significant gap between the ground state
and the excited states.

stripe width W = 240 nm, the ground state energy in Fig. 2(c)
displays a pronounced oscillation with increasing Vy after the
phase transition. As a result, the ground state mixes with the
exited states and no clear gap can be identified from the figure.
In Fig. 3(c) the contour plot of the ground state wave function
magnitude |ψ (x, y)|2 at Vy = 0.9�0 is presented for compar-
ison. Although the wave functions are mostly localized in
stripe, two clear arms penetrating into the superconductors can
be observed. More interestingly, the wave function peaks are
no longer residing at the stripe ends. They appear somewhere
in the central section of the stripe. This feature suggests that
the ground state is no longer topologically nontrivial due to
the mixing with the excited states. These observations prove
that the stripe width W should be carefully designed in future
applications of the MBSs in planar Josephson junctions.

Previous studies [20,21] have shown that finite phase dif-
ference ϕ across the junction can significantly change the
topological state. In Figs. 4 and 5 we present the eigenenergies
and the corresponding ground state wave function distribution
for the same parameters in Fig. 2, except the phase bias
ϕ = π . We adopt a symmetric phase bias with −ϕL = ϕR =
ϕ/2. For all the stripe width parameters in Fig. 4, the critical
field of Vy for the topological phase transition is significantly
reduced at ϕ = π . For example, for the small width W = 80
nm, the ground state energy at ϕ = π approaches zero for Vy

less than 0.2 �0 as shown in Fig. 4(a), while this parameter
is greater than 0.7 �0 for ϕ = 0 as indicated in Fig. 2(a).
This merit lowers the required magnitude of the external
Zeeman field and benefits future applications with a stable
pairing potential in the device. Another advantage of the finite
phase difference is that after the phase transition, the ground
state remains close to zero and the energies of the excited
states are markedly different in a wide parameter range of Vy.
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FIG. 5. Contour plots of the probability densities of the ground
states with Zeeman field Vy = 0.9 �0 and ϕ = π . The widths of the
stripe are (a) W = 80 nm, (b) W = 160 nm, and (c) W = 240 nm.
The other parameters are identical with those in Fig. 3. The interface
of the the stripe and the nearby superconductors are indicated by the
red lines.

Different from Fig. 2, one can identify from Fig. 4(a) that the
maximum gap between the states can be more than 0.35�0

for W = 80 nm. The large differences in energy scale are
crucial for identifying and manipulating MBSs in potential
applications where the MBS wave function would be less
affected by the hybridization with the excited states. These
results prove that the phase bias ϕ can be an effective tool
in not only tuning the topological phase transition, but also
setting up a robust gap between the zero-energy ground state
and the excited states. The numerical results also indicate
that the ground state energy can be affected by the stripe
width. After the topological phase transition, the ground state
energy remains close to zero for narrow stripe. With increas-
ing the stripe width, the ground state displays an enhanced
oscillatory variation. Our results show that the finite phase
cannot only open a considerable gap, but also leave the MBS
wave function profile less distorted by the stripe width. This
should be in contrast to situations with vanishing phase bias.
In Fig. 5 we have presented the contour plot of the ground
state wave functions for different W with phase bias ϕ = π

and fixed Vy = 0.7 �0. For all three devices, the MBS wave
functions are localized at the stripe ends. In particular, for
the largest stripe width [W = 240 nm, Fig. 5(c)], though one
can find that ripple structures in places between the stripe
ends become more prominent, two sharp peaks each at the
stripe ends remains intact, in distinct contrast to situations
with ϕ = 0 [Fig. 3(c)]. These observations show that the phase
bias could be a beneficial factor in pursuing MBSs. We now
investigate the evolution of the eigenspectrum as a function
of the phase bias. The numerical results are presented in

FIG. 6. The evolution of the lowest eigenenergies as functions of
the phase bias ϕ with different Zeeman field: (a) Vy = 0, (b) Vy =
0.4 �0, (c) Vy = 0.8 �0, and (d) Vy = 1.2�0. The stripe width W =
80 nm. By tuning ϕ, the ground state can approach zero at moderate
Zeeman field Vy.

Fig. 6. In the numerical simulation we have fixed the stripe
width W = 80 nm and several parameters of the transverse
Zeeman field Vy are taken. Figure 6(a) displays the results
in the absence of Zeeman field. As expected, the energies
spectrum are symmetric with respect to ϕ = π . The lowest
energies cannot become zero, indicating the absence of topo-
logical phase transition without Zeeman field. With finite Vy

as shown in Figs. 4(b)–4(d), the eigenenergies can approach
zero at finite phase bias, indicating the phase transition and
emergence of MBSs. For Vy = 0.4 �0 [Fig. 6(b)], the ground
state energy remains at zero in the finite parameter range of
ϕ. A clear gap can be identified between the ground state and
the other excited states. In these situations, stable MBSs can
be expected. With increased field Vy = 0.8 �0 [Fig. 6(c)], the
parameter range for phase transition is enhanced. The excited
states are slightly lowered while the energy gap remains clear
in the spectrum. Moreover, the ground state energy displays an
oscillatory behavior with varying phase bias. This oscillation
becomes more prominent for a larger Zeeman field as shown
in the figure. With the largest Zeeman field Vy = 1.2 �0

[Fig. 6(d)], the excited states are lowered in the entire phase
range and hybridization between the lowest eigenstates can
be inferred from the figure. In that way the gap between the
MBS and higher excited states becomes vague. This situation
is detrimental to applications of MBSs which should be robust
against environment disturbance. These results indicate that a
careful design of the planar Josephson junction with MBSs
needs optimization of parameters such as the stripe width,
phase bias, and the Zeeman field.

B. Anomalous Josephson current and interference pattern

Another observation from Fig. 6 is that the spectrum
becomes asymmetric with finite Zeeman field. This can be
ascribed to the broken time-reversal symmetry by the external
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FIG. 7. The Josephson current-phase relation in a planar Joseph-
son junction. The other parameters are identical with those in Fig. 6
except the Zeeman fields are Vy = 0.1 �0 (solid black line), 0.7 �0

(dash-dotted red line), and 1.2 �0 (dashed blue line). In the presence
of a Zeeman field, the Josephson current J at zero phase bias can be
nonzero.

field. As the ground state of the Josephson junction is offset,
one would expect it to be turned into a so-called ϕ0 junction
where the Josephson current is finite at zero phase bias. This
observation is verified in our numerical results. We evaluate
the equilibrium Josephson current by the Matsubara Green’s
function method [37,38] which is outlined in the Appendix.
Figure 7 depicts the Josephson current-phase relation for a
different Zeeman field. The stripe width is fixed at 80 nm.
By tuning the Zeeman field Vy, an anomalous Josephson
current-phase relation can be demonstrated. The maximum
Josephson current which appears at 0 < ϕ < π at Vy = 0.1 �0

has been shifted to π < ϕ < 2π at Vy = 1.2 �0. Another
observation is that the Josephson current at ϕ = 0 now takes
finite values at nonzero Vy. Regarding the recent experiments
[24] in realizing the planar Josephson junction with MBSs, it
would be interesting to detect this ϕ0 junction [41] where the
Josephson current bias is used to producing MBSs.

It is known that the Josephson current can be periodically
modulated by an external magnetic field [42]. The interference
pattern of the critical Josephson current as a function of the
magnetic flux can reveal the current density information. For
the planar Josephson junction, not only the bulk state in the
stripe, but also the localized MBSs at the stripe ends, can
carrier Josephson current and contribute to the interference
pattern. Figure 8 depicts our numerical results of the in-
terference pattern of the critical Josephson current in either
the normal (Vy = 0) or the nontrivial (Vy = 0.7 �0) state.
The external magnetic field perpendicular to the 2DEG is
described by the Peierls substitution [39] and the formalism
for evaluating the Josephson current is given in the Appendix.
The critical Josephson current Jc is obtained by sweeping the
phase bias ϕ across the junction at a given flux 	 as [38]

Jc = max{J	(ϕ)}. (5)

We estimate the flux 	 = B⊥S, where B⊥ is the magnetic
field perpendicular to the junction plane and S = W L is the
junction area. For normal junction with Vy = 0, the evolution
of the critical supercurrent with regards to the flux is a
classical Fraunhofer pattern as shown in Fig. 8. The curve is
smooth and the magnitude of the side lobes decreases with
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3

Φ/Φ0

J
c
(Φ

)
(eΔ

0

h̄
)

Vy = 0
Vy = 0.7 Δ0

FIG. 8. With an external magnetic field B⊥ perpendicular to the
junction, the interference pattern of the critical Josephson current
Jc(	) is displayed as a function of the external magnetic flux
	 = B⊥S where S is the stripe area. The stripe width W = 80 nm.
Different in-plane Zeeman fields Vy are investigated. In the presence
of an in-plane Zeeman field Vy, the critical current is reduced. The
inset shows the supercurrent density in the stripe calculated at Vy =
0.7 �0 and ϕ = π . One can clearly identify the contribution of the
MBSs at the stripe ends to the current density.

increasing flux 	. The local minimum of the critical Joseph-
son current is very close to zero at flux 	 being multiples of
the flux quantum 	0 = h/2e due to destructive interference.
This interference pattern indicates that the supercurrent takes
uniform distribution in the bulk according to the Dynes-Fulton
analysis [43]. With finite Vy, the variation of phase bias ϕ

can bring the junction into topological nontrivial situations.
In particular, the MBSs at the stripe ends are expected to
change the current distribution by carrying supercurrent at
the edges. In Fig. 8 the numerical results for Vy = 0.7 �0

is also presented. According to previous analysis, MBSs are
expected in such situations. Compared with the situations with
Vy = 0, the interference pattern does not show drastic changes
as compared with results in the absence of Vy. However, one
can detect that the magnitudes of each side lobe are lowered
and the local minimum positions display slight deviation
from the previous curve. The decreasing of the side lobes
can be ascribed to the Zeeman splitting which is adverse to
the supercurrent. While the deviation provides clues for the
change of the supercurrent density distribution in the presence
of MBSs.

For a better view on the role of MBSs in carrying super-
current, we present an example of the supercurrent density
distribution in the junction in the inset of Fig. 8. The supercur-
rent density is obtained by evaluating the bond supercurrent
between the nearest-neighbor sites in a tight-binding model
as described in the Appendix. The Zeeman field Vy = 0.7 �0.
the phase bias across the junction is fixed at ϕ = π/4. At the
left interface of the stripe, the incident supercurrent is almost
uniformly distributed in the bulk. With the current flowing
to the right, the density at the strip edges becomes gradually
prominent, indicating the increasing role of localized MBSs in
carrying the supercurrent. However, the supercurrent density
at the edges cannot overwhelm the uniform distribution in
the bulk. As a result, no significant change has been detected
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in the interference pattern. We note that the local minimum
positions display slight change, indicating the deviation of the
current distribution.

C. Local density of states and differential conductance

In a recent experiment [24] the MBSs in the planar junction
are detected by a quantum point contact (QPC). It would
be desirable to provide microscopic details on the exotic
quasiparticle. A scanning tunneling microscopy (STM) mea-
surement could be an indispensable tool for that purpose.
The working principle is that the differential conductance of
STM tips would be proportional to the LDOS at the material
surface. One would expect the localized LDOS of MBSs
can provide zero-bias differential conductance peak in the
mapping of MBSs. In particular, the MBS-assisted resonant
Andreev reflection would lead to quantized conductance, a
hallmark of the emergence of MBSs. This characteristic trans-
port feature has been detected in various platforms which may
host MBSs. The platforms include nanowires with induced su-
perconductivity and superconducting thin films with vortices.
A recent study has recorded the quantized conductance at the
end of a nanowire where the MBS resides. Moreover, the STM
mapping has provided evidence for the existence of MBSs at
the surface of topological insulators or iron-based supercon-
ductors. However, a factor which has largely been overlooked
is that the LDOS profile cannot be directly associated with the
differential conductance in the presence of superconductivity.
The differential conductance is related to not only the LDOS
but also the pair potential profile in the Andreev reflection
processes. This is not a crucial issue in detecting MBS in
nanowires where the wire acquires uniform pair potential due
to proximity effect. However, it becomes intricate in situations
with a nonuniform pair potential profile such as the vortex at
superconducting surfaces and the planar Josephson junctions.
In the following we present our results on the comparison
of the LDOS and the corresponding differential conductance.
Our results show that as the penetration of the pair potential
decays in the center of the junction, the localized MBSs can no
longer be identified by a conductance peak, though the LDOS
of MBS are highly localized. These observations are crucial
in detecting MBSs with nonuniform pair potential.

The LDOS D(E ) can be obtained by the imaginary part
of the retarded Green’s function. The LDOS at position r =
(x, y) in the junction can be obtained by

D(E ; r) = − 1

π

∑
σ=↑,↓

ImGr (E ; r; r)σσ , (6)

where Gr is the retarded Green’s function of device as
Gr (ω) = (E − HBdG + iη)−1 with η being a positive infinites-
imal. In Fig. 9 we present the zero-energy LDOS D(E = 0)
in the normal stripe. Due to symmetry, results are depicted
in areas with y < 0. The junction width w = 80 or 240 nm,
representing the narrow and wide junction. The magnetic field
Vy = 0.7 �0. The phase difference ϕ was used to tune the
junction into topological trivial (φ = 0) or nontrivial (φ = π )
states. For the narrow junction (W = 80 nm), the LDOS in
the stripe is shown in Figs. 9(a) and 9(b) for ϕ = 0 and
ϕ = π , respectively. For the trivial situation [Fig. 9(a)], a
substantial LDOS at the junction bulk area is observed. This
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FIG. 9. The zero-energy LDOS D(E = 0) in half of the stripes
(y < 0) at Vy = 0.7 �0 with different stripe width W and phase bias
ϕ. (a) W = 80 nm, ϕ = 0, (b) W = 80 nm, ϕ = π , (c) W = 240
nm, ϕ = 0, and (d) W = 240 nm, ϕ = π . For ϕ = 0, the device
in the topological trivial state while for ϕ = π , MBSs at the stripe
edges appear where the peak of the LDOS is fixed at the edge center
(x = 0).

should be in contrast to the nontrivial case in Fig. 9(b) where
a MBS channel at the edge becomes significant while it
becomes negligible at the bulk. Another observation is that
the local maximum of LDOS is at x = 0. It would be slightly
reduced away from x = 0, forming a MBS edge channel in
the stripe. In the wide junction limit, for W = 240 nm, the
results shown in Figs. 9(c) and 9(d) display similar behavior
of the LDOS. The main difference is that the MBSs in the
wide junction becomes more localized along the stripe edge.
A clear peak of LDOS at the junction edge can be identified
along x direction. The peak position is fixed at x = 0. For the
sake of comparison, we present in Fig. 10 the corresponding
zero-bias differential conductance profiles for ϕ = 0 or π in
the narrow (W = 80 nm) or wide (W = 240 nm) junctions.
The zero-bias differential conductance G(r) = dI/dV |V =0 is
measured by assuming an STM tip is posited at r. The
coupling between the tip and the stripe is characterized by the
strength 
 = 500 �0. Symmetry allows us to present results
only in areas with y < 0. For the wide junctions, only results
in x < 0 and y < 0 are presented due to symmetry reasons.
From previous results of the eigenspectrum, the junction is
in the trivial (nontrivial) states for ϕ = 0 (π ). For the trivial
situation, results shown in Fig. 10(a) and 10(c) are obtained
for W = 80 nm and W = 240 nm, respectively. The dI/dV
profiles are significant at both the junction edge and central
area. In particular, the conductance remains significant at the
junction edge for the wide junction (W = 240 nm) as shown
in Fig. 10(c). This conductance profile changes drastically in
the topological nontrivial situations as shown in Figs. 10(b)
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FIG. 10. Zero-bias differential conductance measured by the
STM tip for the same parameters as in Fig. 9. The stripe width and
phase bias are given by (a) W = 80 nm, ϕ = 0, (b) W = 80 nm,
ϕ = π , (c) W = 240 nm, ϕ = 0, and (d) W = 240 nm, ϕ = π .
For the narrow stipe W = 80 nm [(a) and (b)], we present the
conductance mapping at half of the stripe (y < 0), while for the wide
stripe with W = 240 nm [(c) and (d)], only conductance mapping
at x < 0 and y < 0 is displayed for the sake of symmetry. Note the
conductance at the edge center for ϕ = π takes local minimum where
the LDOS has a peak value due to the MBSs.

and 10(d). Figure 10(b) displays dI/dV profile for narrow
junctions with W = 80 nm where the conductance takes its
maximum along its edge while the conductance at the central
area of the junction has been significantly reduced. These
observations are in qualitative agreement with the LDOS
profile as shown in Fig. 9. However, the positions of the
conductance peak in Fig. 10(b) and LDOS profile in Fig. 9(b)
no longer coincide at the edge center where the MBS is
expected to reside. With increasing the junction width, the
conductance at the edge center will be suppressed. This can be
more pronounce in wider junctions. In Fig. 10(d) the junction
has W = 240 nm and MBSs. Obviously the conductance is
suppressed at the edge center (x = 0) as in drastic contrast
to the LDOS results shown in Fig. 9(d). Along the edge, the
conductance increases as the tip moves away from the center.
We ascribe this peculiar feature to the fact that the resonant
Andreev reflection processes [30] due to MBSs is sensitive to
the pair potential. As the pair potential in the normal stripe
is due to the leaking from the nearby superconductor leads.
This penetration decays as the distance from leads increases.
This becomes most prominent in wide stripes as the pair
potential at the stripe center can be comparable to the thermal
energies of electrons. It is known that the Andreev reflection
process which dominant the tunneling transport via MBSs
is sensitive to the variation of the pair potential [42]. When
thermal electrons are injected, the probability for Andreev
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2
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FIG. 11. Zero-bias differential conductance G = dI/dV |V =0

measured along the y axis at x = 0 with different coupling 
 between
the STM tip and the surface. The maximum conductance near the
edge approaches the quantized value of 2e2/h with increasing 
.
Only results for the lower panel (y < 0) of the device are presented.

processes would then be reduced around x = 0. As a result,
the differential conductance profile displays a local minimum
at the edge center of the stripe where the MBSs are expected
to reside. Although these observations are obtained for the
planar Josephson junction, we note that the conclusion applies
to situations where the nonuniform pair potential exists. For
example, in the recent platform with vortices [12,14–16], the
MBSs are expected to reside in the vortex center where the
pair potential is zero. Therefore, a direct comparison between
the STM conductance mapping and the LDOS need careful
analysis in identifying MBSs.

Finally, we show that although the conductance at edge
center takes local minimum, its magnitude can be enhanced
by increasing the coupling strength 
 between the tip and
the stripe. In Fig. 11 we present the conductance along y
axis at x = 0 for different 
. With increasing 
 from 50
�0 to 5000 �0, the conductance peak value which locates
near the edge can approach the quantized value 2e2/h. This
feature is in accordance to previous studies [44,45] where
quantized conductance of MBSs 2e2/h is expected in the
large coupling strength and lower temperature limit due to the
resonant Andreev reflection. By tuning the coupling strength,
the evolution of the conductance can serve as a probe in
identifying the MBSs.

IV. CONCLUSION

In conclusion, we have investigated the transport features
of the planar Josephson junction where the MBSs may reside.
Our results show that the superconducting phase across the
junction can modify the band structure and drive the device
into topological nontrivial situations. In the presence of finite
phase difference, MBSs can be gapped from the excited states
at moderate Zeeman field. As the external Zeeman field breaks
the time-reversal symmetry, the planar Josephson junction
can be an effective ϕ0 junction. A significant portion of the
supercurrent density is carried by the localized MBSs. As
a result, the supercurrent interference pattern can deviate
from a conventional Fraunhofer curve in normal states. More
interestingly, we note that in detecting MBSs in the stripe via
STM conductance, the LDOS peak of MBSs does not coincide
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with the conductance maximum as the penetration of the pair
potential decays away the interface between superconductor
and normal stripe. Therefore, it may be inadequate to char-
acterize the MBSs via STM measurement in nonuniform pair
potentials. Other tools [12,31] such as the spin-resolved STM
or the characteristic noise features might provide alternative
means in identifying the MBSs. We leave these studies for
future works ahead. In addition, we note that the observations
in this study are relevant in identifying MBSs in not only
planar Josephson junction, but also for other platforms such
as vortices where nonuniform pair potentials exist.
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APPENDIX

In this Appendix we present some details of our theoretical
method in evaluating the transport properties of the planar
Josephson junction.

1. Tight-binding Hamiltonian

As mentioned in the main text, our calculations are made
in real space. The physical quantities can be discritized on
grid points in the xy plane. For a uniform grid with lattice
spacing a, the Hamiltonian of Eq. (3) can be written in the
tight-binding form as

H =
∑

i j

{ψ†
i jHi j;i jψi j + ψ

†
i jHi j;i+1, jψi+1, j

+ ψ
†
i jHi, j+1ψi, j+1} + H.c., (A1)

where the grid index i and j are along x and y direction,
respectively. The matrix elements are given as

Hi j =

⎛
⎜⎜⎜⎜⎜⎝

2h̄2

ma2 −μ −iEZ
i j 0 −�i j

iEZ (i j) 2h̄2

ma2 − μ �i j 0

0 �∗
i j − 2h̄2

ma2 + μ −iEZ
i j

−�∗
i j 0 iEZ

i j − 2h̄2

ma2 + μ

⎞
⎟⎟⎟⎟⎟⎠,

(A2)

Hi+1, j =

⎛
⎜⎜⎜⎜⎜⎝

− h̄2

2ma2 αR
i j

1
2a 0 0

−αR
i j

1
2a − h̄2

2ma2 0 0

0 0 h̄2

2ma2 −αR
i j

1
2a

0 0 αR
i j

1
2a

h̄2

2ma2

⎞
⎟⎟⎟⎟⎟⎠, (A3)

Hi, j+1 =

⎛
⎜⎜⎜⎜⎜⎝

− h̄2

2ma2 iαR
i j

1
2a 0 0

iαR
i j

1
2a − h̄2

2ma2 0 0

0 0 h̄2

2ma2 iαR
i j

1
2a

0 0 iαR
i j

1
2a

h̄2

2ma2

⎞
⎟⎟⎟⎟⎟⎠. (A4)

A direct diagonalization would be expensive as the dimension
of the Hamiltonian would be huge. This can be seen from
the fact that the typical values of the stripe width is much
smaller than the device length. As a result a large number
of grids are needed. To reduce the computation cost, one can
make use of the nonuniform grid since the MBSs are mainly
localized at the stripe ends. In addition, high performance
routines such as the ARPACK [46] are efficient in finding the
lowest eigenstates.

2. Josephson current

Equilibrium Josephson current can be driven through the
junction by a phase difference ϕ. The Josephson current can
be given by

J (ϕ) = − ie

h̄

∑
j

〈ψ†
i jHi+1, jψi+1, j − ψ

†
i+1, jH

†
i+1, jψi j〉, (A5)

where the expectation 〈· · · 〉 stands for thermal average. The
expression gives the current from the ith layer to the i + 1th
layer in the stripe. When a perpendicular magnetic field is
applied in z direction, interference of the Josephson current
takes place. To obtain the interference pattern, we take into
account the magnetic field by replacing the hopping matrix
elements by the Peierls substitution [39]. For example, the
matrix elements of Hi+1, j which represents the electron hop-
ping between site (i, j) and (i + 1, j) should multiply a factor
exp(−ieB⊥a2 j/h̄), where B⊥ is the perpendicular magnetic
field.

With the help of the Matsubara Green’s function, the
Josephson current can be given by [37,38]

J (ϕ) = − ie

β h̄

∑
ωn

Tr[Hi+1;iGi;i+1(ωn) − Gi+1;i(ωn)Hi;i+1],

(A6)

where the trace (Tr) is taken over the spin space and the
j site index. Hi;i+1 is the block Hamiltonian coupling the
ith and (i + 1)th layer. β = 1/kBT with kB the Boltzmann
constant, T is the temperature. Gi;i+1(ωn) is the block matrix
of the Nambu Green’s function with the Matsubara frequency
ωn = πkBT (2n + 1) as

G(ωn) = [iωn − H − �L(ωn) − �R(ωn)]−1, (A7)

where �L/R represents the self-energy function of the semi-
infinite L and R superconducting leads. These self-energies
can be found by conventional recursive algorithms [47] and
the block matrix of Green’s function Gi;i+1(ωn) can be ob-
tained effectively via the recursive Green’s function algorithm
[39]. In numerical simulation, i can be any layer in the stripe.
As the pair potential in the stripe is zero, the current is
conserved in the stripe. We have numerically verified this
statement to check the accuracy of the numerical results.

3. Differential conductance of STM tip

In the calculation we have fixed the chemical potential of
the 2DEG at zero. The voltage is applied to the normal STM
tip. We evaluate the differential conductance of the STM tip
via the nonequilibrium Green’s function method [48].
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In the wide-band limit, the coupling between the tip and
stripe surface at position r in Eq. (4) leads to the retarded self-
energy

�R
r (ε) = −i
, (A8)

where 
 = π
∑

k |t̃T |2δ(ε − εk) is an energy-independent
coupling constant. Here εk represents the energy of the state
ψ̃0(k) in the tip. The corresponding advanced self-energy is
given by �A

r (ε) = [�R
r (ε)]†.

In the tight-binding form we assume the tip couples to a
single site and the self-energy can be written as �R

i j = �R
r=ri j

,
where ri j is the grid coordinates. Based on the tight-binding
Hamiltonian, the retarded Green’s function can be obtained by
Dyson equation as

GR(ε) = [ε − H − �R
i j]

−1. (A9)

The advanced Green’s function is then given by GA(ε) =
GR(ε).

The lesser Green’s function which represents the particle
occupation can be evaluated by the Keldysh equation as

G<(ε) = GR(ε)�<(ε)GA(ε), (A10)

where the lesser self-energy �<(ε) is given by

�<(ε) = 2i
σ0 ⊗
(

f (ε − eV ) 0

0 f (ε + eV )

)
. (A11)

Here f (ε) is the Fermi-Dirac distribution function with V the
voltage in the tip.

With the self-energies and Green’s functions at the cou-
pling site (i, j), we may express the current through the tip
as

I = e

h̄

∫
dεReTr

{
σ̂
[
G<

i j (ε)�A
i j (ε) + GR

i j (ε)�<
i j (ε)

]}
. (A12)

Here Tr stands for the trace of the matrix. σ̂ =
diag[1, 1,−1,−1] accounts for the different charge of
electron and hole. From Eq. (A12) the difference conductance
can be evaluated.
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