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Trion fine structure and anomalous Hall effect in monolayer transition metal dichalcogenides
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We theoretically investigate two spin configurations of a negative trion in monolayer tungstenides, called the
intravalley spin singlet and intervalley spin triplet. The energy splitting between them is attributed to the trion
fine structure, arising from the electron-hole exchange interaction. Using the Rytova-Keldysh potential, we show
that the splitting which acts as an effective Zeeman effect is tuned by varying the dielectric environment. For the
negative trion in the WSe2 monolayer encapsulated in hexagonal boron nitride, the calculated splitting is around
6 meV, which is in agreement with recent experiments. Owing to the strong exchange, we show that the negative
intervalley trion acquires a giant Berry curvature. This valley pseudospin-dependent Berry curvature largely
dominates the intrinsic Berry curvature arising from the Bloch bands. An in-plane applied electric field gives
rise to an anomalous valley Hall transport. We investigate the dependence of the anomalous Hall conductivity
and magnetization on several parameters such as dielectric screening length and doping. The trion Hall effect
can be considered as the basis for valley-based electronics applications.
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I. INTRODUCTION

Transition metal dichalcogenide (TMDC) monolayers
(MLs) are atomically thin semiconductors with the chemical
formula MX2, where M stands for the transition metal element
Mo or W and X stands for the chalcogen element S or Se.
MX2 MLs have attracted enormous research interest due to
their distinctive electronic and optical properties [1–16]. The
inversion symmetry breaking, the spin-orbit coupling, and
the strong electron-hole interaction are the most interesting
features of TMDC MLs. The broken inversion symmetry
leads to the formation of a direct band gap at the K and K ′
valleys [17], which are related by the time reversal operation.
The strong spin-orbit coupling lifts the spin degeneracy of
the energy bands. This spin splitting in K and K ′ must be
opposite owing to time reversal symmetry, resulting in spin-
valley locking. Accordingly, the combination of broken inver-
sion symmetry with time reversal symmetry leads to valley-
dependent optical selection rules [1,18]. The strong Coulomb
interaction between the hole and the electron leads to their
binding into a hydrogenlike bound pair, called an exciton.
The exceptionally large exciton binding energy of several
hundred meV [17,19–23] is due to the reduced screening
effect, strong two-dimensional (2D) quantum confinement,
and the large effective mass of the carriers. In a negatively
(positively) doped sample, the bound electron-hole pair can
capture an excess electron (hole) to form a negatively (pos-
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itively) charged exciton, called the negative (positive) trion
[8,12,14,17,22,24–27].

Excitons and trions comprise spin-/valley-polarized elec-
trons and holes in the K and K ′ valleys, where the selection
rules of optical transitions require the same spin and valley
states of the electrons at the conduction and valence band
edges. The intravalley (intervalley) excitons correspond to
conduction and valence electrons residing in the same (op-
posite) valley. Due to the spin-orbit splitting of the conduction
band �so, we have two intravalley bright (singletlike) excitons
at EX and two intravalley spin-forbidden (tripletlike) dark
excitons at EX − �so. Four dark intervalley exciton states are
possible (two at EX and two at EX − �so). Bright and dark
trions have optical selection rules determined by their recom-
bining electron-hole pair; that is, when the excess electron is
bound to the bright (dark) exciton, the negative trion is bright
(dark). We have therefore only four bright trion states: two
intravalley trions and two intervalley trions. The experimental
spectrum of the so-called darkish ML WX2, shows the ex-
istence of a doublet attributed to intravalley and intervalley
negative trions [8,14,28,29]. The two peaks are separated by
a splitting δexch ∼ 6 meV [8,14,30–32], induced by electron-
hole exchange interactions. The first peak corresponds to the
intravalley negative trion which is observed even at ambient
conditions, whereas the second emission, relative to the inter-
valley trion, is efficient only at low temperatures [14,30,33].

Other interesting properties have been observed for val-
ley trions in ML WX2 owing to the presence of the Berry
curvature, which arises from the dependence of the periodic
part of the Bloch function on the trion center-of-mass wave
vector. In crystals with inversion symmetry breaking, such
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as ML TMDCs, electrons in the K and K ′ valleys have
opposite Berry curvatures [34,35]. In momentum space, the
Berry curvature acts as an effective magnetic field [36]. The
Berry curvature and the orbital moment represent the effect
of the Berry phase of electrons in the Bloch bands [37]. For
intervalley negative trions in ML WX2, in addition to the
Berry curvature inherited from Bloch functions, these trions
acquire a giant Berry curvature arising from the electron-hole
exchange interaction [38,39]. The finite Berry curvature leads
to nontrivial spin/valley transport. By applying an in-plane
electric field, transverse responses have been observed in
charge, spin, and valley degrees of freedom of the Bloch elec-
trons. Berry curvature generates an anomalous velocity that is
perpendicular to the applied electric field [1,40]. Thereby, it
describes spin and valley anomalous Hall effects [4,38]. The
orbital moment arising from the self-rotating motion of the
electron wave packet is responsible for the anomalous g factor
of electrons in semiconductors [3]. The Berry curvature at the
edges of the valence and conduction bands is more significant
to photoexcited charge carriers; that is, when the charge carri-
ers are generated by circular polarization, electrons and holes
have anomalous Hall conductivity or magnetization even at
zero magnetic field. The spatially and polarization-resolved
photoluminescence (PL) can be used to detect the trion valley
Hall effect. It is worth noting that the scattering between states
with opposite Berry curvature will remove the Hall effect. In
fact, for a negative trion the valley Hall effect is protected
because the scattering is inefficient [4].

In this work, (i) we will study the splitting between in-
tervalley and intravalley trions in ML WX2 caused by the
electron-hole exchange interaction, and (ii) we will investigate
the anomalous Hall effects due to the giant Berry curvature
resulting from the trion fine structure. This paper is orga-
nized as follows: in Sec. II, we use the 2D effective-mass
approximation to study the optical properties of the inter-
and intravalley trions in ML WX2. In order to estimate the
magnitude order of the energy splitting observed between
these two entities, a detailed analysis of trion fine structure is
needed. In Sec. III, we discuss the trion transport properties,
and we show that the giant Berry curvature arising from the
electron-hole exchange introduces a large valley Hall effect.
Finally, in the last section we present our conclusions.

II. TRION OPTICAL PROPERTIES

In the center-of-mass frame, the trion Hamiltonian can be
written as the sum of three Hamiltonians: H = Hcm + Hrel +
Hexch. The first term, Hcm = (h̄2k2/2M ), is the kinetic energy
of the negative (positive) trion center-of-mass motion, where
k and M = 2me(h) + mh(e) are the center-of-mass wave vector
and mass, respectively. The second term corresponds to the
relative Hamiltonian, and the third one corresponds to the
trion exchange Hamiltonian. We start with the resolution of
the relative Hamiltonian.

A. Model

Using the 2D effective-mass approximation, the relative
trion Hamiltonian is given by [8,22]

Hrel = − h̄2

2μ

∂2

∂ρ2
1

+ V (ρ1) − h̄2

2μ

∂2

∂ρ2
2

+ V (ρ2)

− h̄2

μ

(
σ

σ + 1

)
∂

∂ρ1

∂

∂ρ2
+ V (|ρ1 − ρ2|), (1)

where μ = memh
me+mh

is the reduced effective mass and σ = me

mh

(σ = mh

me
) is the effective mass ratio for the negative (positive)

trion. ρ1 = ρe1 − ρh, and ρ2 = ρe2 − ρh, where ρei (me) and
ρh (mh) are the in-plane position vectors (masses) for the
electrons and the hole, respectively. V (ρ) is the nonlocally
screened electron-hole interaction originating from the change
in the dielectric environment. This so-called Rytova-Keldysh
potential is written as follows [41]:

V (ρ) = − πe2ks

(εsub + εcap)
[H0(ρks) − Y0(ρks)], (2)

where H0(x) and Y0(x) are the Struve function and Bessel
function of the second kind, respectively. The parameter ks

explains the strong dielectric contrast between the ML and its
surroundings; εsub and εcap are the relative dielectric constants
of the substrate and cap layer, respectively.

In order to solve the eigenvalue equation of relative motion,
we use a wave function expansion technique; it is factorized
into [42]

ζX− (ρ1, ρ2) =
∑
ñ,l̃

D(ñ, l̃ )
1√
2
{φ1̃s(ρ1)φñl (ρ2)

+ φ1̃s(ρ2)φñl (ρ1)}. (3)

Here, φñl (ρi ) = ∑
n,l C(n, l )ϕn,l (ρ, θ ) is the wave function

solution of the exciton Hamiltonian, expanded in terms of
the 2D hydrogenic state ϕn,l (ρ, θ ) (see Ref. [22] for more
details). The number ñ, l̃ refers to the dominant contribu-
tion of the coefficients C(n, l ) to the excitonic function.
The diagonalization of the Hamiltonian matrix leads to the
following eigenvectors: �rel(ρ1, ρ2) = ∑

i, j c(i, j)ζX− (ρ1, ρ2)
and eigenvalues Erel. By taking into account the trion center-
of-mass energy Ecm = h̄2k2/2M, the trion energies are given
by ET n = Eg + Erel + Ecm, where Eg is the band gap. The
obtained negative-trion states are eightfold degenerate; four
are dark, where the excess electron is bound to a dark exciton,
and four are bright, where the excess electron is bound to
a bright exciton. In order to explain the observed energy
splitting between the two degenerate bright negative trions in
ML WX2 [8,14,30,43], we need to identify and resolve the
exchange Hamiltonian which takes into account the different
valley configurations. Consequently, a rigorous analysis of
trion fine structure is needed.

B. Trion fine structure

The optical selection rules require the same spin and valley
states of the involved electrons at the maximum of the conduc-
tion and valence bands [23,44]. For intravalley negative trions,
the exciton and the excess electron reside in the same valley.
The Pauli exclusion principle dictates that the two electrons
must occupy different spin states and thus reside in the top and
bottom spin-split conduction bands, respectively [8,23,42,45].
However, for intervalley bright negative trions, all the con-
stituent particles must have the same spin orientation as they
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FIG. 1. The four valley configurations of bright negative tri-
ons distinguished by the valley pseudospin σz of the recombining
electron-hole pair and the spin sz of the excess electron (the magenta
arrow). σz = 1 (σz = −1) on the left (right) side corresponds to
the exciton pseudospin in the K (K ′) valley. Cyan and yellow
hemispheres show the conduction and valence bands, and the arrow
direction represents the spin direction. Top (Bottom): the two config-
urations of the bright intervalley (intravalley) trions.

differ in their valley index. In other words, in reference to
the intravalley (intervalley) trion, the two electrons involved
in the excitonic complex are characterized by antiparallel
(parallel) alignment of their spins, thus forming a spin singlet
(triplet) trion [8,14,28]. These two species, which differ in
their spin configuration, can be distinguished by the bright
exciton valley pseudospin index σz and the spin index sz of
the excess electron, as illustrated in Fig. 1. σz = 1 (σz = −1)
denotes the exciton valley pseudospin up (down) in the K (K ′)
valley which couples only to a σ+ (σ−) photon. The electron-
hole exchange interaction couples the valley pseudospin to the
trion center-of-mass wave vector.

For a negative trion in ML WX2 there are eight exchange
interaction processes. Four are summarized in the Supplemen-
tal Material [46]; the other four are deduced by time reversal
symmetry. Accordingly, the negative-trion exchange Hamilto-
nian is Hexch = H Intra

e−h + H Inter
e−h + HX−e, where the intravalley

electron-hole exchange H Intra
e−h is independent of the exciton

pseudospin σz and the spin index of the excess electron sz,
as shown in Fig. S1. By contrast, the intervalley electron-
hole exchange H Inter

e−h couples the two valleys, K and K ′.
This process engenders an annihilation of an electron-hole
pair in the K valley and the creation of a pair in the K ′
valley, as shown in Fig. S2. This contribution can be written
as [2,4] H Inter

e−h = J Inter
e−h σ+ + c.c., where J Inter

e−h is the strength of
the electron-hole exchange interaction. The last Hamiltonian
HX−e originates from the interaction between the excess elec-
tron spin index in the K (K ′) valley and the pseudospin index
of the recombining electron-hole pair, which resides necessary
in the opposite valley K ′ (K). Consequently, HX−e is zero
(finite) for the intravalley (intervalley) trion where σzsz = −1

(σzsz = 1). Normally, HX−e involves two contributions: the
indirect electron-hole exchange and the electron-electron ex-
change interaction. Owing to the Coulomb repulsion the latter
contribution is neglected, as summarized in the Supplemental
Material. Therefore, this term can be written as [4,38] HX−e =
(σzsz + 1)δexch/2. The exchange Hamiltonian of the negative
trion in ML WX2 can be expressed as follows [4,31,38]:

Hexch =
(∣∣J Intra

e−h

∣∣ + δexch

2

)
I + J Inter

e−h σ+

+ (
J Inter

e−h

)†
σ− + σzsz

δexch

2
, (4)

where the valley-orbit coupling strength, given by [4,47,48]

J Inter
e−h ∼ −|φ1̃s(0)|2(at/Eg)2V (k)k2 exp(−2iβ ), (5)

originates from the long-range part of the intervalley electron-
hole exchange interaction. In contrast to J Inter

e−h , which leads
to valley coupling, the pseudospin-independent term [38]
J Intra

e−h ∼ |J Inter
e−h | gives rise to an overall shift of the trion energy.

|φ1̃s(0)|2 is the oscillator strength, i.e., the probability of
finding the electron-hole in the same position [22,49], and
β = arctan(ky/kx ). t is the nearest-neighbor hopping inte-
gral, and a is the lattice constant [1]. In Eq. (4), δexch ∼
0.1|φe−h(0)|2V (K ) represents the indirect electron-hole ex-
change interaction, where K = 4π

3a is the wave vector from
the K point to the � point of the Brillouin zone (see the
Supplemental Material). The splitting δexch depends on K
because it results from the electron-hole scattering with a large
wave vector [4]. δexch is finite for the top configurations shown
in Fig. 1 and zero for the bottom configurations, where the
spin orientation of the extra electron is opposite to the other
two carriers. The predominantly exchange term is the main
origin of the splitting between intravalley (σzsz = −1) and
intervalley (σzsz = 1) trions; it acts like an in-plane Zeeman
field.

In 2D spin space, the diagonalization of the Hamiltonian
matrix given by Eq. (4) generates two eigenvalues:

Eς (k) = δexch

2
+ ∣∣Jintra

e−h

∣∣ + ςξ (k), (6)

where ξ (k) = 1
2

√
(δexch )2 + 4|Jinter

e−h |2 and ς = ± is the band
index. Finally, at k = 0 the eigenenergies of the intervalley
and intravalley trion solutions of the full Hamiltonian H are
given, respectively, by Einter = ET 1 + δexch and Eintra = ET 1,
where ET 1 is the trion ground energy obtained by the diago-
nalization of the relative Hamiltonian given by Eq. (1). Using
the conventional Coulomb interaction V (k) = 2πe2/εk, the
exchange terms Jintra

e−h and Jinter
e−h scale linearly with the wave

vector k. Crucially, due to the 2D character of the ML, the
fundamental properties of the exciton (binding energy, Bohr
radius, oscillator strength) are expected to be influenced by
the dielectric screening. Consequently, in the following we use
the nonhydrogenic electrostatic potential given by Eq. (2); in
reciprocal space, it is written as follows:

V (k) = 4πe2

(εsub + εcap)k

(
ks

ks + k

)
. (7)
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FIG. 2. Trion spectrum for WSe2 ML encapsulated in hBN.
(a) Ground and first excited states without trion fine structure. E1s

is the exciton ground state. By taking into account the trion fine
structure a splitting δexch between intervalley and intravalley states
is observed. δexch is calculated with (b) the Rytova-Keldysh potential
and (c) the conventional Coulomb interaction.

The asymptotic behavior of the screening potential is V (k) =
2πe2

εk
at ks → ∞, where ε = (εsub + εcap)/2 is the average

dielectric constant of the surrounding material.
For a WSe2 layer encapsulated in hexagonal boron ni-

tride (hBN) where εsub = εcap = 3.3 [8], the ground state and
the first excited state of the trion at k = 0 are plotted in
Fig. 2(a). The trion binding energy BT , which is convention-
ally introduced as BT = E1s − ET 1, is about 30 meV, where
E1s = 1.73 eV is the exciton ground state [22]. These results
coincide with the experimental measurements. By taking into
account the electron-hole exchange interaction, δexch leads
to the splitting between intervalley and intravalley states at
k = 0. Using the Rytova-Keldysh (conventional Coulomb)
potential, the splitting shown in Fig. 2(b) [Fig. 2(c)] is
about 6 meV (δexch ∼ 15 meV). The obtained splitting δexch ∼
6 meV is in agreement with experimental values using a
high-quality hBN-encapsulated WSe2 ML [8]. The calculated
splitting with the conventional Coulomb potential is far from
the experimental finding. The overall effect of the trion fine
structure is a splitting of the four bright trion ground states ET 1

into two degenerate states. The upper one corresponds to the
intervalley trion Einter , and the lower one corresponds to the
intravalley trion Eintra, separated by the energy splitting δexch.
The screening parameter ks determines the band gap width
δexch. As an example, for ks = 0.1 Å−1(rs = 10 Å) we obtain
δexch = 3.9 meV [43], and for ks = 0.15 Å−1(rs = 6.4 Å)[8]
the splitting is δexch = 6 meV. The decrease in the gap with
decreasing ks can be explained by the decreasing of the
exchange interaction effect due to the screening caused by the
change in the dielectric environment.

We can conclude that the trion fine structure leads to
a splitting between intervalley and intravalley states, which
was estimated to be on the order of 6 meV for WSe2 using
the Rytova-Keldysh potential given by Eq. (7). The splitting
depends not only on μ, εsub, εcap, and ks but also on the exact

FIG. 3. Schematic configuration of the positive trions. The blue
(green) arrows in the cyan (yellow) hemispheres represent the spin-
up (spin-down) orientation for electrons in the conduction and va-
lence bands.

form of the potential V (ρ), which is sensitive to the details
of the dielectric environment and the choice of substrate
material. In the next section we will show that the trion fine
structure plays an important role in transport properties.

III. TRION TRANSPORT PROPERTIES

A. Berry curvature

The dependence of the internal structure of electrons on
the dynamical parameter may result in anomalous transport
properties, such as the Berry-phase effect [1,35,50–53]. In-
deed, the Berry phase is marked by the Berry curvature, which
is equivalent to an effective magnetic field in k space. The
Berry curvature �n(k) is nonzero for crystals with either
time reversal or broken inversion symmetries. Note that the
Berry curvature is an odd function in the presence of time
reversal symmetry and even in the presence of inversion
symmetry [3,34,54], so that it has opposite signs in opposite
valleys. Similarly, the valence and conduction bands have
opposite Berry curvatures �v (k) = −�c(k). In general, the
exciton wave function in ML TMDC is sharply localized in
momentum space; then we can approximate �n(k) with its
value at the band edge. For all four compounds MX2, �(k =
0) is about 15 Å2 [1].

The dependence of the internal structure of the trion wave
function on the center-of-mass wave vector can give rise to
a gauge structure similar to that of the electron [52]. For
example, the positive trion is made up of two holes that occupy
the topmost valence band subbands and one electron. Figure 3
shows the various spin and valley configurations of positive
trions. We schematize only those with the electron in the K
valley; the two other configurations are time reversal counter-
parts of the ones listed. The positive (negative) trion acquires
a Berry curvature given by the sum of the Berry curvatures of
the two holes (electrons) and electron (hole) constituents. As
the Berry curvatures from the two holes (electrons) in opposite
valleys cancel, the positive (negative) trion Berry curvature is
determined by the electron (hole) constituent. As a result, the
two valley configurations of the positive (negative) trion have
opposite Berry curvatures.

The intervalley trions as composite particles can acquire
valley-dependent Berry curvature from the inheritance of the
Berry curvature from the Bloch band and from the Coulomb
exchange interaction between the carrier constituents. We
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recall that the long range of the intravalley and intervalley
exchange contributions, which leads to an energy shift, van-
ishes at the K and K ′ points of the Brillouin zone. Contrari-
wise, the electron-hole exchange interaction δexch gives rise
to splitting between intravalley and intervalley negative-trion
states [14,38]. For the positive trion, as well as the MoX2 fam-
ily, the exchange interaction leads to only a trivial energy shift
at K + k. However, the negative intervalley trions in WX2 can
acquire valley-dependent Berry curvature originating from the
Coulomb exchange interaction, in addition to that given by
the Bloch bands. In the context of valley trions, to obtain the
Berry curvature with center-of-mass wave vector K + k, we
will calculate the corresponding normalized eigenvectors for
the spinor part of Eq. (6):

|us,+(k)〉 = cos(α/2)|+〉 − sin(α/2)e2iβ |−〉,
(8)

|us,−(k)〉 = sin(α/2)e−2iβ |+〉 + cos(α/2)|−〉,
where α(k) and β(k) are the azimuthal and polar an-
gles on the Bloch sphere, respectively, such that tan(α) =
2|Jinter

e−h |/δexch [55]. The Hilbert space is spanned by the
pseudospins described by the spin-up (spin-down) state |+〉
(|−〉) [47]. In order to evaluate the valley trion properties,
the Berry connection Aς (k) and Berry curvature �ς (k), are
defined, respectively, as

Aς (k) = 〈uς (k)|i∇k|uς (k)〉, (9)

�ς (k) = ∇k × Aς (k). (10)

Aς (k) and �ς (k) are equivalent to a vector potential and mag-
netic field in the valley trion center-of-mass momentum space,
respectively. The integral of �ς (k) over the k-space area gives
rise to the Berry phase of the valley trion. Using Eq. (8)
in Eq. (10), we obtain �ς (k) = [∇k cos(α) × ∇kβ]ς/2. For
the intervalley trion in ML WX2, i.e., subjected to exchange
electron-hole interaction, one finds the Berry curvature:

�exch(k) = − σz
2J2

(δexchK )2

× k3
s

(ks + k)3

(
1 + 4J2k2

s

(δexchK )2

k2

(k + ks)2

)−3/2

.

(11)

Here, J ≈ |φ1̃s(0)|2(at/Eg)2Ke2/(εsub + εcap). We notice that,
for J = 0, the Berry curvature vanishes and diverges at the
Dirac points. The Berry curvature is concentrated in the two
inequivalent valleys and has opposite signs in K and K ′, as
shown in Fig. 4. In such a structure, upon the application
of an electric field, the valley Hall effect is induced. The
valley transport in systems with broken inversion symmetry
provides a pathway to potential valley-based electronic appli-
cations [53]. The effect of the Berry phase manifests through
not only the Berry curvature but also the orbital magnetic
moment; the latter is the purpose of the following section.

B. Orbital moment

The orbital moment is an intrinsic property of the valence
and conduction bands. Since the orbital moment depends on
the valley, the coupling of magnetic field to the valley pseu-

FIG. 4. The Berry curvature �exch(k) as a function of the center-
of-mass trion wave vector for ks = 0.15 Å−1 and εsub = εcap = 3.3.
The trion fine structure gives rise to a large pseudospin valley-
dependent Berry curvature with a peak value of ∼ 104 Å2 in the
K and K ′ valleys. The orbital magnetic moment mexch(k) has a
distribution similar to that of �exch(k), as shown in the inset.

dospin and the detection of valley polarization as a magnetic
signal are possible. In addition to the spin magnetic moment,
Bloch electrons carry an orbital magnetic moment [34], which
results from the self-rotation of the wave packet. Like the
Berry curvature in ML TMDC, the orbital magnetic moment
is in the normal direction of the plane. For a two-band model
with particle-hole symmetry [34], the Berry curvature and
the orbital magnetic moment are related by the following
formula: m(k) = ξ (k)�(k)e/h̄. The orbital magnetic moment
decreases going away from Dirac points K and K ′. A nonzero
orbital magnetic moment suggests that the valley carriers
possess optical circular dichroism. Similar to the Berry cur-
vature, the orbital magnetic moment acquires an additional
term arising from the exchange interaction. For k 
 K, this
term is given by mexch(k) = δexch�exch(k)e/2h̄, as shown in
the inset of Fig. 4. The moment can be used as an effective
way to detect and generate the valley polarization [34].

The signal of the orbital magnetization M, arising from the
summation of the orbital moment and the Berry curvature,
may be used to distinguish between the two valleys; M is
expressed as follows [34,53]:

M = 1

2π2

∫
kdk{m(k) + [μc − ξ (k)]�T (k)e/h̄}; (12)

the integration is over states below the local chemical po-
tential μc. Here, �T = �exch(k) + �(k) is the total trion
Berry curvature, where �(k) = �e(k) + �h(k) + �e/h(k) is
the Berry curvature driven by the Berry phase which is as-
sociated with the Bloch electrons. Note that, for a positive
trion �exch(k) = 0; thus, �T (k) = �e(k). In addition to the
self-rotation of the wave packet, the orbital magnetization
has another contribution which is due to the center-of-mass
motion. Equation (12) can be further simplified as h̄

e M =
1
π

∫
kdkμc�

T (k). In Fig. 5, we show the simultaneous impact
of the exciton reduced mass μ and the screening parameter ks

on the magnetization. The shape of the graph is dictated by
the dependence of the electron-hole oscillator strength [49]
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FIG. 5. The variation of the magnetization M as a function of
the screening parameter ks and reduced mass μ, showing the giant
Berry curvature effect on the intervalley negative trion in a hBN-
encapsulated WX2 ML.

|φ1̃s(0)|2 on the exciton reduced mass, substrate, and screen-
ing length. Analytically, the magnetization is enhanced by the
chemical potential. At fixed carrier density around 1012 cm−2,
the calculated magnetization of a negative trion in ML WX2

encapsulated in hBN, illustrated in Fig. 5, is summarized in
Table I. As μ and ks are not precisely known, one may deduce
that M is easily detectable for large ks and light reduced
mass. As an example, using the parameters given by Courtade
et al. [8], M is approximately ten times more intense than
that calculated with the parameters extracted from Goryca
et al. [56]. For a given sample, we can conclude that
M is sensitive to the reduced mass, screening length, and
surrounding dielectric environment. The magnetization can be
related to the Hall conductivity through the relation M ∝ μcσ .
These results offer the possibility to tune M and σ by external
parameters like dielectric environment, doping, and reduced
mass (choice of material).

C. Anomalous Hall effect

There are different contributions to the anomalous Hall
effect [53]; the extrinsic contributions originate from the
skew and side-jump scattering and the intrinsic contribu-
tion [60,61]. The skew scattering results from the scattering
amplitude for spin/valley electrons. The side-jump contri-
bution [62–64] is related to the shift of the wave packet at
the scattering from the impurity. The intrinsic contribution,

which is independent of scattering, originates from the Berry
phase [65]. The anomalous velocity induced by the giant
Berry curvature arising from the trion fine structure is our
interest.

We recall that, due to the inversion symmetry breaking,
the K and K ′ valleys exhibit valley contrast for the Berry
curvature. By applying an in-plane electric field, a valley Hall
current is observed [66]. As an experimental setup, an external
electric field can be achieved by a gate voltage. Therefore, due
to the presence of the Berry curvature, an electron wave packet
moving through the region of electric field will acquire an
anomalous term perpendicular to the direction of the applied
electric field. Then, the Berry curvature modifies the electron
dynamics. With a finite Berry curvature, the equations of
motion are noncanonical [53–55], which leads to the viola-
tion of Liouville’s theorem. The semiclassical equations of
motion for Bloch electrons in weak electric E and magnetic
fields B are

h̄Ṙ = ∂En(k)

∂k
− h̄k̇ × �n(k), (13)

h̄k̇ = −eE(R) − eṘ × B(R). (14)

�n(k) gives rise to an anomalous velocity perpendicular to
an external electric field. Such a phenomenon is called the
anomalous Hall effect. As previously mentioned, the bright
positive (negative) trions have opposite Berry curvatures, thus
leading to the valley Hall effect. Upon the recombination of
the positive (negative) trion, the hole (electron) left behind
is valley and spin polarized. Therefore, the trion valley Hall
effect may be used for the generation of valley and spin
polarizations of both electrons and holes. Especially, the
large negative-trion valley Hall effect can be detected from a
spatially dependent PL polarization model, as shown in Fig. 6.

It is interesting to note that, at low temperature and in a
clean sample, the large valley Hall effect resulting from the
giant Berry curvature cannot be compensated by the side-
jump one. In addition, the Berry curvature of the negative
intervalley trion, induced from the exchange, facilitates the
valley Hall effect measurement. In comparison to an experi-
ment using excitons [67,68], with charged excitons we do not
need ionization of the optically generated electron-hole pair.

The above semiclassical equation of motion given by
Eq. (13) is the basis for calculation of trion transport currents
driven by an applied electric field. Under an in-plane electric
field, the bright intervalley trions acquire opposite transverse
velocities due to the exciton pseudospin valley-dependent
Berry curvature. The trion will move to the two opposite
boundaries of the sample, leading to a Hall current of valleys,
spins, and charges. The Hall trion current density, driven by

TABLE I. The intervalley trion magnetization for both WSe2 and WS2 MLs encapsulated by hBN.

WSe2 WS2

μ(m0 ) 0.2 [56,57] 0.16 [8] 0.18 [8] 0.16 [58] 0.16 [58] 0.175 [56] 0.15 [59] 0.15 [59] 0.15 [59]
rs (Å) 45 [56,57] 6.4 [8] 13.6 [8] 50 [58] 9.38 [58] 34 [56] 30 [59] 40 [59] 50 [59]
ks (Å−1) 0.02 0.15 0.073 0.02 0.106 0.029 0.033 0.025 0.02
M [meV (e/h̄)] 38 299 143 53 232 64 96 74 60
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FIG. 6. Schematic of the valley Hall effect of bright intervalley
trions in ML WX2. By the application of an in-plane electric field E,
trions which are distinguished by σz will move to the opposite edges
of the sample and acquire a spatially dependent polarization model.

mechanical force, can be defined as [69]

JH = − e

4π2

∫
dk f (k, R)Ṙ, (15)

where f (k, R) is the distribution function and the integration
is over states below the chemical potential. The combination
of the semiclassical equations of motion with the Boltzmann
equation gives us

JH = −E
e2

4π2h̄

∫
dk f (k)�T (k). (16)

The Hall current originates mainly from the equilibrium part
of the carrier distribution and is known as the intrinsic contri-
bution. Hence, we deduce the trion intrinsic Hall conductivity,
which is expressed as [52,70]

σ int = e2

4π2h̄

∫
dk f (k)�T (k). (17)

The dependence of the Berry curvature on the valley pseu-
dospin σz, given by Eq. (11), engenders a valley Hall conduc-
tivity, expressed as follows:

σ v = − σz
4e2J2k3

s

π h̄(δexchK )2

∫
kdk f (k)

(ks + k)3

×
(

1 + 4J2k2
s

(δexch )2K2

k2

(k + ks)2

)−3/2

. (18)

The exchange-induced Berry curvature of trions should make
the valley Hall effect easier to achieve. In Fig. 7, we plot
the variation of the anomalous valley Hall conductivity as
a function of the screening parameter ks and the electron
density. For a weak screening parameter ks, the valley Hall
conductivity increases slowly as a function of the density.
For a fixed average dielectric constant of the surrounding
material ε, the electron-hole exchange interaction δexch in-
creases with increasing ks. Consequently, the Berry curvature,
magnetization, and Hall conductivity increase. For a large ks

(rs = 1/ks → 0 ⇒ ks → ∞), the Rytova-Keldysh potential
given by Eq. (7) is equivalent to the conventional Coulomb

FIG. 7. Doping and screening parameter dependence of the
anomalous trion valley Hall conductivity in hBN-encapsulated
WSe2 ML.

interaction. Equation (18) is integrated to give, at T = 0,

σ v (ks → ∞) = −σz
4πe2

h̄

⎛
⎝1 − 1√

1 + 4J2k2
F /(δexch )2K2

⎞
⎠,

(19)
where kF is the Fermi wave vector. For J = 0, the valley
Hall conductivity originates from the exchange vanishing,
whereas for δexch = 0, σ v (ks → ∞) = 4πe2/h̄. Finally, tri-
ons as charged excitons influence both transport and optical
properties and may be manipulated and detected in many
experiments such as the valley Hall effect. This allows the
trion to play an important role in manipulating electron spin
and the valley degree of freedom [33].

IV. CONCLUSION

In this paper, we have investigated the negative-trion fine
structure in a high-quality ML WX2. We have shown that, due
to the electron-hole exchange interaction, the intervalley spin-
triplet trion and intravalley spin-singlet trion are separated by
an energy splitting of around 6 meV. Thanks to the broken
inversion symmetry in ML TMDC and the trion fine structure,
the Berry curvature gives rise to a large anomalous valley Hall
effect which can be used to detect and generate valley polar-
ization by an electric field. Using the semiclassical equations
of motion, we have shown that the valley Hall conductivity
due to the giant Berry curvature arising from the trion fine
structure and the magnetization are tunable and controlled
by external parameters and material parameters, such as the
exciton reduced mass and dielectric screening length.
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