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Robust atomic orbital in the cluster magnet LiMoO2
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In this study, we present a rutile-related material, LiMoO2, that becomes a cluster magnet and exhibits a spin
singlet formation on a preformed molybdenum dimer upon cooling. Unlike ordinary cluster magnets, the atomic
dyz orbital robustly survives despite the formation of molecular orbitals, thereby affecting the magnetic properties
of the selected material. Such hybrid cluster magnets with the characters of molecular and atomic orbitals realize
multiple independent spins on an isolated cluster, leading to an ideal platform to study the isolated spin dimers
physics.
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Transition metal compounds with multiple electron de-
grees of freedom frequently form molecular orbitals in a
spin singlet state [1–10]. Examples include trimers of LiVX2

(X = O, S) [6,8] and dimers of VO2, NbO2, and MoO2

[11–18]. Molecular orbital formation has been attracting con-
siderable attention because it occasionally accompanies a
drastic metal-insulator transition [1–4,6] and/or giant entropy
changes [5,6,8]. This enables several possible applications
in thermochromics [19,20], nonvolatile memory [21], and
phase change materials [5,22–25]. Moreover, by arranging
additional spins in the molecular orbital, exotic magnetic
materials, called cluster magnets, can be obtained [26–35].

LiZn2Mo3O8 is an example of cluster magnets, where
inherently formed trimer clusters of molybdenum ions collec-
tively produce a spin S = 1/2 moment [26,27]. Due to the
frustration effect between trimer clusters arranged in a trian-
gular lattice, an exotic resonating valence bond state emerges
at low temperature [26,27]. The hollandite-type K2Mo8O16 is
another example, comprising molybdenum tetramer clusters
with a spin S = 1/2. Despite the strong antiferromagnetic
interaction with the Weiss temperature of −34 K, the long-
range ordering is suppressed to 2 K, with the expectation of
the realization of a spin-liquid-like state [28,29].

Rutile and its related compounds are an ideal playground
to explore novel cluster magnets because dimers frequently
appear there and lithium intercalation is available to tune
the electronic states. Lithium intercalation supplies electrons
to the host structure, resulting in an additional spin to the
preformed dimers, possibly leading to the development of
novel cluster magnets. Here, we focus our attention on a d2

compound, MoO2, and its lithium intercalated derivatives. In
the parent MoO2, preformed dimers are formed, indicating
that molecular orbitals are realized [17,18]. The preformed
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dimers are formed by a σ bonding, while π orbitals are
strongly coupled with oxygen p orbitals, resulting in a high
metallic conductivity [17,36]. Note that the schematics of
atomic orbitals composing σ and π orbitals are shown in
Figs. 4(a) and 4(b). Although details of the structural and
physical properties of lithium intercalation compounds are yet
to be clarified, the previous magnetic susceptibility measure-
ments have shown that an anomalous temperature dependence
appears in LiMoO2 [37], as shown in Fig. 3(a), with the
expectation of an unusual magnetic property of a cluster
magnet.

Here, we first show that Li0.5MoO2 and LiMoO2 display
different patterns of preformed molybdenum dimers. While
Li0.5MoO2 is a paramagnetic metal, LiMoO2 becomes a Mott
insulator with two localized electrons on a molybdenum
preformed dimer. Based on our structural and theoretical
studies, we conclude that the molybdenum preformed dimers
comprise the multiple bonding of σ and π bonds, while the
δ bond is not formed, thereby resulting in the localized d
electron in original dyz orbitals, as shown in Fig. 4(e). On
cooling, the two spins on a molybdenum dimer form a spin
singlet ground state. Therefore, LiMoO2 is an unusual type
of magnetic cluster where the original dyz orbitals robustly
survive on preformed molybdenum dimers.

Powder samples of LiMoO2 were prepared by a soft-
chemical method. Commercial MoO2 powder samples were
immersed on 0.2 M n-BuLi hexane solution for 2 days to
attain the maximum Li content. By decreasing the n-BuLi
concentration, we successfully obtained Li0.5MoO2. The Li
content of Li0.5MoO2 and LiMoO2 was estimated to be
approximately 0.5 and 1.0, respectively, by referring to the
lattice parameters presented in a previous study [38]. For
LiMoO2, Li content was also estimated to be 0.98(2) from
the Rietveld analysis of synchrotron x-ray diffraction experi-
ments. Details of other experimental methods are summarized
in the Supplemental Material [39].
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FIG. 1. Rietveld analysis results of (a) Li0.5MoO2 and (b)
LiMoO2, obtained at room temperature. In Li0.5MoO2 data, ∼27%
of Li0.2MoO2 with a space group P21/c was identified as an impu-
rity. Insets indicate the crystal structures. Dotted ovals indicate the
preformed molybdenum dimers. Note that similar dimer patterns are
realized in LiMoO2 and MoO2.

Figures 1(a) and 1(b) show the Rietveld analysis of
Li0.5MoO2 and LiMoO2. The Rietveld analysis of MoO2 is
shown in the Supplemental Material [39]. While MoO2 and
LiMoO2 were successfully refined by assuming the same
monoclinic space group P21/c, an orthorhombic space group
P21212 was used to refine Li0.5MoO2. While the refined
crystal structures of MoO2 and LiMoO2 were consistent with
those reported before [40], the crystal structure of Li0.5MoO2

was identified in this study. Although the emergence of pre-
formed molybdenum dimers was identified in all the materials
measured, the dimer arrangements of Li0.5MoO2 were differ-
ent from those of MoO2 and LiMoO2. This indicates that the
dimer arrangement was changed twice during the lithium in-
tercalation. In Li0.5MoO2, the molybdenum dimers are located
away from the intercalated lithium ions probably due to the
Coulomb repulsion between periodically inserted lithium ions
and molybdenum dimers. After multiple structural phase tran-
sitions, similar dimer arrangements were restored in LiMoO2

with MoO2. The refined structural parameters are presented in
the Supplemental Material [39].

While the preformed molybdenum dimers commonly ap-
pear in these compounds, considerable differences exist in
the local structures. Figure 2(a) shows the averaged Mo-O
distances obtained from the six Mo-O bonds constituting the
MoO6 octahedron. Note that the averaged Mo-O distance is
kept almost constant up to the decomposition temperature
of ∼550 K for LiMoO2, as shown in Fig. 2(b). Compared
with MoO2 and Li0.5MoO2, the averaged Mo-O distance is
∼0.1 Å longer for LiMoO2. Considering lithium intercala-
tion inevitably changes the formal valence of molybdenum
from the 4+ to the 3+ side, one may consider that the
increase in the ionic radius of molybdenum ions is respon-

FIG. 2. (a) Average of the six Mo-O distances constituting the
MoO6 octahedron. (b) Temperature dependence of x-ray diffrac-
tion patterns of LiMoO2. (c) X-ray appearance near-edge structure
spectra for MoO2, Li0.5MoO2, and LiMoO2. (d) Mo-Mo distances
consisting of preformed dimers.

sible for the elongation. Note that the change in the formal
valence of molybdenum caused by the lithium intercalation
was confirmed from the molybdenum K-edge extended x-
ray-absorption fine-structure (EXAFS) experiment, as shown
in Fig. 2(c). The edge energy is shifted to the lower energy
side in the order of MoO2-Li0.5MoO2-LiMoO2, indicating
that the formal valence of molybdenum changes from the 4+
to the 3+ side via lithium intercalation. However, according
to Shannon ionic radii [41], the ionic radii of octahedrally
coordinated Mo3+ and Mo4+ are 0.69 and 0.65 Å, respec-
tively. The difference, 0.04 Å, is very small to explain why
the change of the averaged Mo-O distance reaches ∼0.1 Å.
Therefore, we expect that the Mo4d-O2p orbital hybridiza-
tion becomes weaker in LiMoO2 compared with MoO2 and
Li0.5MoO2. Conversely, the Mo-Mo distance of preformed
dimers becomes 0.03 Å shorter in LiMoO2 compared with
MoO2, as shown in Fig. 2(d), indicating that the molybdenum
dimers are enhanced in LiMoO2 compared with MoO2.

Next, we revisit the physical properties of these samples.
These results are basically consistent with the previous data
[37,42]. An almost temperature-independent Pauli paramag-
netism was observed for MoO2 and Li0.5MoO2 from the
magnetic susceptibility experiment [37]. Correspondingly, the
low temperature sintered samples of MoO2 and Li0.5MoO2

show a metallic conductivity down to the lowest temperature
measured [42]. However, a strong temperature dependence
appears in LiMoO2, as shown in Fig. 3(a). The observed
behaviors are qualitatively consistent with those previously
reported [37], although the origin of the strong temperature
dependence on LiMoO2 is yet to be clarified. When the band
structure near the Fermi surface has a characteristic shape,
temperature-dependent behavior occasionally appears even in
a Pauli paramagnetic metal. However, our low temperature
sintered sample of LiMoO2 showed no electrical conductivity
at room temperature [37]. This suggests that LiMoO2 is essen-
tially an insulator with a large charge gap and the temperature
dependence of the magnetic susceptibility is not derived from
the Pauli paramagnetism.

Because LiMoO2 is inherently an insulator, we can expect
that the antiferromagnetic or spin singlet state should be
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FIG. 3. (a) Magnetic susceptibility for MoO2, Li0.5MoO2, and
LiMoO2. H = 1 T was applied for collecting the data. For LiMoO2,
the data was fitted by the white dotted line using the equation for
isolated dimers [43]. (b) 7Li-NMR spectra obtained at 200 K for
magnetic fields of 2.0 and 4.0 T for LiMoO2. � f is defined as
the frequency shift measured from the reference frequency, � f =
f − γ H . Inset shows the simulated pattern of typical powder patterns
for −3/2 ↔ −1/2 (red), 3/2 ↔ 1/2 (yellow), and −1/2 ↔ 1/2
(blue) when I = 3/2. (c) Temperature dependencies on 7Li-NMR
spectra for LiMoO2. Inset shows the contour map of the intensity
at various temperatures. (d) Spin-lattice relaxation rate (1/T1) and
the Arrhenius plot with the function of 1/T1 = a exp(−�/T ) for
LiMoO2. The inset shows the temperature dependence of the stretch
exponent, β.

realized. To identify the magnetic ground state, 7Li-NMR
measurement of LiMoO2 was performed. The NMR spectrum
at 200 K displayed in Fig. 3(b) shows a relatively sharp central
peak on top of a slightly broader line. The latter corresponds
to the quadrupole satellite (±3/2 ↔ ±1/2) transitions, al-
though the line shape is quite different from the simulated
typical powder pattern shown in the inset. This is because
the quadrupole shift is very small, comparable with the width
of the central line which is likely to be determined by field-
independent nuclear dipole-dipole interactions. As shown in
Fig. 3(c) and its inset, the linewidth of the main peak is un-
changed when the temperature is reduced. These results show
that the ground state is not antiferromagnetic. The linewidth
of the satellite line slightly broadens with decreasing temper-
ature, which may be due to reduced mobility of lithium ions.
The spin-lattice relaxation rate, 1/T1, follows an activation
law as shown in Fig. 3(d), indicating the emergence of a spin
gap at low temperature. The size of the spin gap was estimated
to be approximately 800 K from the Arrhenius plot. The 1/T1

deviates from the activation law below ∼180 K, accompanied
by a moderate decrease of stretch exponent β from unity.
This is ascribed to the appearance of some inhomogeneous
spin-relaxation process such as the relaxation via impurity
spins or lithium motion.

As presented above, our experimental findings clearly in-
dicate that LiMoO2 is essentially an insulator with a spin
gap. Next, we discuss the origin of the spin gap from the
structural aspects. Compared with MoO2, the intradimer dis-
tance becomes shorter in LiMoO2. This indicates that the

FIG. 4. The electronic structures of LiMoO2 and MoO2. (a)–
(c) Schematics of the atomic orbitals composed of (a) σ , (b) π , and
(c) δ bonds. (d), (e) Schematics of the energy levels of the molecular
orbitals of a molybdenum dimer where the gap opens between the
δ and δ∗ orbitals (d) but two nearly degenerate levels appear when
the δ bonding is negligible (e). (f), (g) Calculated PDOSs for MoO2

(f) and LiMoO2 (g). (h) Calculated band dispersions (red lines)
compared with the tight-binding band dispersions obtained using
four dyz MLWFs (blue lines). GGA (U = 0 eV) is used for the
calculations in (f)–(h). (i) Intensity plot of the single-particle spectral
function calculated by the DMFT where we assume U = 1 eV.

preformed dimer is enhanced in LiMoO2. A possible scenario
is that hybridization of the π molecular orbital and O2p orbital
become weak in LiMoO2, while the π bond strengthens the
molybdenum preformed dimer. That is, the multiple bonds
comprising σ and π bonds are realized in LiMoO2, as shown
in Figs. 4(a) and 4(b). This bonding state is distinctly dif-
ferent from that in MoO2, where the π molecular orbital is
strongly hybridized with the O2p orbital, resulting in strong
electronic conductivity. Compared with MoO2, the averaged
Mo-O distance is apparently longer in LiMoO2, suggesting
weak hybridization of the π molecular orbital and O2p orbital.

LiMoO2 has d3 electrons, and two of the three electrons
contribute to the formation of σ and π bonds. Therefore, the
remaining third electron should produce the spin gap. Two
possible scenarios exist on the role of the third electron.

The first is that the third electron forms a δ bond, as shown
in Fig. 4(c), resulting in LiMoO2 becoming a band insulator
with a narrow gap between the δ and δ∗ orbitals, as shown
in Fig. 4(d). When the gap between δ and δ∗ orbitals is
narrow, electrons in δ orbitals can be thermally excited into δ∗
orbitals. The increasing numbers of thermally excited isolated
spins should produce strong temperature-dependent magnetic
susceptibility on heating. However, this scenario does not
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seem to happen. From the 7Li-NMR experiment, a spin gap,
relating to the singlet-triplet excitation, was estimated to be
approximately 800 K. If LiMoO2 is a narrow-gap band insula-
tor with a gap of approximately 800 K, the charge gap should
be consistent with the spin gap. Therefore, many carriers
should be thermally excited across the charge gap even at
room temperature, leading to a high electrical conductivity.
However, this critically contradicts our results. The charge gap
should be considerably larger than the spin gap.

The second is that the δ bonding is absent in LiMoO2,
while the third electron locates at the robustly surviving dyz

orbital, as shown in Fig. 4(e). In this scenario, LiMoO2 is
inherently a Mott insulator with the third electron localized
at each molybdenum site with a spin S = 1/2. On cooling, a
spin singlet is formed between the neighboring third electrons
localized on the preformed dimers. We can intuitively under-
stand that this can happen because the overlap between adja-
cent dyz orbitals should be very small, as shown in Fig. 4(c),
leading to the destabilization of δ-bond formation. If the dyz

orbitals robustly survive and form a dimer between localized
spins, it is expected that the magnetic susceptibility data can
be fitted using the equation of the isolated dimers. This fitting
was successfully done using the following equation [43]:

χ = Ng2μ2

kBT

1

3 + eJ/kBT
+ C

T
+ B,

where the second and third terms indicate the Curie impurity
and temperature-independent Van Vleck terms with χVV =
2.98(3) × 10−5 emu/mol. The estimated Curie constant of
C = 4.93(8) × 10−4 emu/mol Mo K implies the existence of
a tiny amount of paramagnetic impurities of less than 1% if
we assume a spin-1/2 moment. The effective magnetic mo-
ment is estimated to be gμ = 0.60(2)μB, which is apparently
smaller than the expected value. This possibly appears due
to the weak hybridization between the robust Mo 4dyz orbital
and surrounding O 2p orbitals, and/or spatially extended 4d
orbitals compared to 3d orbitals. The fitting gives the great
fit with J/kB ∼ 894 K, comparable to the estimated spin gap
of ∼800 K from NMR experiment. The difference may be
attributed to the narrow temperature window for fitting. This
result supports that the present material can be treated as an
isolated spin dimer model on a preformed dimer. The esti-
mated spin gap of approximately 800 K seems to be unusually
large for a spin S = 1/2 system, possibly because the shorten-
ing of the Mo-Mo distance caused by the preformed multiple
bonds strengthens the exchange interaction between spins. In
this scenario, the charge gap is expected to be considerably
larger than the spin gap because LiMoO2 is essentially a Mott
insulator over the entire temperature range.

Second, we elaborate on the electronic states of the rel-
evant materials from a theoretical perspective. Here, we ap-
plied the density functional theory (DFT) based on electronic
structure calculations and the dynamical mean-field theory
(DMFT) calculations [44]. For the DFT calculations, we used
the WIEN2K code [45] based on the full-potential linearized
augmented-plane-wave method. We present calculated results
obtained in the generalized gradient approximation (GGA)
for electron correlations with the exchange-correlation po-
tential of Ref. [46]. To improve the description of electron

correlations in the Mo 4d orbitals, we used a rotationally in-
variant version of the GGA + U method with double-counting
correction in the fully localized limit [47,48]. In the self-
consistent calculations, we typically use ∼12 × 12 × 12 k
points in the full Brillouin zone. Muffin-tin radii (RMT) of
1.54 (Li), 1.90 (Mo), and 1.74 (O) bohrs are used, and the
plane-wave cutoff of Kmax = 7.00/RMT is assumed.

The calculated results for the densities of states (DOSs)
are shown in Fig. 4(f) for MoO2 and in Fig. 4(g) for LiMoO2.
For MoO2, we find that the partial DOS (PDOS) projected
onto each 4d orbital of a Mo ion corresponds perfectly with
the previous work [36], where we note that, reflective of the
strong σ -bonding nature, the bonding (antibonding) state of
the dx2−y2 orbitals is located ∼2 eV below (above) the Fermi
level and the states from the dxz and dyz orbitals are located
around the Fermi level, resulting in the metallic nature of
the material. For LiMoO2, we found that the bonding (anti-
bonding) states of both the dx2−y2 and dxz orbitals are located
considerably below (above) the Fermi level, thereby allowing
the assumption that the low-energy electronic properties are
well described only by the dyz orbitals. Therefore, the standard
DFT calculations predict that LiMoO2 should be a metal;
however, this contradicts the result of the experiment.

As shown in Figs. 4(d) and 4(e), the insulating behavior
of LiMoO2 can be explained by the band-insulator and Mott-
insulator scenarios. In principle, the former may be justified
by the DFT band-structure calculations. This is particularly
the case when we introduce the on-site orbital potential U in
the GGA + U scheme; however, we find that the band gap
opens only if an unrealistically large value of U � 10 eV
is introduced. Therefore, we may conclude that the band-
insulator scenario is highly unlikely.

Because the Mott-insulator state cannot be described by
the DFT calculations, we apply the DMFT calculations [44],
using the DCore library [49] based on TRIQS [50,51]. The
Hubbard-I approximation is used for the impurity solver,
which is known to provide successful results in well-localized
systems [52–54]. For the calculations, we first create a tight-
binding band structure using four maximally localized Wan-
nier functions (MLWFs) [55,56], that corresponds well with
the DFT band structure, as shown in Fig. 4(h), indicating that
the low-energy electronic structure of this system is well de-
scribed by the four dyz orbitals of Mo ions. The calculated re-
sult for the single-particle spectra at U = 1 eV and T ∼ 300 K
in the DMFT is shown in Fig. 4(i) where we find that the band
gap of a size ∼0.5 eV is clearly visible, indicating that the
system is a Mott insulator. The gap size can be controlled by
adjusting the value of U . We note that using an elaborative
solver such as a continuous-time quantum Monte Carlo solver,
or a self-consistent DFT + DMFT calculation, can facilitate
more quantitative discussions on this material; however, this
is beyond the scope of this Rapid Communication.

Finally, let us verify the experimentally estimated spin gap
from a theoretical point of view. Based on the tight-binding
calculation results, we can estimate the hopping integral t
between nearest-neighbor Mo ions to be ∼0.2 eV. Assuming
that the experimentally obtained spin gap of 800–900 K,
corresponding to 0.069–0.078 eV, is consistent with the ex-
change interaction J based on the two-body model, we can
estimate the on-site Coulomb interaction U ∼ 2.06–2.32 eV
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through the function of J ∼ 4t2/U . This result is quite valid
considering that LiMoO2 is a 4d-electron system.

Thus, we can conclude that LiMoO2 is a hybrid cluster
magnet with the characters of molecular and atomic orbitals.
Although robust atomic orbital is a unique feature of LiMoO2

which cannot be found in ordinary cluster magnets, we can
expect such electronic states can be realized on other cluster
magnets as well when the outermost molecular orbital is
unstable. This realizes an unusual situation in which one
cluster possesses multiple independent spins, providing an
ideal platform to study isolated spin dimers physics.
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