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Understanding and controlling heat transfer across interfaces has become an important issue for the perfor-
mance of micro- and nanoscale electronics, as well as achieving a high figure of merit for thermoelectrics.
Intrinsic and extrinsic defects can have a significant impact on thermal transport in bulk materials and across in-
terfaces, but the mechanism is not well understood. In this work, nonequilibrium molecular dynamics simulations
are used to determine the impact of interfacial atomic vacancies on thermal transport across a Cu/Si junction.
In contrast to the reduction in thermal transport typically seen with bulk defects, we find that by introducing
atomic vacancies at a concentration of 6.3% near the interface in either or both materials, the interfacial thermal
conductance can be increased by up to 76%. By controlling the initial positions of the vacancies and keeping
track of their movements and population, we find that interfacial thermal transport is dependent on temperature,
vacancy concentration, and distribution, and a positive correlation between the conductance and point defect
activities (extent of vacancy migration, rate of Frenkel defect creation and annihilation) is observed. Further
calculations based on the phonon density of states and normal mode decomposition reveal that the increase
in interfacial thermal conductance originates primarily from high-frequency phonons, supported by enhanced
inelastic phonon transport which contributes to more than 60% of the increase. Our findings suggest a practical
way to manipulate inelastic phonon conversion through the presence of defects, which provides an alternative
perspective on improving thermal transport between materials with a large lattice mismatch.
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I. INTRODUCTION

The drive to make electronic devices as small and as dense
as possible has introduced challenges in thermal management
[1,2]. Enhancing heat dissipation has become critically impor-
tant for the function and performance of micro- and nanoelec-
tronics [3], whereas thermal insulation is essential for achiev-
ing a high figure of merit for nanoscale thermoelectrics [4,5].
At the nanoscale where the surface-to-volume ratio is high, the
microstructure of interfaces can dominate thermal transport
more than the properties of the bulk materials [6–9]. Hence
understanding how structural and chemical inhomogeneities
at the atomic level affect heat transfer across interfaces is
essential in the design of new materials and devices. Al-
though good progress has been made towards understanding
mechanisms of heat transfer across a wide range of simple
crystalline materials from metals to semiconductors to ionic
salts [10,11], significant challenges arise at interfaces due to
the complex scattering of phonons. Determining the factors
that impact heat transfer across interfaces is complicated
by the difficulties in experimental characterization of buried
interfaces [12], control of defects, and separation of bulk
from interface effects, as well as challenges in measurement
of nanoscale heat transfer such as determining the contact
area from asperities during mechanical contact or the impact
of grease [13–15]. Hence, atomistic simulations that provide
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detailed insight into the effects of interfacial structure, compo-
sition, and defects can play a key role in delineating the factors
affecting heat transfer and optimizing design of materials and
devices [16–18].

Much of the computational work to date has been per-
formed on clean, defect-free interfaces between materials
with lattice-matched heteroepitaxy such as Si/Ge [19–21],
GaAs/AlAs [22], and Ar/heavy-Ar [23]. These systems en-
abled study of fundamental properties of phonon transport
without strain, which in general has found that interfacial ther-
mal conductance increases with increased interfacial bonding
strength [24–26], temperature [19,21], overlap of phonon den-
sity of states (PDOS) [19,27], and inelastic scattering [21,23].
Recent simulations and experimental work representing more
realistic materials with mismatched lattices [28], disorder
[29], and rough interfaces [30–33], however, indicated that
phonon transport was more complex than simple trends would
suggest. Overlap of PDOS is not always predictive [34], and
roughness or disorder can either increase [28,33,35–37] or de-
crease [30–32,38–40] interfacial thermal transport depending
upon structural details.

The impact of defects on thermal transport is even less un-
derstood, though they occur in virtually all materials. Experi-
mental work has been limited, but underscores that the impact
of defects on thermal transport is significant [41]. Early stud-
ies by Walker and others in 1963 indicated that point defects
introduced new phonon modes in both optical and acoustic
branches that could not be explained by simple Rayleigh
scattering [42]. This impact has also been observed across a
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wide range of systems from two-dimensional graphene [43],
graphene/BN interfaces [44,45], and MoS2 layered systems
[46], to Al/Si interfaces with roughness and oxidation layers
[47], and to ion implanted Si and amorphous SiOC:H/SiC:H
interfaces [48,49]. In general, shorter-wavelength phonons
are more sensitive to the presence of defects than longer
wavelengths, and the presence of defects reduces thermal
conductivity. For the ion implantation experiments, however,
Scott et al. determined that point defects from Si cation ion
implantation in Si decreased thermal conductivity, particularly
if the local induced strain was high [48], whereas Gorham
et al. [50] observed that proton irradiation increased thermal
conductance across an Al/native oxide/Si interface, likely
due to the ion beam causing increased interfacial mixing.
Hence the impact of the defects depends on many factors,
including the type of defects and their distribution in the
material.

Given the range of structures and variations in experimen-
tal results for the impact of defects on interfacial thermal
conductance, systematic computational investigations are par-
ticularly valuable to gain insight into the underlying lattice
vibration-defect coupling mechanisms. In 1955 Klemens per-
formed foundational theoretical work on a simple cubic lattice
to determine the frequency dependence of elastic scattering of
phonons by lattice points, dislocations, and grain boundaries
[51]. Additional investigations on bulk dislocations [28], grain
boundaries [52–54], and vacancies [43,55] indicated that there
was a dependence on mode and frequency for how phonons
interact with defects, but with considerable variation from
system to system and the type of defect. Despite this progress
on bulk defects, detailed understanding of the impact of
defects on interfacial thermal transport, and their relationships
with the underlying phonon-defect scattering mechanisms, is
still lacking.

In this study, we focus on one type of point defect, va-
cancies at the interface, to identify their relationship with
interfacial thermal transport. Cu/Si interfaces are chosen as
they are representative of realistic junctions with wide tech-
nological applications. Vacancies are arranged systematically
across a range of concentrations, distributions, and locations
at or near the interface in either or both materials. We utilize
classical nonequilibrium molecular dynamics (NEMD) simu-
lations to calculate the Kapitza resistance across the interface
at 150 and 350 K, as it is a powerful technique to under-
stand thermal transport integrated over all vibrations [56].
NEMD intrinsically includes all the phonon scattering mecha-
nisms, both elastic and inelastic, and predicts reasonable ther-
mal properties with well-developed interatomic potentials.
The classical phonon occupation in NEMD deviates from
quantum-mechanical theory, but can still provide reasonable
predictions which can be further refined by corrections [57].
A deeper understanding of phonon-defect scattering mecha-
nisms, however, requires deconvolution to determine phonon
transport as a function of frequency. Hence spectral analysis
is employed to delineate the impact of temperature, vacancy
distribution, and frequency on the transport of phonons across
the interface. It should be noted that we are considering
thermal transport due to phonons only, and not electrons as
their thermal conductivity in pure Si is negligible. While Cu
electrons participate in interfacial thermal transport through
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FIG. 1. Illustration of the simulation domain.

electron-phonon coupling [58,59], there is no consensus as
to whether they can directly transfer energy to the dielectric.
Therefore we focus on the phonon interfacial transport in this
work.

II. METHODOLOGY

A schematic of the NEMD computational system is shown
in Fig. 1. The structure is periodic in three dimensions and
a one-dimensional heat transfer simulation is set up using
the LAMMPS package [60], with heat flow perpendicular to
the interface. The Cu and Si blocks join through their (100)
planes. The Cu block is 72 unit cells long (lattice constant
a = 3.61 Å) while the Si block is 48 unit cells long (a =
5.45 Å), forming a 50-nm-long system with two materials of
approximately the same length. The cross-section area of the
simulation box, which is parallel to the interface, consists of
12 × 12 Cu unit cells or 8 × 8 Si unit cells, so that mismatch
is small (Si is 0.6% larger than Cu) to minimize interfacial
strain. The 12 × 12 unit cells in the Cu boundary, which is the
layer of unit cells directly adjacent to Si, contain 576 atoms,
out of which 288 are in the boundary atomic layer (termed
CuL1). The 8 × 8 unit cells in the Si boundary contain 512
atoms, out of which 128 are in the boundary atomic layer
(termed SiL1). The cross-section dimensions are large enough
to eliminate finite size effects, as they are four times the 4 × 4
Si unit cell area demonstrated to be sufficient by Landry and
co-workers [30]. The length dependence of the interfacial
thermal transport still exists, but extension to other lengths
can readily be made using the linear extrapolation method
introduced by Schelling et al [61].

Atomic vacancies are created by removing atoms from the
boundary atomic layer in either or both materials. We examine
both regularly and randomly distributed vacancies. The inter-
facial vacancy concentration nv is defined as the ratio of the
number of removed atoms to the total number of atoms in the
boundary unit cells. For the orderly patterns, we choose three
different nv’s, 0.015625 (1/64), 0.03125 (1/32), and 0.0625
(1/16), which allow us to place the initial vacancies evenly in
the cross-section atomic plane. For Cu vacancies, nv = 1/64
corresponds to 9 atoms removed from 288 atoms in CuL1 (one
vacancy in every 4 × 4 boundary unit cells, with even spacing,
as is shown in Fig. 2). This configuration is termed Cu1/64-reg.
Similarly, nv = 1/32 and nv = 1/16 correspond to 18 and
36 atoms removed, respectively (one vacancy in every 4 × 2
and 2 × 2 boundary unit cells). For Si vacancies, nv = 1/64
corresponds to 8 atoms removed from 128 atoms in SiL1 (one
vacancy in every 4 × 2 boundary unit cells, even spacing, as
is shown in Fig. 3). nv = 1/32 and nv = 1/16 correspond
to 16 and 32 atoms removed, respectively (one vacancy in
every 2 × 2 and 2 × 1 boundary unit cells). We find that larger
values of nv will induce dramatic vacancy aggregation to form
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FIG. 2. Visualization of the regularly spaced interfacial point defects in Cu. Green dots represent vacancies and orange dots represent
interstitials. (b) The defect-free boundary atomic layer is shown as a reference, where Cu atoms are colored red. Initially (t = 0) only vacancies
exist, but as the simulation proceeds (t > 0) Frenkel defects can be excited during the evolution. (c) Cu1/64-reg, t = 0; (d) Cu1/64-reg, 150 K,
t > 0; (e) Cu1/64-reg, 350 K, t > 0; (f) Cu1/32-reg, t = 0; (g) Cu1/32-reg, 150 K, t > 0; (h) Cu1/32-reg, 350 K, t > 0; (i) Cu1/16-reg, t = 0; (j) Cu1/16-reg,
150 K, t > 0; (k) Cu1/16-reg, 350 K, t > 0. It should be noted that for the Cu1/64-reg case at 150 K vacancies do not move.

voids, resulting in porous materials which we do not consider
here. In addition, two special cases of orderly Si defects are
shown in Fig. 4, where nv remains 1/32, but the vacancies are
arranged differently. In one of those cases, the defects are in a
more concentrated arrangement (Si1/32-conc) with one vacancy
in every 4 × 1 boundary unit cells. In the other special case,
the vacancies are arranged in a regular distribution but in the
third layer (L3) from the interface instead of the first, which is
termed Si1/32-L3. Randomized patterns are done with the same
respective nv’s accordingly. The range of nv in our study is
large with respect to typical bulk concentrations in Si and Cu,
but vacancies and roughness at an interface can be influenced
by manipulating concentrations and temperature in surface
growth techniques such as molecular beam epitaxy. In addi-
tion, the larger concentration enables determination of trends
with a reasonably sized system and feasible computation
time.

The modified embedded atomic method (MEAM) potential
of Jelinek et al. is used for all pairwise and many-body

atomic interactions [62]. The bulk Si phonon spectrum, as
demonstrated later in this study, is stretched and the cutoff
frequency (26 THz) is overpredicted by 10 THz (compared
with a cutoff of approximately 16 THz as measured by
experiments [63], predicted by simulations using the Tersoff
potential [64], and first-principles calculations [65]). This will
lead to an overestimated population and thermal conductance
of high-frequency Si phonons that must be considered during
analysis. The impact of this overestimation is quantified in the
results section. Even so, the MEAM potential can reproduce
the surface and point-defect formation energies of Cu and
Si with excellent accuracy, especially the Cu-Si interaction
including point-substitution energy that is missing in other
potentials such as the Tersoff. All these are important for
modeling interfaces with defects; therefore, we select the
MEAM potential.

Initially the system, periodic in all three dimensions, is
relaxed in a constant number of atoms, pressure, and tem-
perature (NPT) ensemble for 100 ps under zero pressure at
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FIG. 3. Visualization of the regularly spaced interfacial point defects in Si. Cyan dots represent vacancies and magenta dots represent
interstitials. (b) The defect-free boundary atomic layer is shown as a reference, where Si atoms are colored blue. (c) Si1/64-reg, t = 0; (d) Si1/64-reg,
150 K, t > 0; (e) Si1/64-reg, 350 K, t > 0; (f) Si1/32-reg, t = 0; (g) Si1/32-reg, 150 K, t > 0; (h) Si1/32-reg, 350 K, t > 0; (i) Si1/16-reg, t = 0; (j)
Si1/16-reg, 150 K, t > 0; (k) Si1/16-reg, 350 K, t > 0.
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FIG. 4. The two special cases for regular Si interfacial point defects: Si1/32-conc, with (a) t = 0, (b) 150 K, t > 0, and (c) 350 K, t > 0, and
Si1/32-L3, with (d) t = 0, (e) t = 0, (f) 150 K, t > 0, and (g) 350 K, t > 0.
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the initial temperature (150 or 350 K). Then atoms in a
region of 10 Å at both ends of the simulation domain are
fixed to break periodicity in the heat transfer direction, and
heat is inserted into a region of 15 Å adjacent to the fixed
end of Cu while it is extracted in a region of the same size
next to the fixed end of Si, forming a constant heat flux of
6.7 × 109 W/m2. It is noteworthy that the heat flux is large in
order to generate distinct temperature differences across the
interface for more facile analysis, which is consistent with
other similar works [58,59]. The simulation then proceeds in
a constant number of atoms, volume, and energy (NVE) en-
semble for 2 ns to reach steady state. Temperature is averaged
and recorded every 10 Å along the heat transfer direction,
from which the interfacial thermal transport efficiency is
evaluated.

III. RESULTS AND DISCUSSION

A. Defect dynamics: Vacancy migration and creation
and annihilation of Frenkel pairs

When conducting molecular dynamics (MD) simulations
with defects, it is important to examine the mobility and
populations of the defects during the simulation to ensure
consistency. By applying Wigner-Seitz cell analysis to the
defect region, we visualize the locations of the point defects.
Here we present the ordered defect cases in Figs. 2–4, taking
advantage of their neat patterns. Before the simulation starts,
only vacancies (green for Cu vacancy, cyan for Si vacancy) are
present. As the simulation proceeds, three types of activities
are observed: migration of the vacancies, and creation and
annihilation of Frenkel defects which are vacancy-interstitial
pairs caused by the displacement of an atom from its equilib-
rium position (orange for Cu interstitial, magenta for Si inter-
stitial). The value of (Nvacancy − Ninterstitial ) is conserved, where
N refers to the total number of point defects, and therefore
nv during the simulation is constant. Since no more than one
vacancy is generated within one boundary unit cell in each
material, the vacancies can migrate between different lattice
points. The distance of the migration depends on the am-
plitude of the lattice vibrations, which becomes greater with
increasing temperature. In addition, creation and annihilation
of Frenkel pairs are observed, especially near Si vacancies
(Fig. 3). This is because the Cu atoms are attracted to fill the
Si boundary vacancies, since Cu is a “softer” material than Si,
namely, bonding in Cu is not as strong or directional as in Si
(the cohesive energies are 4.63 eV for Si and 3.54 eV for Cu
[62]). In addition, the Si vacancy formation energy is 3.27 eV,
which is greater than the sum of Cu vacancy formation energy
(1.1 eV) and the formation energy of point substitution with
Cu in Si (1.9 eV), indicating that it is favorable to fill Si
vacancies with Cu atoms, but not the reverse [62]. At 150 K
with nv = 1/64 and 1/32, the Si Frenkel pairs at multiple
vacancy sites are more inclined to be excited simultaneously
then annihilate together [Figs. 3(d) and 3(g)]. Some general
trends can also be observed: for Cu-vacancy cases, at 150 K
vacancies generally stay near their original positions, while
they become slightly more active at higher nv with longer-
distance migration and more Frenkel-pair creation [Figs. 2(d),
2(g), and 2(j)]. At 350 K the movements have a greater

extent and there are more frequent changes in population,
but the original patterns are still visible [Figs. 2(e), 2(h), and
2(k)]. The Si-vacancy cases show the same trends with more
dramatic activities. Random vacancies follow the same trends,
with fluctuating observations due to the irregular distributions
of point defects.

B. Interfacial thermal conductance

The interfacial thermal transport performance is evaluated
by the thermal boundary conductance GBd , which is the in-
verse of the Kapitza resistance or thermal boundary resistance
RBd [66]:

GBd = 1

RBd
= J

�TBd
, (1)

where J is the heat flux (unit: W/m2) and �TBd is the temper-
ature difference at the boundary. Considering that the cases
we study have different thicknesses for the defect regions,
a uniform effective interfacial thermal conductance Gint is
defined by directly extrapolating to the interface the linear
temperature profiles from the bulk phases, as is shown in
Fig. 5(a):

Gint = J

�Tint
. (2)

Consequently �Tint is measured with the extrapolated tem-
perature profiles, and all impacts from the vacancies are
incorporated into Gint, which is listed in Table I. For an
ideal Cu/Si interface without vacancies, we obtain Gint’s of
0.144 GW/m2K at 150 K and 0.193 GW/m2K at 350 K.
The results agree with previous reported values from MD
by Cruz and co-workers using similar potentials [67] and are
consistent with the diffuse mismatch model prediction using
the full first-Brillouin zone [68].

The change in Gint is represented by �Gint, which is
calculated for each case by comparing Gint with that of the
ideal interface at the same temperature. Vacancy concentra-
tion and distribution are shown to have a great impact on
Gint. Generally, Gint increases with the concentration of Si
vacancies by up to 76%, while roughly staying the same for
Cu cases. A straightforward explanation, combined with the
aforementioned defect dynamics, is that stronger interfacial
bonds are induced by the Si vacancies. They can attract Cu
atoms to their sites, leading to strong atomic reconstruction
in both materials and significant atomic intermixing, but the
reverse does not occur. Si atoms do not fill vacancies in
Cu, consistent with the higher cohesive energy and vacancy
formation energy in Si compared with Cu. Regular vacancy
patterns generally induce larger �Gint than do random va-
cancies. This can be explained using the results of one of
the special Si cases: by comparing Si1/32-conc with Si1/32-reg,
it is found that scattered vacancies are better for interfacial
thermal transport, as clustered vacancies tend to form local
voids which reduce the effective contact area. This explains
the lower �Gint in the random-pattern cases since they in-
clude clustered vacancies. If random vacancies are present
in both materials, the trend is dominated by that of Si with
Gint increasing by up to 57.8%. By comparing the Si1/32-L3

and Si1/32-reg cases, we also find that vacancies exactly at
the boundary are better for interfacial thermal transport than
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FIG. 5. Temperature profiles and visualization of the Cu/Si interface from the Si1/32-reg case at 150 K.

those that are not. A straightforward understanding is that Si
vacancies even slightly removed from the interface are not
able to induce enough interfacial intermixing. Moreover, they
will introduce anharmonicity which increases the phonon-
scattering rate in the bulk and hinders phonon transport.
Still an enhanced Gint compared to the ideal interface is
observed, because some of the vacancies will migrate to the
boundary and partially recover the condition of the Si1/32-reg

case [Fig. 4(f)]. The effect of temperature is also significant,
as �Gint at 150 K is generally 5–50 % lower than that at
350 K for the same initial defect configurations. Here we find
a positive correlation between defect dynamics and �Gint:
when the point defects have longer migration paths and more
frequent changes in population, as occurs with higher nv ,

higher temperature, and Si vacancies rather than Cu vacancies,
a larger �Gint is also observed.

C. Phonon density of states analysis

The phonon frequencies and density of states at the inter-
face can provide insight into the mechanisms of interfacial
heat transfer and the basis for the enhancement. Again, it is an
advantage of MD simulations that all phonons are expressed,
even for irregular structures at an interface. The PDOS is
extracted by recording atomic velocities during the simulation
and then applying the following autocorrelation technique

TABLE I. The effective Gint and PDOS overlap factors Sac and S by Li et al. [71]

150 K 350 K

Vacancy Gint Gint

concentration (GW/m2K) �Gint Sac S (GW/m2K) �Gint Sac S

Ideal 0.144 0.252 6.05 × 10−14 0.193 0.245 5.56 × 10−14

Regular Cu 1/64 0.145 0.3% 0.265 5.96 × 10−14 0.194 0.2% 0.239 5.56 × 10−14

1/32 0.144 −0.6% 0.254 5.87 × 10−14 0.195 0.8% 0.287 5.92 × 10−14

1/16 0.146 1.3% 0.287 6.20 × 10−14 0.237 22.5% 0.234 5.33 × 10−14

Si 1/64 0.209 44.7% 0.282 5.98 × 10−14 0.250 29.1% 0.250 5.48 × 10−14

1/32 0.253 75.3% 0.274 5.65 × 10−14 0.340 76.0% 0.288 5.86 × 10−14

1/32-conc 0.179 23.6% 0.299 6.16 × 10−14 0.289 49.6% 0.234 5.12 × 10−14

1/32-L3 0.150 3.6% 0.348 6.55 × 10−14 0.216 11.6% 0.310 5.83 × 10−14

1/16 0.223 54.1% 0.288 5.95 × 10−14 0.318 64.4% 0.294 5.96 × 10−14

Random Cu 1/64 0.140 −3.3% 0.273 6.24 × 10−14 0.196 1.4% 0.236 5.50 × 10−14

1/32 0.144 −0.6% 0.290 6.35 × 10−14 0.189 −2.5% 0.270 5.91 × 10−14

1/16 0.146 1.3% 0.327 6.66 × 10−14 0.188 −2.6% 0.287 5.80 × 10−14

Si 1/64 0.152 5.0% 0.334 6.54 × 10−14 0.220 13.7% 0.262 5.61 × 10−14

1/32 0.149 3.3% 0.360 6.54 × 10−14 0.238 23.2% 0.290 5.82 × 10−14

1/16 0.195 35.0% 0.396 6.50 × 10−14 0.332 71.7% 0.275 5.52 × 10−14

Both 1/64 0.154 6.5% 0.332 6.54 × 10−14 0.204 5.3% 0.302 5.92 × 10−14

1/32 0.152 5.1% 0.344 6.56 × 10−14 0.216 11.6% 0.271 5.76 × 10−14

1/16 0.189 30.5% 0.362 6.18 × 10−14 0.305 57.8% 0.267 5.42 × 10−14
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(a) (b)

(c) (d)

FIG. 6. (a) Illustration of the interfacial regions and “three inter-
faces” formed between bulk Cu and interfacial Cu, interfacial Cu and
interfacial Si, interfacial Si and bulk Si, respectively. The snapshot
of the structure is taken from the steady state of the ideal interface at
350 K; note that not all the boundary unit cells in the cross section
are shown. The PDOS overlap of the three interfaces, (b) RCu, (c) Rint ,
and (d) RSi, are shown.

[69,70]:

Dαβ (ω) =
∫ τ

0
�αβ (t ) cos(ωt ) dt, (3)

where

�αβ (t ) =
〈∑Nαβ

iαβ=1 viαβ
(t )viαβ

(0)
〉

〈 ∑Nαβ

iαβ=1 viαβ
(0)viαβ

(0)
〉 . (4)

Here D(ω) refers to the PDOS, t is time, ω is phonon angular
frequency, i is the atomic index, α is the atom type, β is the
region to which the atom belongs, Nαβ is the total number
of α atoms in the β region, and v is the vector velocity of
atoms. Equation (3) is done over a period of time τ from
the simulation, which is ideally infinity. In our simulation we
choose τ to be 50 ps, which equals a time step of 0.125 fs
multiplied by 4 × 105 steps.

As demonstrated by previous studies, interfacial thermal
conductance strongly depends on the overlap of PDOS from
the interfacial regions of the two materials [35,71–73]. The
size of these regions is determined by identifying how far from
the interface the PDOS exhibits bulk character. In our system
the interfacial regions were determined to be three layers of
Cu unit cells and two layers of Si unit cells (10.8 Å thick) as
shown in Fig. 6(a). In principle there is an additional interface
between the bulk and this interfacial region in each material
for a total of three interfaces in the system, each with their
corresponding thermal resistance (Fig. 6). Fortunately, with
a well-defined interfacial region, the resistance between the
bulk and this region within a material is typically negligible
compared to the thermal boundary resistance RBd between
two materials [73], which is demonstrated by the trivial tem-
perature profile nonlinearity near the interface compared with
�Tint in Fig. 5(a).

FIG. 7. Relationship between Gint and Sac. The 150 K cases
(solid symbols) show excellent linear correlation except for several
cases where point defects are present in Si. The 350 K cases (open
symbols), on the other hand, show poor correlation.

Various methods have been proposed to quantify the over-
lap [35,71,73]. To facilitate comparisons, we desire an overlap
factor that can be normalized to the same scale between zero
and 1. Hence we define a new overlap factor Sac, inspired by
Li’s work and the concept of cross correlation [71]:

Sac =
∣∣∫ ∞

0 Dα (ω)Dβ (ω) dω
∣∣2∫ ∞

0 D2
α (ω) dω

∫ ∞
0 D2

β (ω) dω
. (5)

Compared with the original S from Ref. [71],

S =
∫ ∞

0 Dα (ω)Dβ (ω) dω∫ ∞
0 Dα (ω) dω

∫ ∞
0 Dβ (ω) dω

, (6)

our Sac provides normalized comparisons on a uniform scale.
If Eq. (5) is applied to the same material, Sac becomes unity,
which represents the largest possible overlap, and the con-
ductance is infinity. The Sac’s of the two interfacial regions
for different cases are shown in Fig. 7 and listed in Table I,
with the original S also listed for comparison. Generally the
two factors predict similar trends, with limited discrepancies
at high temperature or large nv . It is again noteworthy that
while the MEAM potential captures the Cu PDOS accurately
(cutoff at 7.5 THz for bulk), the Si phonon frequency is
overpredicted. Still the Si PDOS is qualitatively correct repre-
senting a diamond-structured material, and the trends we learn
should still be applicable to mismatched interfaces between
materials of face-centered cubic and diamond structures.

D. Elastic and inelastic phonon scattering

As can be seen in Fig. 7, the relationship of Gint versus
Sac is complex. At 150 K for both orderly and random atomic
vacancies Gint and Sac align well into a linear relationship.
At 350 K, most of the Cu-vacancy cases still align into a
linear correlation, with one exception which has a relatively
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FIG. 8. (a) The normalized spectral heat flux accumulation and corresponding PDOS in the Cu/Si boundary unit cells, comparing the
(a) Si1/32-reg and ideal cases at 350 K, (b) Cu1/32-reg and ideal cases at 350 K, (c) Si1/32-reg and ideal cases at 150 K, and (d) Cu1/32-reg and ideal
cases at 150 K.

large nv of 1/16. These trends are consistent with the findings
from previous studies for defects at graphene/boron nitride
interfaces [44,45]. Several exceptions to the linear correlation,
however, are observed for the Si-vacancy cases. Gint for all
the Si cases can change significantly even though the over-
lap of the PDOS remains relatively the same, resulting in
a random-appearing scatter. The linear correlation becomes
poorer as nv and temperature increase. Figures 2 and 3 also
reveal that only the cases with less defect activities and
lattice deformation fall into the linear correlation. Hence it
becomes clear that Sac cannot account for the change of Gint

in all cases. The PDOS overlap, given that it is obtained
by correlating PDOS at the same frequencies, constitutes
elastic scattering. Hence we postulate that inelastic phonon
transport, which becomes more significant at higher temper-
ature and with greater anharmonicity, is important for inter-
facial thermal transport and causes a majority of the increase
in Gint .

We first look at the spectral phonon population n(ω) in the
Si boundary unit cells, because Si phonons with a frequency
beyond the Cu cutoff must originate from inelastic phonon
transport. In classical MD, phonons follow the equipartition
of energy distribution, where the total energy for each phonon
mode equals kBT [74]. The occupation of each mode is
determined by 〈nλ〉 = kBT/h̄ωλ, where λ denotes the phonon
mode, and kB and h̄ are the Boltzmann and Planck constants,
respectively. As a result, n(ω) at a given temperature is pro-
portional to D(ω)/ω. If PDOS remains constant, the relative

phonon populations at different frequencies become tempera-
ture independent: n(ω1)/n(ω2) = D(ω1)ω2/(D(ω2)ω1). This
will lead to overprediction of high-frequency phonon popula-
tions especially at low temperatures, which, together with the
stretched Si phonon spectrum, is discussed later. The PDOS
curves are plotted in Fig. 8. Here we divide the Si phonon fre-
quency into four ranges, then all phonons beyond 7.5 THz (Cu
cutoff) are from inelastic scattering. Phonons below 7.5 THz
can either originate from elastic or inelastic scattering, and
for simplicity we label it as “elastic.” The values of n(ω)
in Table II are normalized to become fractions of the entire
population; thus cases from different temperatures are directly
comparable. A comparison between the ideal cases clearly
reveals a relatively higher inelastic phonon population at
350 K, which is consistent with previous findings that inelas-
tic scattering becomes more significant at high temperatures
[75–79]. The Si1/32-reg cases have a higher portion of phonon
population in the inelastic range than their respective ideal
cases at both temperatures, which also applies to the Cu1/32-reg

case at 150 K. This indicates that defects introduce more
inelastic phonon scattering at the interface in these three cases,
which is mainly manifested by phonons from 7.5 to 13.7 THz.
The Cu1/32-reg case at 350 K, on the other hand, surprisingly
shows an increased phonon population below 7.5 THz. A
closer look at its PDOS reveals that this is mostly contributed
by the increase of phonons below 2.3 THz. Still, the spectral
phonon population alone cannot fully explain the enhanced
Gint, since the interfacial conductance also depends differently
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TABLE II. Spectral phonon population of the Si boundary layer. The total n is normalized to unity with arbitrary units.

“Elastic”
Inelastic

Phonon Frequency f (THz) 0–7.5 7.5–13.7 13.7–19.8 19.8–26

350 K
∑

n( f ) Ideal 0.683 0.147 0.080 0.090
68.3% 31.7%

Si1/32-reg 0.660 0.168 0.082 0.090
66.0% 34.0%

Cu1/32-reg 0.758 0.105 0.066 0.072
75.8% 24.2%

�
∑

n( f ) Si1/32-reg −3.2% 14.1% 2.1% 0.3%
Cu1/32-reg 11.1% −29.1% −18.5% −20.9%

150 K
∑

n( f ) Ideal 0.762 0.111 0.057 0.070
76.2% 23.8%

Si1/32-reg 0.730 0.134 0.066 0.070
73.0% 27.0%

Cu1/32-reg 0.731 0.137 0.061 0.072
73.1% 26.9%

�
∑

n( f ) Si1/32-reg −4.1% 21.0% 15.5% −1.3%
Cu1/32-reg −4.1% 23.4% 6.7% 2.1%

on different phonon modes. Therefore a direct analysis of the
spectral heat flux is also necessary.

The interfacial phonon modal heat flux can be quantified
based on normal mode decomposition. The MD expression of
heat flux (unit W/m2) is given by

J =
〈∑

i

(Eivi − Sivi )

〉/
V, (7)

where i refers to the atomic index, E is the total energy
(potential and kinetic), S is the Cauchy stress tensor, and V
is the total volume [80–82]. Equation (7) can be extended to
calculate the phonon modal heat flux using the time domain
direct decomposition method (TDDDM) developed by Zhou
et al. [83]. First, we need to acquire the atom-projected
phonon normal mode amplitude:

	 jl,k,ν,t =
(mj

N

)0.5
e∗

j,k,ν exp(−ikr jl )u jl,t , (8)

where ν refers to the phonon branch, k and r are the tra-
jectories in the reciprocal and real space, respectively, j and
l refer to the jth basis atom in the lth unit cell, m is the
atomic mass, N is the total number of unit cells, u is the
vector atomic displacement, t is time, and e∗ is the complex
conjugate of the corresponding phonon eigenvector. Equation
(8) decomposes atomic displacements into phonon modal
contributions and projects them onto the reciprocal space. The
reverse transformation of the time derivative of Eq. (8) gives
the atomic velocity contributed by each phonon mode:

v jl,k,ν,t = 1

(Nmj )0.5
e j,k,ν exp(ikr jl )	̇ jl,k,ν,t . (9)

If done correctly, summing Eq. (9) over all the phonon wave
vectors and branches should reproduce the atomic velocities.
Then by combining Eqs. (7) and (9), the phonon modal heat

flux can be expressed as

Jk,ν =
∑

jl

〈
1

(Nmj )0.5
[Ejl,t e j,k,ν exp(ikr jl )	̇ jl,k,ν,t

− S jl,t e j,k,ν exp(ikr jl )	̇ jl,k,ν,t ]

〉/
V. (10)

Similar to Eq. (4), the TDDDM is applied to specific groups
of atoms defined in the MD simulation. To best illustrate the
interfacial phonon transport, we use the boundary Cu and Si
unit cells. Due to the boundary atomic reconstruction and
specific interfacial vacancies present in our study, the con-
ventional phonon eigenvectors derived from the bulk phase
dynamical matrix do not apply [20,84]. Therefore we treat
the entire single layer of boundary Cu (or Si) unit cells as a
single supercell, and regard each atom inside the region as
a distinct basis atom. Then the dynamical matrix and phonon
eigenvectors are calculated at the � point, and are then applied
in Eq. (10) to calculate Jk,ν . It should be noted that our ex-
pression of Jk,ν is different from the original equation derived
by Zhou and co-workers in Ref. [83]. Instead of using the
convoluted normal node amplitude 	k,ν,t , we further project it
onto each atom as is shown in Eq. (8). This allows us to obtain
detailed atomwise heat flux decomposition, which is more
suitable for our interfacial regions with broken symmetry. The
original expression, which incorporates contributions from all
atoms and effectively collapses them into a single unit cell for
analysis, is on the other hand a viable option when applied
to the bulk phase of materials where all unit cells behave
similarly when the observation is averaged over a long time.

Here we present the comparison among three cases,
Si1/32-reg, Cu1/32-reg, and the ideal interface, as they are most
representative with Si1/32-reg having the largest �Gint while
Cu1/32-reg has almost unchanged Gint at 350 K. The cor-
responding cases at 150 K are also shown for reference.
For the Cu supercell, there are 558 or 576 atoms in the
12 × 12 boundary unit cells depending on whether vacancies
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TABLE III. Elastic and inelastic contributions to the Gint , and their respective increases. The unit of Gint is GW/m2K.

“Elastic”
Inelastic

Phonon frequency, f (THz) 0–7.5 7.5–13.7 13.7–19.8 19.8–26

350 K Gint ( f ) Ideal 0.080 0.045 0.056 0.012
41.6% 58.4%

Si1/32-reg 0.134 0.097 0.038 0.071
39.4% 60.6%

Cu1/32-reg 0.080 0.047 0.042 0.026
41.2% 58.8%

�Gint ( f ) Si1/32-reg 66.7% 119.2% −32.8% 476.7%
36.5% 63.5%

Cu1/32-reg 0.1% 6.3% −26.2% 112.0%
0.8% 99.2%

150 K Gint ( f ) Ideal 0.055 0.033 0.031 0.025
38.4% 61.6%

Si1/32-reg 0.096 0.065 0.049 0.043
37.9% 62.1%

Cu1/32-reg 0.052 0.035 0.031 0.026
36.1% 63.9%

�Gint ( f ) Si1/32-reg 72.8% 99.6% 55.3% 74.0%
37.2% 62.8%

Cu1/32-reg −6.5% 7.1% −2.8% 5.4%
−421.0% 321.0%

are present or not, resulting in 1674 or 1728 phonon modes
sampled at the � point. The Si counterpart has 496 or 512
atoms in the 8 × 8 boundary unit cells, equivalent to 1488 or
1536 phonon modes. The calculation of Eq. (10) is done over
a simulation time of 12 ns to ensure convergence. It should
be noted that atomic movements (Figs. 2–5) near the interface
due to structure deformation may potentially undermine the
accuracy of normal mode decomposition, which assumes
small displacements of atoms from equilibrium positions.
However, we average the atomic trajectories over a suffi-
ciently long time, which smooths out the inaccuracies due to
occasional large displacements and yields reasonable results.
The spectral heat flux accumulation is shown in Fig. 8. It can
be seen that for the defected interfaces, the spectral J differs
depending on the vacancy distribution and temperature.

Comparing the Si1/32-reg case with the ideal interface at
350 K [Fig. 8(a)], it is apparent that the Si spectral heat flux
differs significantly; namely, there is an obvious increase in
the conduction of high-frequency phonons. Both cases show
that Si phonons below 14.3 THz carry 69.5% of the total
J , though the detailed spectral distributions are different. At
the ideal interface, 99% of the remaining 30.5% heat flux is
transferred by phonons from 14.3 to 20.5 THz. However, in
the Si1/32-reg case phonons in the same frequency range only
transfer another 10%, and the remaining 20.5% is carried by
phonons above 20.5 THz. In contrast to the Si vacancies, Cu
vacancies in the Cu1/32-reg case have much less effect on the
Si spectral heat flux [Fig. 8(b)]. Even so, at 350 K Si phonons
above 20.5 THz carry an additional 8% of the total J with
Cu vacancies, indicating the defects’ impact is not localized
to the material they are intrinsic to. Similarly the Cu spectral
heat flux is affected by Si vacancies, which is especially
significant at 150 K [Fig. 8(c)]. Overall, the Si spectral heat
flux is not as sensitive to Cu interfacial vacancies as it is to Si

vacancies. This result is consistent with the observation that
the cases with Cu vacancies, despite interfacial restructuring,
are still able to keep a distinct interface with minimal atomic
intermixing and lattice deformation. For comparison, the cor-
responding three cases at 150 K are also shown in Figs. 8(c)
and 8(d). Generally the impact from defects on Si spectral
heat flux becomes much less significant, indicating J scales
according to approximately the same ratio.

The conductance from phonons in frequency range [ f1, f2]
can be quantified by calculating its modal accumulation
Gint ( f ) = ∑ f2

f1
Gint,k,ν . Using the same definition of phonon

modal conductance as in Ref. [21], Gint,k,ν is then proportional
to modal heat flux: Gint,k,ν = Jk,ν/�Tint, where �Tint is the
apparent interfacial temperature jump in MD as illustrated in
Fig. 5(a). First we focus on the Si layers at 350 K. The changes
in cumulative modal conductance �Gint ( f ) are shown in
Table III. For the Si1/32-reg case, �Gint ( f ) for phonons below
7.5 THz is 66.7% and, if assumed to be elastic, qualitatively
agrees with predictions from the atomistic Green’s function
[36]. Phonons from 7.5 to 13.7 THz show a �Gint ( f ) of
119.2%, which can be rationally linked to the increase in their
relative phonon population. Phonons from 13.7 to 19.8 THz
experience a 32.8% decrease in Gint ( f ), which is also con-
sistent with the reduction in n( f ). The greatest �Gint ( f ) of
476.7% appears for phonons from 19.8 to 26 THz, despite
only a 0.3% increase in their relative population. A closer
look at their PDOS and spectral heat flux reveals that this is
achieved by phonons from 22.8 to 24.3 THz, whose popula-
tion increases with defects leading to a Gint ( f ) enhancement
from almost 0 to 0.03 GW/m2K. For the Cu1/32-reg case, the
increase and decrease of Gint ( f ) follow similar trends, but to a
smaller extent. At 150 K, �Gint ( f ) from each frequency range
becomes more similar. Though the Cu1/32-reg case is showing
alternating increase and decrease for each range, the absolute
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change in Gint ( f ) is very small. The difference in the trends
of �n( f ) and �Gint ( f ) can be similarly explained by looking
into detailed PDOS changes as mentioned above.

Similarly, we can quantify the elastic versus inelastic
conductance contribution and their respective increases, as
is listed in Table III. For the Si1/32-reg case at 350 K, the
elastic �Gint is about 66.7%, while the inelastic �Gint is about
82.6%. Overall the elastic and inelastic phonon transport
contributes to 36.5% and 63.5% of �Gint, respectively. The
Cu1/32-reg case at 350 K shows a slight increase of 0.1% in
elastic Gint, while inelastic Gint increases by 1.7%. Overall
the elastic and inelastic phonon transport contributes to 0.8%
and 99.2% of �Gint, respectively. The spectral contributions
to Gint and �Gint are similar but to a smaller extent for
each case respectively at 150 K, which is consistent with the
TDDDM of heat flux across Si/Ge interfaces from NEMD by
Feng and co-workers in Ref. [21]. As mentioned above, the
equipartition phonon occupation makes the relative spectral
phonon population temperature independent. Still the changes
in interfacial structure and phonon-scattering phase space
[85] with temperature affect PDOS and corresponding modal
heat flux. The fact that Gint ( f ) below 7.5 THz becomes
relatively larger at 350 K indicates not all phonons in this
range are from elastic transmission; therefore the inelastic
Gint ( f ) could actually be larger than as quantified in Table III.
The change in the elastic Gint can be explained by the extent
of atomic intermixing, which is significant for the Si1/32-reg

cases and increases phonon transmission [36]. However, for
the Cu1/32-reg cases minimum intermixing is present and Gint

is hardly affected.
Both comparisons have shown that interfacial vacancies

have more impact on the high-frequency phonons, and, for
a Cu/Si interface, inelastic transport’s contribution to �Gint

is 1.7 to 110 times larger than its elastic counterpart. Aside
from the assumed elastic transmission, it may be argued that
the major enhancement in Gint is due solely to high-frequency
phonons, which coincides with inelastic transport in our case.
However, considering that Cu phonons are always within their
cutoff frequency, yet Si phonons beyond 7.5 THz increase
in both conductance and population (except for the Cu1/32-reg

case at 350 K), we postulate that inelastic phonon transport is
still an important factor as it must support more conversion
from lower-frequency Cu phonons to higher-frequency Si
phonons. A general implication is that these point defects
introduce additional anharmonicity which favors inelastic
phonon scattering [86]. Still the actual magnitude of �Gint

depends on the significance of inelastic phonon transport and
the consequent high-frequency phonon populations, which are
determined by the vacancy distribution and temperature. For
example, �Gint is generally larger at 350 K due to stronger
inelastic phonon scattering which appears more frequently
at higher temperature. Now we can also reiterate our pre-
vious statement of a positive correlation between Gint and
defect activities: with higher temperature and concentration
of boundary vacancies, more lattice deformation and atomic
intermixing will be introduced near the interface. The greater
anharmonicity and higher temperature both contribute to an
increased rate of inelastic phonon transport between the two
boundaries. Therefore overall we observe significant increase
in Gint with higher nv and temperature, which are also the

FIG. 9. Comparison of spectral heat flux accumulation and
PDOS in bulk Si between MEAM [62] and Tersoff [64] potentials.

conditions favoring defect migration and Frenkel pair creation
and annihilation.

When generalizing the simulation results to realis-
tic systems there are several aspects to consider. The
equipartition of energy in classical MD results in a
phonon distribution of 〈nλ〉 = kBT/h̄ωλ, which deviates from
the quantum-mechanical Bose-Einstein distribution 〈nλ〉 =
1/(exp(h̄ωλ/kBT ) − 1). As mentioned above, this explains
the consistent elastic versus inelastic Gint regardless of tem-
perature, while in reality inelastic phonon transport should
contribute more as temperature increases. In addition, this
leads to an overpredicted population of high-frequency
phonons, especially at low temperatures. As a result, the in-
elastic phonon transport is overpredicted. This deviation from
reality is further amplified by the MEAM potential that over-
predicts Si phonon cutoff frequency by 10 THz, which all con-
tributes to inelastic phonon transport. To gain a quantitative in-
sight of the deviation, Fig. 9 provides comparisons of the spec-
tral heat flux and PDOS in bulk Si using MEAM [62] and Ter-
soff [64] potentials, the latter of which has been shown to ex-
hibit a phonon cutoff frequency close to experiment. The sim-
ulation is conducted at 350 K but results can be extended to
150 K due to the equipartition phonon occupation. It is shown
that for phonons above 7.5 THz, the MEAM potential predicts
a 17.5% greater contribution to the total heat flux than Tersoff
(73.2% compared with 62.3%), which is surprisingly much
smaller than the 60% overprediction in phonon cutoff fre-
quency. The spectral heat flux and PDOS at Cu/Si interfaces
are different from those in the bulk, but this comparison pro-
vides a reasonable estimate of the errors from the MEAM po-
tential for the spectral heat flux and indicates the insights and
trends from the simulation results do not change qualitatively.

The error in phonon populations due to the classical
equipartition of energy is much smaller than that of the
spectral heat flux. As is shown in Table IV, the difference
in phonon populations for bulk Si between the classical sim-
ulations and the Bose-Einstein distribution is on the order
of a few percent. While the difference between MEAM and
Tersoff potentials is larger, their respective comparisons with
the Bose-Einstein distributions show similar deviations. At
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TABLE IV. Relative phonon populations in bulk Si calculated from equipartition and Bose-Einstein distributions using MEAM and Tersoff
potentials.

MEAM Tersoff

Phonon frequency f (THz) 0–7.5 above 7.5 0–7.5 above 7.5
Equipartition 57.4% 42.6% 75.4% 24.6%

Bose-Einstein distribution 350 K 60.6% 39.4% 77.5% 22.5%
150 K 64.9% 35.1% 80.2% 19.8%

350 and 150 K, the MEAM potential overpredicts the phonon
population above 7.5 THz by 8.1% and 21.4%, respectively.
Based on the observation that the spectral heat flux follows the
trend of the PDOS [21], we can expect similar overpredictions
in the heat flow. The Tersoff potential shows overpredic-
tions of 9.3% and 24.2%, respectively. This indicates that,
regarding inelastic phonon transport, both potentials show
similar deviation from reality. Therefore a simple correction
to our inelastic Gint can be estimated by scaling it down by
about 20% (assuming the same deviation at the interfaces)
first to match Tersoff potential predictions in the modeling
perspective, then further scaling it down by about 10% or 25%
depending on the temperature to link to reality. Nonetheless,
the trends will be the same. Furthermore, as is mentioned
the MEAM-predicted Si PDOS matches those of diamond-
structure materials. Therefore the physical significance of our
simulations and analyses is still valid and can be generalized
to mismatched interfaces between materials of face-centered
cubic and diamond structures.

IV. SUMMARY

In this study we identify the effects of interfacial atomic
vacancies on thermal conductance across Cu/Si interfaces.
Molecular dynamics simulations are performed followed by
phonon density of states and normal mode analyses. We find
that interfacial vacancies with a concentration below 1/16
generally enhance the interfacial thermal conductance Gint,
with the largest increase observed being 75.8%. By correlating
Gint with our newly defined PDOS overlap factor Sac, and
conducting phonon normal mode decomposition of the heat
flux, we find that high-frequency phonons are more signifi-
cantly affected by the vacancies. We also confirm that both
elastic and inelastic phonon transports need to be considered
to explain the change of Gint, with the latter contributing to the
majority (more than 60%) of �Gint.

The actual magnitude of �Gint depends on several factors,
which determine the extent of intermixing and significance
of inelastic phonon scattering. Higher vacancy concentration
nv tends to cause a larger �Gint due to greater interfacial
intermixing that increases elastic phonon transmission, and
greater lattice deformation that leads to more inelastic phonon
transport. Vacancies in Si induce higher �Gint than those in
Cu, which can also be explained by the greater interfacial
atomic reconstruction they cause. In addition, scattered va-

cancies enhance Gint more than clustered groupings, as they
provide more scattering sites for inelastic phonon transport
without significantly weakening the interfacial atomic bonds,
and vacancies have to be at the boundary atomic layer to
form these sites. We also find that �Gint is generally larger
at higher temperature, which is induced by stronger inelastic
phonon transport due to greater lattice deformation induced
by the point-defect dynamics, and inelastic scattering’s own
tendency to happen more frequently at high temperature.
Therefore a positive correlation can be established between
�Gint, extent of defect migration, and change rate of defect
population, as all are favored by higher nv and temperature.

These trends, derived from controlling the initial positions
of the point defects and keeping track of their evolution,
may provide new insights into thermal engineering across
interfaces. By modifying the material surface roughness at
the atomic scale, one can expect to achieve precise control
of the interfacial thermal conductance by varying the defect
distributions. In addition, vacancy control for Cu is less of
a concern during manufacturing than for Si, as Gint for Cu
stays the same with a 3% interfacial nv according to our
results, while a 2% interfacial nv in Si can already change
Gint by more than 20%. One thing to note is that our analyses
are made mostly based on the regular-patterned vacancies,
while in reality vacancies are more likely to be randomly
distributed. However, due to the similar trends they show
according to our simulations, the conclusions from orderly
defects can be extended to more realistic random cases. We
have also suggested a practical way to manipulate inelastic
phonon transport at the interface. This will potentially broaden
the choices of interfacing materials, because the heat transfer
efficiency will no longer be confined by the limited phonon
transmission between materials with large lattice mismatch.
Still, caution should be taken when projecting simulation
predictions to reality considering the limitations of modeling,
and certain corrections and compensation should be included.
Further studies with more complex and realistic defects are
worth investigating.
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