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Effective low-energy RKKY interaction in doped topological crystalline insulators
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We study the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction between two magnetic impurities resided
on the (001) plane of topological crystalline insulator (TCI) SnTe associated with four anisotropic Dirac cones
protected by the mirror symmetry. The lattice Green’s functions governing the correlation of both the sublattices
and spins are deduced by developing a two-band effective model. We explore the RKKY Heisenberg interaction
of the system established by the interference between four Dirac cones. Our key finding is that, independent
of the position of magnetic impurities on the same sublattices or different ones, multiple wave vectors with
different orders describe the RKKY coupling physics in TCIs. Further, both the undoped and doped spin
susceptibility give rise to the same decay rates like graphene. Magnetic impurities on the same and different
sublattices propose the ferromagnetic and antiferromagnetic base phase of the undoped system, respectively.
Here we demonstrate that RKKY exchange in TCIs, undergoes a ferromagnetic-to-antiferromagnetic transition
and vice versa in response to switching on/off the electron and hole doping. Analytic expressions of doped
TCIs are obtained to draw the magnetic phase diagram of the distance between two magnetic impurities and
the doping concentration, clarifying the contributions of short and long distances as well as low and high
concentrations to the RKKY coupling. Our results may tailor the magnetic features of TCIs for further research
and application.
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I. INTRODUCTION

Instead of time-reversal symmetry (TRS) in well-known
topological insulators (TIs) [1], the surface states of topolog-
ical crystalline insulators (TCIs) are protected by the crystal
symmetry [2]. Although TIs are immune against external
perturbations, in TCIs, protection will be failed by any per-
turbation, which breaks down the crystal symmetry, mirror,
or rotational symmetry [3]. The robust surface states of TCIs,
at first, theoretically predicted by Hsieh [2] in high-symmetry
surfaces of SnTe and related alloys Pbx Sn1−x (Te, Se), and
soon after, four Dirac cones were observed in angle-resolved
photoemission spectroscopy (ARPES) of the (001) and (111)
planes of surface Brillouin zone (SBZ) [4–6]. The low-energy
spectrum of SnTe on the (001) plane is based on cation and
anion subspace (Te and Sn p orbitals) [3,7]. Dirac points that
are located along X1-�-X1 and X2-�-X2 lines are not time-
reversal invariant. Furthermore, these gapless Dirac cones
are sensitive to the symmetry-breaking perturbations such as
Zeeman field, ferroelectric-type structural distortion, or strain.
Formation of a gap occurs when an out-of-plane magnetic
field is applied [2,3]. The fingerprints of perturbations can be
also detected in the Landau level spectrum of TCI surface,
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which shows an unusual pattern [3]. In three-dimensional
(3D) Cr(Bi1−y Sby)2Te3 thin films, doped magnetic impurities
break TRS giving rise to a gap formation, which plays an
important role to induce strong ferromagnetism in quantum
anomalous Hall insulators [8]. Correspondingly, induced fer-
romagnetism in SnTe was long known arising from sufficient
doped magnetic impurity concentration [9,10] and also in
proximity of a ferromagnetic insulator (EuS) [11].

To go through understanding magnetic ordering of TCIs,
we study the magnetic response between magnetic impurities
substitutionally embedded in the gapped bulk system in the
vicinity of the surface, through host itinerant electrons with
four Dirac cones spectrum on TCI surfaces. In TCIs, by
substitution of magnetic ions in (Sn, Pb), a uniform impurity
environment is achievable in a way that there is no bulk
magnetic ordering but surface ferromagnetism at low tem-
peratures [3]. One of the straightforward response functions
for studying this indirect exchange interaction was derived by
Ruderman-Kittle-Kasuya-Yosida (RKKY) [12]. The RKKY
interaction interprets long-range and oscillating behavior of
spin-spin exchange interaction. The RKKY coupling usu-
ally decays as R−2 for the 2D conventional electron gas
[13], while for Dirac materials, it decays faster in short-
distances of magnetic impurities [14,15]. In degenerated sys-
tems such as graphene, an isotropic and colinear coupling
is dominant, which is called Heisenberg interaction [14].
However, in TIs, as a conclusion of strong Rashba spin-orbit
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interaction, Dirac spinors of the chiral edge states include
spin-momentum locking, which could result in Ising-like term
(anisotropic but collinear interaction), Dzyaloshinskii-Moria
like term (anisotropic and noncollinear interaction), and even
more complicated interactions [16]. Topological semimetals
such as three-dimensional Weyl/Dirac semimetals are also
the frontier field of the topological materials. In the works by
Chang et al. and Hosseini et al. [17–20], the RKKY inter-
action between magnetic impurities in both Dirac and Weyl
semimetals have been theoretically studied to explore the
effects of anisotropic band dispersion and also its unique 3D
spin momentum on the RKKY response including the Heisen-
berg, the Ising, and the Dzyaloshinsky-Moriya terms, which
lead to fascinating spin textures and possible ferromagnetism
in these materials. Moreover, they have found that for each
term the decaying rate of RKKY interaction obeys the power
law of R−5, demonstrating the beating behavior depending
on the impurities’ orientations. Oscillation pattern in RKKY
interaction depends on the interference of the Fermi wave vec-
tors of host itinerant electrons involving in indirect exchange
interaction. For example, in graphene Fermi momentum and
also K − K ′ controls oscillatory factor [14]. Regarding the
diversity of Fermi wave vectors and also anisotropic Dirac
cones in SBZ of TCIs, unusual features are expected, which
would be different from other Dirac materials. In comparison,
Weyl semimetals have two split nodal points in the Brillouin
zone, which the internode processes leads to an additional
oscillatory pattern in RKKY interaction [17,18].

In this work, we investigate RKKY exchange interaction
between two magnetic impurities resided in TCIs mediated by
host anisotropic Dirac fermions on the (001) SBZ. At first, we
developed two-band effective Hamiltonian to extract spectrum
beyond the four Dirac cones, which are usually considered
for the low-energy spectrum. Then, by calculating lattice
Green’s function, susceptibility, which is related to the RKKY
exchange coupling is analytically analyzed in pristine and
doped TCIs. The interference part of susceptibility indicates
strong anisotropy of TCIs in terms of the direction of two
magnetic impurities on the (001) surface, which is periodic
when impurities are located on the same or different sub-
lattices. A beating-type oscillation seen in RKKY exchange
coupling is originated from the interference of wave functions
attributed to each Fermi wave vectors. In the doped TCI, we
present a phase diagram showing that the ferromagnetic-to-
antiferromagnetic phase transition occurs asymmetrically for
the electron- or hole-doped TCI. Indeed, we show that the
electron-hole symmetry will be revived for susceptibility at
large enough distances between two magnetic impurities or
strong enough doping.

The presentation of the paper contains the following sec-
tions. In Sec. II, four-band Hamiltonian and its general fea-
tures are reviewed and then Green’s function in SBZ and
the density of states are presented in Sec. III. The RKKY
mechanism is reviewed in Sec. IV, which will be completed
by formula required to calculate the lattice Green’s function.
In Sec. V, we derive a two-band model at low energy, which
is the background for calculating RKKY exchange interaction
for pristine TCIs in Sec. V A and doped TCI in Sec. V B.
Finally, we discuss the outlook of the results in Sec. VI and
conclude the paper in Sec. VII.

FIG. 1. Bounded (centered) SBZ by the X1/X2 (�) point. Low-
energy Dirac cones, i.e., metallic gapless SnTe (001) surface states,
are located at {�x , �′

x} and {�y, �′
y} points near the X1 and X2

point, respectively. Two disconnected electron pockets suffer from
a Lifshitz transition at energies E = ±δ, emerging two saddle points
S1 and S2 (e.g., see around X1 point).

II. THEORETICAL BACKGROUND

We begin by representing the Hamiltonian of the SnTe
(001) surface states as well as related alloys [21], setting the
physical constant h̄ = 1 for simplicity throughout the paper.
To confirm the experimental observations of these states using
the ARPES method [2,4,6,22–25], a representation particu-
larly useful for low-dimensional systems is the �k · �p descrip-
tion, leading to the following clean Hamiltonian near both X1

and X2 points of the SBZ [4,22,23,26–36]:

ĤX1 (�k) = η1kxσ̂y − η2kyσ̂x + nτ̂x + δσ̂yτ̂y, (1a)

ĤX2 (�k) = η2kxσ̂y − η1kyσ̂x + nτ̂x + δσ̂x τ̂y, (1b)

where η1 = 1.3 eV Å and η2 = 2.4 eV Å are typical Fermi
velocities obtained from numerical ab initio calculations
[2,24,37]. While �̂σ = (σ̂x, σ̂y) are the Pauli matrices for two
spin components, so-called Kramers’ doublet, the Pauli ma-
trices for describing the cation-anion degree of freedom are
given by �̂τ = (τ̂x, τ̂y). As for the intervalley scattering at the
lattice scale, two parameters n = 70 meV and δ = 26 meV
are introduced having only three allowed symmetry operators
τ̂x, σ̂x τ̂y and σ̂yτ̂y up to zeroth-order momenta �k = (kx, ky) [2].
These Hamiltonians are understood as follows. Let us assume
n = 0 and δ = 0. Two Dirac cones in the conduction and
valence bands touch each other at the zero energy. Switching
on n shifts these touched Dirac cones to intersect one another,
forming an intersection elliptic. Also, switching on δ leads to
turning the level crossing into the level anticrossing, where
Dirac cones emerge at two separate points

From Eqs. (1a) and (1b), the transformation of ĤX1 (�k) ⇔
ĤX2 (�k) is evident due to fourfold C4 discrete rotation sym-
metry described by σ̂x �→ σ̂y, σ̂y �→ −σ̂x, kx �→ ky, and ky �→
−kx. From this point, we will focus on the dynamics near one
of the X1 and X2 points only in what follows. Thereby, the
Dirac energy-momentum dispersions for four gapless states
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FIG. 2. The electronic dispersion energy of Dirac fermions near
the X1 point of the SBZ at (a) ky = 0 and (b) kx = 0.

near X1 point can be easily obtained via diagonalizing the
Hamiltonian in Eq. (1a), given by

Eμ,ν
X1

(�k) = μ

√
f (�k) + νg(�k), (2a)

f (�k) = n2 + δ2 + η2
1k2

x + η2
2k2

y , (2b)

g(�k) = 2
√

(n2 + δ2)η2
1k2

x + n2η2
2k2

y , (2c)

where μ = +(−) and ν = +(−) stand for the conduction (va-
lence) band and �x (�′

x) Dirac point, respectively (see Figs. 1
and 2 for more details). From the above equation, one obtains
direction-dependent branches dispersing from �k = 0 to �k �=
0. In the case of both kx = 0 and ky = 0, two Dirac cones
emerge at energies E = ±√

n2 + δ2 and at E = 0, two Dirac
cones take place at the momenta �x = (+√

n2 + δ2/η1, 0)
and �′

x = (−√
n2 + δ2/η1, 0) with ky = 0, referring to the

metallic gapless SnTe (001) surface states.
In addition, for the �k point with kx = 0, one achieves two

saddle points S1 = (0,+n/η2) and S2 = (0,−n/η2) along the
y direction at which two disconnected electron pockets at
low-energy Dirac cones suffer from a Lifshitz transition at
energy E = ±δ = ±26 meV [2,22], as represented in Fig. 1.
Figure 1 shows that the SBZ is centered at the � point,
while it is bounded to the X1 and X2 points. Moreover, the
Dirac cones reside at the mirror symmetry invariant points
slightly away from the X1 and X2 points, meaning that the
topologically protected symmetry in SnTe (001) surface is the
mirror symmetry, not time-reversal symmetry. With the aid
of such a contour plot, we understand there is an anisotropic
property for fermion pockets around each of X1 and X2 points,
implying that the spatial fermionic wave functions are not
distributed similarly around these points, leading to different
physics. While some authors may investigate the whole �k-
points effects obtained by considering the quantum nature
of the system, for quantum spectral intensities we treat the
SBZ high-symmetry lines as an individual. Particularly, we
intend to show the band structures for different momenta.
It is necessary to briefly mention that to derive the energy

dispersion around X2 point, replacement ky �→ kx in Eqs. (2b)
and (2c) is adequate.

As shown in Fig. 2, we consider a situation in which
the momenta �k are set by the coordinates of the SBZ. For
the case of ky = 0, we deal with linear dispersion energy
dependent on kx only, which exemplifies the textbook case of
the graphenelike equations. As explained before, two gapless
surface states take place at two �x and �′

x points [Fig. 2(a)]
with energies zero, while two more Dirac points would like to
emerge at kx = ky = 0 with nonzero energies. For the case of
ky = 0, quadratic curves occur at two saddle points S1 and S2

[Fig. 2(b)]. Simply, it is expected to have those nonzero Dirac
bands at ky = kx = 0 as well.

III. RECIPROCAL-SPACE GREEN’S FUNCTIONS AND
ELECTRONIC DENSITY OF STATES

Although the correlation between fermionic wave func-
tions can be simply described in various ways, we use the
Green’s function approach to do so for simplicity because
the band dispersion of the system manifests itself in the
Green’s function poles [38,39]. The noninteracting Green’s
function matrix in the �k space is obtained through the relation
Ĝ0(�k, E ) = 1/[E + io+ − ĤX1 (�k)], where o+ = 5 meV is the
phenomenological/numerical broadening factor. By this, one
obtains (in the basis set of {|c,↑〉, |a,↑〉, |c,↓〉, |a,↓〉})

G0(�k, E ) =

⎛
⎜⎜⎝

G↑↑
cc G↑↑

ca G↑↓
cc G↑↓

ca

G↑↑
ac G↑↑

aa G↑↓
ac G↑↓

aa

G↓↑
cc G↓↑

ca G↓↓
cc G↓↓

ca

G↓↑
ac G↓↑

aa G↓↓
ac G↓↓

aa

⎞
⎟⎟⎠, (3)

where all elements are �k and E dependent. Also, c (a) and
↑ (↓) refer to the cation (anion) sublattice and the spin up
(down), respectively. Some elements are the same in general
due to the crystal lattice symmetries. Depending on the pur-
pose of the physical quantity under study, elements come to
play important roles. For example, for the partial, local, and
total density of states, the most contribution of correlations is
important, which comes from the diagonal elements. We start
with the diagonal elements

G↑↑
cc = G↓↓

aa = aD

Ẽ − E1
+ bD

Ẽ − E2
+ cD

Ẽ − E3
+ dD

Ẽ − E4
, (4a)

G↓↓
cc = G↑↑

aa = dD

Ẽ − E1
+ cD

Ẽ − E2
+ bD

Ẽ − E3
+ aD

Ẽ − E4
, (4b)

where Ẽ = E + io+ and (see Fig. 1)

E1 = −
√

f (�k) + g(�k) , E2 = −
√

f (�k) − g(�k), (5a)

E3 = +
√

f (�k) − g(�k) , E4 = +
√

f (�k) + g(�k), (5b)

aD = 1

4

(
1 + 2

n δ η2 ky

g(�k) E1

)
, bD = 1

4

(
1 − 2

n δ η2 ky

g(�k) E2

)
, (5c)

cD = 1

4

(
1 − 2

n δ η2 ky

g(�k) E3

)
, dD = 1

4

(
1 + 2

n δ η2 ky

g(�k) E4

)
. (5d)

Since the density of states is proportional to the Green’s
function (see the next paragraph), the weight coefficients refer

075411-3



MOHSEN YARMOHAMMADI AND HOSEIN CHERAGHCHI PHYSICAL REVIEW B 102, 075411 (2020)

FIG. 3. Total clean DOS of the SnTe (001) surface. Two impor-
tant energies ±√

n2 + δ2 and ±δ, one Van Hove singularity, and one
nick, respectively, are labeled at each conduction and valence band.

to the contribution of each basis set in the band spectrum.
In other words, the weight coefficients (aD, bD, cD, and dD)
presented in Eq. (5), are attributed to the partial density of
states along the SBZ.

We note that the only terms generated compared to two
copies of �k-space Green’s functions in graphene are those
intervalley scattering parameters n and δ. The conventional
approach is to symmetrize the correlations to obtain new
simplified Green’s functions. However, this is easy to do so
for the diagonal Green’s functions, but this is not the case
for off-diagonal elements and one needs to perform more
calculations depending on the purpose. Because of the high
number of fermionic states in both conduction or valence
bands, the density of states (DOS) may help to catch the
electronic features of the system. The total clean DOS is
obtained by summing over the whole SBZ through D0(E ) =
−(1/π )

∑
�k∈SBZ Im [Tr G0(�k, E )], leading to

D0(E ) = −2

π
Im

[
Ẽ

(
1

Ẽ2 − E2
1

+ 1

Ẽ2 − E2
2

)]
, (6)

originating from this fact that for all �k points, aD + bD = cD +
dD = 1

2 in Eqs. (5c) and (5d). Looking at these equations, it
is obvious that aD + bD and cD + dD does not depend on the
choice of X1 and X2 points. Indeed, since the band spectrum
on each X1 and X2 point in the SBZis the same (except a π/2
rotation), calculation of DOS around each of these points in
�k summation leads to similar results. However, as it will be
shown in the next section, for calculating real-space Green’s
functions and as a consequence, RKKY couplings, we need to
consider both of these two specific points in SBZ, since they
play crucial roles in quantum interference between magnetic
impurities.

Following the calculations above, DOS of Dirac fermions
on the SnTe (001) surface is printed in Fig. 3. As expected,
the SnTe (001) surface states consist of symmetric Dirac
cones. The corresponding DOS of surfaces for energies |E | <

δ are two linear curves. By increasing the Fermi energy from
the Dirac points, at energy |E | = δ, a Van Hove singularity
appears, corresponding to the Lifshitz transition point, i.e.,
the point that the topology of the Fermi surface alters at. At

this energy point, those above-described saddle points S1 and
S2 form. Eventually, once the Fermi energy becomes larger
than the δ value (|E | > δ), DOS decreases up to the time-
reversal protected crossed bands at X1 point with energies
|E | = √

n2 + δ2, since two separated centered wave pockets
are formed (see Fig. 1). Afterward, the fermions disperse to
greater energies with an increasing trend for indicating second
Dirac cones is being contributed to DOS. The present DOS
plotted here is in quite an agreement with Refs. [2,24,40].

IV. RKKY INTERACTION

Let us consider two localized impurities possessing mag-
netic moments of S1 and S2, which are embedded inside the
SnTe (001) surface and related alloys at positions R1 and R2,
respectively. They interact with each other indirectly mediated
by itinerant electrons in the conduction band of the system.
The interacting Hamiltonian is given by

Hint = Jc

∑
l=1,2

δ(r − Rl )Sl · ŝ(r), (7)

where Jc is the exchange coupling between the lth magnetic
moment Sl of the impurity located at Rl and the spin of
conduction electrons ŝ = h̄

2 �̂σ located at r. In weak exchange
coupling, it is straightforward to use the second-order pertur-
bation theory to derive RKKY Hamiltonian as follows:

Hγ ζ

RKKY = J2
c

∑
i, j

Siγ
1 χ

γζ

i j ( R, R′ ) S jζ
2 , (8)

where indices γ (ζ ) refers to the cation (anion) sublattice and
i, j ∈ {x, y, z} determine the direction of magnetic moment of
lth localized impurity. On the other hand, the spin susceptibil-
ity tensor in real space can be read as

χ
γζ
i j (R, R′) = − 1

2π
Im

∫ EF

−∞
dECγ ζ

i j (E, R, R′), (9)

where

Cγ ζ

i j (E, R, R′) = Tr
[
σi G0

γ ζ (E, R, R′) σ j G0
ζγ (E, R′, R)

]
,

(10)
and G0

γ ζ (E, R, R′) is the real-space noninteracting Green’s
function, which is a 2 × 2 matrix in spin space.

We proceed our calculations of the RKKY coupling by
commenting on the possibility of the existence of the ex-
change field as the consequence of doped magnetic impurities,
where the gap may emerge in the system. In general, the
exchange field is a property of the magnetic impurity inducing
to the system as a pseudomagnetic field and opens a gap in the
band structure. However, this would require an extension of
the model to a nonlinear model to accommodate extra features
[7,41,42]. Here, we only consider the magnetic moment of the
impurities and neglect the effect of their inherent exchange
field. Thereby, there is no gap injection from the exchange
field induced by magnetic impurities and the linear contribu-
tion of the spin susceptibility is included in the following only.

Let us derive the real-space Green’s functions mentioned
above. To this end, the lattice Green’s function of conduction
electrons in real space could be extracted by taking the Fourier
transformation of the �k-space Green’s functions around two
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in-equivalent X1 and X2 points in the SBZ [14,43,44]. Thereby,

G0
γ ζ (E, R, 0) = 1


SBZ

∫
d2q ei�q·R[

ei �X1·RG0
γ ζ (�q + �X1, E )

+ ei �X2·RG0
γ ζ (�q + �X2, E )

]
, (11)

where the wave vector �q is measured closely from the vari-
ations around X1 and X2 points, i.e., | �q| � | �X1|, | �X2|. The
Green’s function only depends on distance (R − R′) between
impurities, not to the position of each impurity, R and R′.
For this reason, we would set one of the magnetic impurities
located at R′ to zero. This gives rise to the distance be-
tween them R only. This, in turn, means that G0

γ ζ (E, R, 0) =
G0

γ ζ (E, 0, R). To calculate the Green’s function, we could
get help from the 2D polar coordination (q, φq ), for which
d2q = q dq dφq. On the other hand, one is allowed to rewrite
exp [i�q · R] = exp [i q R cos (φq − φR)]. Here polar angles
are measured from distance vector as φR = tan−1 (Ry/Rx ) and
from wave vector as φq = tan−1 (qy/qx ). Let us rewrite the
integral in Eq. (11) as

G0
γ ζ (E, R, 0) =

∑
l=1,2

ei �Xl ·R G0,Xl
γ ζ (E, R, φR), (12)

wherein

G0,Xl
γ ζ (E, R, φR) = 1


SBZ

∫ qc

0
q dq

∫ 2π

0
dφq

ei q R cos (φq−φR ) G0,Xl
γ ζ (E, �q + �Xl , φq).

(13)

In the above equation, qc is the cutoff wave vector, which is
determined by convergence of different physical properties,
e.g., DOS. It should be pointed out that the energy correspon-
dence of the cutoff wave vector must not interfere inside the
bulk spectrum. Unfortunately, in the Hamiltonian ĤX1,X2 (�k),
Fermi velocities η1 and η2 in x and y directions are different,
giving rise to φq dependence of the Green’s functions. So its
analytical calculations would be probably too difficult and we
must go through numerical calculations.

In what follows, we simplify the original theory of Dirac
fermions on the SnTe (001) surface, which helps to find
analytical solutions. In the band structure of the SnTe (001)
surface, high-energy scales are well separated from the low-
energy sector situated around the Fermi energy. Therefore,
low-energy Hamiltonians can be constructed having the ad-
vantage of being formulated in a smaller Hilbert space. The
price for this simplification is often that both the Hamiltonian
and the operators take a form that is not more complicated
than that of the original theory. In our system, an important
role is played by the intervalley scattering, and suitable meth-
ods keeping n and δ that go beyond the original theory have to
be adopted.

V. EFFECTIVE LOW-ENERGY 2 × 2 HAMILTONIAN

In this section, we derive the two-band Hamiltonian for
very low-energy electronic excitations of surface states pro-
jected on (001) surface of SBZ. By applying the suitable basis
transformation and expanding the Bloch Hamiltonian in the
series of the momentum measured from a Dirac point, the
low-energy Hamiltonian of the system can be explicitly an-

alytically derived and proved to be a Dirac-like Hamiltonian.
This effective Hamiltonian contains all symmetries as well as
Dirac points located at (�x,�

′
x,�y,�

′
y), which is valid for

two energy regions: (i) the first one would be for energies
lower than the Lifshitz transition point |E | � δ and (ii) the
region for δ � |E | �

√
n2 + δ2.

In fact, 4 × 4 Hamiltonian describes high-energy bands
emerging around secondary Dirac cones at energies |E | �√

n2 + δ2. These secondary Dirac cones are appearing on the
valleys X1 and X2 points. This implies that by linearizing
the band structure around the Dirac points, i.e., near the
Fermi level, the Hamiltonian presented in Eq. (1a) can be
rewritten in the following basis set of cation and anions
(|c ↑〉, |a ↑〉), (|c ↓〉, |a ↓〉):

H
X1

(�k) =

⎛
⎜⎝

0 n −� −δ

n 0 δ −�

−�† δ 0 n
−δ −�† n 0

⎞
⎟⎠, (14)

where � = iη1kx + η2ky. We divide this Hamiltonian into
four blocks each of them is a 2 × 2 matrix; two diagonal
blocks, h11 = h22 = nτx and two off-diagonal blocks h12 =
(−� −δ

δ −�), h21 = h†
12.

Very low-energy states of electrons are the contribution of
wave functions localized on the cations and anions. So the best
basis set in which effective 2 × 2 Hamiltonian can be written
would be (|c ↑〉, |a ↑〉). Furthermore, the parameter n, which
corresponds to the interaction between cation and anions is
a dominant parameter considered as an unperturbed part of
Hamiltonian. The dominant contribution of n in the intervalley
process can be understood from its responsibility for the band
inversion as a result of the spin-orbit coupling. As a result of
this, we divide Hilbert space into two parts of states:

|1〉 := (|c ↑〉, |a ↑〉), |2〉 := (|c ↓〉, |a ↓〉). (15)

Now we ask to evaluate Green’s function projected on the
states |1〉 defining the Green’s function as

G(�k, E ) =
⎛
⎝G11 G12

G21 G22

⎞
⎠ =

⎛
⎝

(
G0

11

)−1 −h12

−h21
(
G0

22

)−1

⎞
⎠

−1

,

(16)
where G0

ii = (Ẽ − hii )−1. The component of G11 is related to
the perturbed effective Hamiltonian as, heff.

11 = Ẽ − G−1
11 (due

to the mostly contribution of n to the intervalley scattering
process). So we can use of the above bipartite partitioning
technique [45–47] and write

G11 = G0
11

[
1 − G0

11 h12 G0
22 h21

]−1
. (17)

Thereby one can derive effective Hamiltonian projected on the
states |1〉 through

heff.
11 = h11 + h12 G0

22 h21, (18)

where G0
22 = (Ẽ − nτ̂x )−1. We note that the contribution of

both spin up and spin down for which the system reaches
the same physics appears in the correlation given by the
second term to be near the original theory. This implies that
beyond the four-band theory and within the two-band method,
the physics of the system does not melt and can longer be
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FIG. 4. 3D energy spectrum of TCI SnTe projected on SBZ (001)
as functions of kx and ky around X1 point, extracted by (a) 4 × 4
Hamiltonian and (b) effective 2 × 2 Hamiltonian.

considered as it is. In the low-energy limit |E | � n, one can
expand G0

22 in terms of n−1. To this end, we unveil 2 × 2
effective Hamiltonian around the valley X1 located on the
surface SnTe(001) of SBZ as the following:

ĥeff.
X1

(�k) = 1

n
[(n2 + δ2 − �†�)τ̂x − 2δη2kyτ̂z]. (19)

Consequently, the valid very low-energy band spectrum for
energy range of 0 � E �

√
n2 + δ2 is given by

E eff.
X1

(�k) = μ

√
P2(kx, ky) + Q2(ky), (20a)

P (kx, ky) = n2 + δ2 − η2
1k2

x − η2
2k2

y

n
, (20b)

Q(ky) = 2δη2ky

n
. (20c)

It is evident that n and δ appears in the zero-order approx-
imation, so-called continuum limit, and every band inversion
in the bulk generates a massless Dirac fermion on the surface
at the location that is projecting the momentum on to the
surface. The hybridized Dirac points are generated by the
intervalley scattering processes characterized by the modified
n- and δ-dependent P and Q. These intervalley scattering pa-
rameters change the low-energy properties a lot but preserve
the high-energy properties. Momentum-energy dispersions of
SnTe (001) double-Dirac-cone surface states around X1 point
of the SBZ is presented in Fig. 4. The Dirac cones are located
at �x and �′

x in both models. Figure 4(a) displays the bands
spectrum derived by full 4 × 4 Hamiltonian of Eq. (20) in
compared to the spectrum of 2 × 2 effective Hamiltonian
presented in Eq. (1a). This is a unified approach to study
Dirac topological surface states and as it is seen, the whole
low-energy feature of the original spectrum can be covered by
the effective Hamiltonian.

Let us go back to the real-space Green’s functions calcula-
tions. To do so, we first calculate the effective reciprocal-space
Green’s functions. Indeed, significant physics of linear spin
susceptibility in (001) direction of SnTe is mostly originated
from electron states of four Dirac cones. As a result of this

fact, the phase shift of electron states on Dirac cones excited
by localized magnetic impurities concludes constructive and
destructive interference of wave functions giving rise to an
oscillatory behavior of RKKY interactions. Therefore, we
will achieve the fundamental behavior of RKKY interaction
if we go much closer to the Dirac cones. For the valley X1,
let us assume that η2ky � η1kx, which is equivalent to the
energies less than η2ky � √

n2 + δ2 for kx ≈ �x [4–6]. By
usage of this approximation, the function P in the effective
band spectrum would be simplified around kx = +�x as

P̃|kx≈+�x ≈ n2 + δ2 − η2
1k2

x

n
= −2η2

1�x

n
k̃x, (21)

where k̃x = kx − �x. So the effective Hamiltonian shown in
Eq. (19) is readily written close to the anisotropic Dirac cones
centered at the points kx = +�x in the SBZ,

ĥeff.
�x

(�k) = −ξ1k̃x τ̂x − ξ2kyτ̂z, (22)

where the Fermi velocity along x and y direction is defined as
ξ1 = (2

√
n2 + δ2/n)η1 and ξ2 = (2δ/n)η2, respectively. The

wave vector ky is measured from kx axis, so we have k̃y = ky.
The above Hamiltonian can be further simplified as

ĥeff.
�x

( �̃q) = vF[−q̃x τ̂x − q̃yτ̂z], (23)

where the unified Fermi velocity is given by vF = √
ξ1 ξ2 and

the new wave vector operators are defined as q̃x = √
ξ1/ξ2k̃x

and q̃y = √
ξ2/ξ1k̃y. Thus, the effective band spectrum of the

anisotropic Dirac cones along the �-X1 direction reads as

E eff.
�x

( �̃q) � μ vF |q̃|. (24)

where μ = ±1 refers to the conduction (+1) and valence (−1)
bands.

The resultant two-band model represented in Eq. (24) is
written in the basis set |1〉 := (|c ↑〉, |a ↑〉), which is origi-
nated from the intervalley scattering between L1 and L2 points
at the SnTe (001) surface. However, this form of Hamiltonian
should respect the twofold rotation C2, which interchanges
low-energy Dirac cones centered from �x to �′

x. To calcify
what is happening physically and to simplify the further
analytical calculations, the unitary transformation associated
with the inner physics (the role of both sublattices) of the
system can be developed. Let us look for a unitary equivalence
operator of the effective Hamiltonian ĥeff.

�x
( �̃q), which is defined

as [48]

ĥ′
�x

( �̃q) = U ĥeff.
�x

( �̃q)U −1, (25)

where

U = 1

2

(
i + 1 i − 1
i + 1 1 − i

)
, (26)

is the unitary transformation, which changes the old basis
set |1〉 and |2〉 to the new ones |p±〉. Thereby, the effective
Hamiltonian in the new basis set is written as

ĥ′
�x

( �̃q) = vF[q̃x ˆ̃τy − q̃y ˆ̃τx], (27)

where the Pauli matrices �̃̂τ = ( ˆ̃τ0, ˆ̃τx, ˆ̃τy, ˆ̃τz ) are defined on the
new basis set mentioned above. It is necessary to mention
that this rotated effective Hamiltonian has exactly the same
eigenvalues as Eq. (24), implying that the physics of the Dirac
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cones has not changed by this transformation. However, as
it will be mentioned later, it helps a lot to find the corre-
sponding electronic correlations between anions and cations
simply. Obviously, the twofold rotation symmetry operator
C2 interchanges simply Hamiltonian for Dirac cone located
at +�x to �′

x, thus [2,3]

C2 ĥ′
�x

( �̃q)C−1
2 = ĥ′

�′
x
( �̃q), (28)

which is precisely that of Eq. (27). Indeed, the Hamiltonian
around each of four Dirac cones have the same chirality,
which is different from the case for graphene. So the same
Hamiltonian on each Dirac cone is reasonable.

As for the physics of �y and �′
y around X2 point, we do

not need to redo the calculations. The effective Hamiltonian
on Dirac cones located around the valley X2 can be derived by
applying the fourfold symmetry operator C4 on the effective
Hamiltonian represented in Eq. (27), resulting in

C4 ĥ′
�x

( �̃q)C−1
4 = ĥ′

�y
( �̃K) = vF[K̃x ˆ̃τy − K̃y ˆ̃τx], (29)

where K̃x = √
ξ2/ξ1k̃x and K̃y = √

ξ1/ξ2k̃y.
Before going further, let us concisely list the Dirac Hamil-

tonians centered on +�x, as the reference Dirac point for
other Dirac points, as [49]

ĥ′
�x

( �̃q) =
(

0 f (q̃)
f ∗(q̃) 0

)
, (30)

where f (q̃) = −i vF q̃ exp [−iφq̃] and φq̃ = tan−1 (q̃y/q̃x ).
The phase factor exp [−iφq̃] changes for each Dirac cone,
respecting the C2 and C4 rotation symmetries discussed above,
such that one can extract four Dirac Hamiltonians by replacing
its related phase factor on each Dirac point in the function
f (q̃).

To describe the pristine and doped Dirac cones as well as
the interference between them, we divide the present section
into two parts, pristine and doped TCI, in the following.

A. Effective low-energy of RKKY interaction in pristine TCI

Regarding very low-energy 2 × 2 Hamiltonian of Eq. (27)
and its corresponding spectrum represented in Eq. (24), the
�k-space Green’s function for the new set of eigenstates |p+〉
and |p−〉 around the valley X1 is readily derived as

Geff.( ��x, E ) = 1

det

( Ẽ i vF q̃ e−iφq̃

−i vF q̃ eiφq̃ Ẽ

)

=
(

Geff.,�x
p+ p+ ( �̃q, E ) Geff.,�x

p+ p− ( �̃q, E )

Geff.,�x
p− p+ ( �̃q, E ) Geff.,�x

p− p− ( �̃q, E )

)
,

(31)

where det = Ẽ2 − v2
F q̃ 2. Correspondingly, the Green’s func-

tion around the valley �′
x, �y, and �′

y can be obtained using
the C2 and C4 symmetries:

Geff.( ��′
x, E ) = Geff.( ��x, E ), (32a)

Geff.( ��y, E ) =
(

G
eff.,�y
p+ p+ ( �̃q, E ) G

eff.,�y
p+ p− ( �̃q, E )

G
eff.,�y
p− p+ ( �̃q, E ) G

eff.,�y
p− p− ( �̃q, E )

)
, (32b)

Geff.( ��′
y, E ) = Geff.( ��y, E ), (32c)

where

G
eff.,�y
p± p± ( �̃K, E ) = Ẽ

Ẽ2 − v2
F K̃2

, (33a)

G
eff.,�y
p+ p− ( �̃K, E ) = i vFK̃e−iφK̃

Ẽ2 − v2
F K̃2

, (33b)

G
eff.,�y
p− p+ ( �̃K, E ) = −i vFK̃eiφK̃

Ẽ2 − v2
F K̃2

. (33c)

We note that features involving both sublattices with the
same spins are indeed visible due to the sublattice mixing,
discussing, in particular, the microscopic pseudospin taking
place in the physics. Around the Dirac points, namely | �̃q| �
| �̃K| � | ��i|, | ��′

i| (i ∈ {x, y}) the new form of Eqs. (12) and
(13) is given by, respectively,

Geff.
γ ζ (E, R, 0) = 2 eiX1 Rx cos(�x Rx ) Geff.,�x

γ ζ (E, R, 0)

+ 2 eiX2 Ry cos(�y Ry) G
eff.,�y

γ ζ (E, R, 0),
(34)

and

Geff.,�i
γ ζ (E, R, 0) = 1


SBZ

∫ q̃c

0
q̃ dq̃

∫ 2π

0
dφq̃

ei q̃ R cos (φq̃−φR ) Geff.,�i
γ ζ ( �̃q, E ).

(35)

As an approximation, the same polar coordinate is used for
Dirac cones to calculate the integrals shown in Eq. (35).
Another remark refers to the limit of q̃c → ∞, which helps
to solve the integrals easily.

1. Magnetic impurities on the same sublattices

We start with the same sublattices γ = ζ . In this case, the
involved terms in Eq. (31) are the same diagonal elements.
The effective real-space Green’s functions for the same sublat-
tices with the same spin directions around +�x is calculated
through

Geff.,�x
γ γ (E, R, 0) = Ẽ


SBZ

∫ ∞

0
q̃ dq̃

∫ 2 π

0
dφq̃

ei q̃ R cos (φq̃−φR )

Ẽ2 − v2
F q̃2

.

(36)

Using the integrals

Jn(q̃ R) = i−n

2 π e±i n φR

∫ 2 π

0
dφq̃ e±i n φq̃ ei q̃ R cos (φq̃−φR ),

Kn(i Ẽ R/vF) = − vn+2
F

Ẽn

∫ ∞

0
dq̃

q̃ n+1 Jn(q̃ R)

Ẽ2 − v2
F q̃2

,

(37)
in which the Bessel function Jn and the modified Bessel
function of the second kind of integer orders n, Kn, are used.
By this, we obtain

Geff.,�x
γ γ (E, R, 0) = − 2 π Ẽ


SBZv2
F

K0(i Ẽ R/vF). (38)

Note that for the same sublattices made by the superposition
of anions and cations |p+〉 and |p−〉, other electronic correla-

tions Geff.,�′
x

γ γ (E, R, 0), G
eff.,�y
γ γ (E, R, 0), and G

eff.,�′
y

γ γ (E, R, 0)
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are the same as Eq. (38), leading to

Geff.
γ γ (E, R, 0) = − 4 π Ẽ


SBZv2
F

K0(i Ẽ R/vF) [eiX1 Rx cos(�x Rx )

+ eiX2 Ry cos(�y Ry)]. (39)

Now, we turn to the spin susceptibility tensor in Eq. (9).
For the purposes of our present analysis, we briefly mention
that in Eq. (10), the generic behavior of spins comes from the z
component, and the formation of other spin directions will not
be possible in the absence of an explicit spin flipping around
the Dirac cones. In other words, the following equation is
written based on the basis sets chosen along the z direction and
it is independent of the spin direction, implying that for the
other basis sets along the x and y direction, one finds the same
results and, from this point, one would seek for the Heisenberg
coupling as the effective exchange coupling. Thus, we have

Cγ γ

i j (E, R, 0) =
{

Geff.
γ γ (E, R, 0) Geff.

γ γ (E, 0, R) if j = i = z

0 if j �= i
,

(40)
resulting in

χ
γγ

ii ( R, 0 ) = − 1

2 π

∫ EF

−∞
d E Im Cγ γ

ii (E, R, 0). (41)

Since the Fermi level EF in SnTe (001) surface lies exactly
in the zero energy (the doped case will be discussed in the
next section), we use the property

∫ 0
−∞ = − ∫ ∞

0 as well as the
relations (z = Ẽ R/vF)

Kn(iz) = −π

2
ei n π

2 [Yn(−z) − iJn(−z)], (42a)

Yn(−z) = (−1)n[Yn(z) + 2iJn(z)], (42b)

Jn(−z) = (−1)n Jn(z), (42c)

where the specific function Yn(z) is the Neumann function
[50]. Finally, we achieve the following expression:

χ
γγ

ii ( R, 0 ) = 2 π3 F (R)


2
SBZ vFR3

∫ ∞

0
d z z2 Y0(z) J0(z), (43)

and

F (R) = cos2(�x Rx ) + cos2(�y Ry)

+ 2 cos(�x Rx ) cos(�y Ry) cos(X1 Rx − X2 Ry).
(44)

Because of the oscillatory behavior of Bessel functions, the
integral will not converge and one needs to multiply the
integrand by a proper cutoff function f (z, z0) = exp[−z/z0]
and then take the limit z0 → ∞ to achieve the convergence.
The cutoff function comes in the integral to make sure large
energies inside the integral are omitted. By this, we get
limz0→∞

∫ ∞
0 d z f (z, z0) z2 Y0(z) J0(z) = 1/16. Eventually, we

have

χ
γγ
ii ( R, 0 ) = C

F (R)

R3
, (45)

where C = π3/8 
2
SBZ vF. The RKKY Hamiltonian is simply

obtained as

Hγ γ

RKKY = JH �S1 · �S2, (46)

FIG. 5. Response of the RKKY interaction to the (a) angle and
(b)–(d) distance between two magnetic impurities resided on the
same sublattices in real space. In (a), the distance R = 50 Å is fixed
arbitrarily, while the angle is chosen as (b) φR = 0, (c) φR = π/6,
and (d) φR = π/4.

where JH = J2
c χ

γγ
ii ( R, 0 ) is the Heisenberg coupling be-

tween two spins in the same directions and with the same
strengths. It should be pointed out that the RKKY Hamilto-
nian in 3D Weyl/Dirac semimetals and TI thin films contains
additional Ising and the Dzyaloshinsky-Moriya terms, which
lead to the different results [17,18]. Overall, the sign of the
Heisenberg interaction parameter JH reflects the fact that
the impurities are aligned ferromagnetically at all and never
transit to the antiferromagnetic phase, in contrast to the TI and
TI thin films [13,41,51–56] for which the detailed structure of
the Heisenberg spin interaction at long distances is switched to
an antiferromagnetic state. This is a direct consequence of the
interference between four Dirac cones, which does not allow
the spin flipping. However, we may consider doping effects in
the next sector where the magnetic phase transition covering
a wide range of concentration is developed. We will come to
this point later.

One observes that the RKKY interaction falls off with R−3

for long-range distances and oscillates as a combination of
cosine functions with different Fermi wave vectors. Although
the oscillatory structure factor F (R) is quite different than
the Dirac materials (due to the interference between four
anisotropic Dirac cones), the decay rate is that of the graphene
one [14,15,57]. However, in 3D Weyl/Dirac semimetals, it
has been theoretically shown that the RKKY interaction
decomposing as the Heisenberg, the Dzyaloshinsky-Moriya,
the spin-frustrated, and the Ising terms follows the decay
rate of R−5 [17,18]. Moreover, the interference term in Weyl
semimetals obeys a sin(2QR) stemming from 2Q separation
of two nodal points in the first BZ. However, the oscillatory
structure factor is quite different than our F (R).

To proceed, we work with the notations Rx = R cos(φR)
and Ry = R sin(φR) for which we are free to choose the arbi-
trary direction of the indirect magnetic exchange-correlation.
Regarding the behavior of F (R) [Eq. (44)], to explore the
response of the RKKY interaction to the angle and distance
between two magnetic impurities dwelled on the same sublat-
tices, we plot Fig. 5. Several remarks are in order. The period
in this RKKY response is π with respect to the angle φR [see
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FIG. 6. The role of three Fermi wave vectors kF1 = 2 �x , kF2 =
�x + X1, and kF3 = �x − X1 on the RKKY interaction when the
magnetic impurities are aligned to the same direction φR = 0 and
π or perpendicularly with φR = π/2 on the same sublattices.

Fig. 5(a)], i.e., F (R, φR) = F (R, π + φR). Here the distance
between two magnetic impurities is set to 50 Å for simplicity.
The trend is not a fully sinusoidal function and different wave
vectors (the frequency of the oscillations) are coming into play
role in determining the period of oscillations. The primary
source of such treatments in the system originates from the
interference between four anisotropic Dirac cones, which have
a relative π/2 phase difference. Otherwise, for the single
Dirac cones, the results of the gapless phase of graphene or
other semimetals are expected to come up [14,15,57].

In what follows, we particularly focus on three special
possible cases, which lead to the same results. The same rates
are expected to emerge for φR = 0, π/2, and π due to the
C2 and C4 rotation symmetries mentioned in Eqs. (28) and
(29) (note that φR = 3π/2 works as π/2). First, we assume
that two magnetic impurities are located along the x direction
(φR = 0 and π ), which allows us to set Ry = 0 and Rx = ±R.
In this case, two Dirac points �x and �′

x only are involving in
the above calculations. Second, in the same manner, assuming
two magnetic impurities along the y direction (φR = π/2),
i.e., Rx = 0 and Ry = R allows the contribution of two Dirac
points �y and �′

y only, i.e.,

F (R) = 1 + cos2(�x R) + 2 cos(�x R) cos(X1 R)

= 3

2
+ 1

2
cos(2 �x R) + cos([X1 + �x] R)

+ cos([X1 − �x] R). (47)

Note that the results are the same for the coordinates of �y

due to the valid C4 rotation symmetry. Figure 5(b) shows the
distance dependence of the F (R) for the phases φR = 0, π/2,
and π . We found that the period of the oscillations is around
383.1 Å corresponding to the frequency of 2π/kF = 0.0164
Å (will be shown later in Fig. 6). The Fourier transforma-
tion may help in determining subfrequencies and harmonic
components of the signal, however, the distance interval up to
500 Å is sufficient to capture the frequency and period of the
whole correlation function.

Also, it is possible to deduce the RKKY interaction re-
sponse to the in-plane angle φR = π/4. For this, the structure

factor reads

F (R)|φR=π/4 = [cos(
√

2�x R/2) + cos(
√

2�y R/2)]2,

(48)
where the frequency of the cosine function gives rise to the
Fermi wave vector

√
2�x/2 (note that �x = �y), as shown

in Fig. 5(d). However, for other phases such as φR = π/6 or
π/3, there is no periodic function. For this reason, we avoid
the explicit expression of arbitrary phases in the present work.
One, therefore, anticipates that the structure factor oscillates
with distance, and from Fig. 5(c), it is clear that the amplitude
of the oscillations decreases with a distance slightly (up to our
regime, at least). This results from the in-plane angle effects,
which showcase the weak magnetic screening effects in the
long-range distances.

As a benchmark for the meaning of the subfrequencies
mentioned in Fig. 5(b) and Eq. (47), here we adopted one
further simplication with a view to consider the beating ef-
fects arising from the superposition of multiple momentum
components, i.e., three Fermi wave vectors kF1 = 2 �x, kF2 =
X1 + �x, and kF3 = X1 − �x (see Fig. 6). For a rock-salt
structure of SnTe, i.e., face centered cubic lattice, X1 = X2 =
π/

√
2 a � 0.352 Å−1 (a � 6.3 Å) and �x � 0.057 Å−1 are

used in the computations [58]. Note that the negative value of
Heisenberg interaction is because of the deducted value of 1.5
and no antiferromagnetic state takes place in the system. Since
�x/X1 is not very small, so the beating type is not clear. As
conclusion there are at least three Fourier oscillation terms in
the interference term, which contribute to the x or y direction.

2. Magnetic impurities on different sublattices

So far, we focused on the same sublattices. However, the
electronic correlation between the wave functions of different
sublattices may provide more information, since the phase
factors come into play role in the interference effects of Dirac
cones. Therefore, the effective real-space Green’s functions
for different sublattices around the �x can be calculated via

Geff.,�x
γ ζ (E, R, 0) = ivF


SBZ

∫ ∞

0
q̃2 dq̃

∫ 2 π

0
dφq̃

e−iφq̃
ei q̃ R cos (φq̃−φR )

Ẽ2 − v2
F q̃2

.

(49)

With the help of Eqs. (37) and (42), we get

Geff.,�x
γ ζ (E, R, 0) = 2 π Ẽ


SBZv2
F

e−iφR K1(i Ẽ R/vF), (50)

and Geff.,�′
x

γ ζ (E, R, 0) = G
eff.,�y

γ ζ (E, R, 0) = G
eff.,�′

y

γ ζ (E, R, 0)

= Geff.,�x
γ ζ (E, R, 0), leading to [see Eq. (34)]

Geff.
γ ζ (E, R, 0) = 4 π Ẽ


SBZv2
F

e−iφR K1(i Ẽ R/vF)

× [eiX1 Rx cos(�x Rx ) + eiX2 Ry cos(�y Ry)].
(51)
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To calculate the spin susceptibility tensor, we use

Cγ ζ

i j (E, R, 0) =
{

Geff.
γ ζ (E, R, 0) Geff.

γ ζ (E, 0, R) if j = i = z

0 if j �= i
,

(52)
which leads to

χ
γζ
ii ( R, 0 ) = + 2 π3 G(R)


2
SBZ vFR3

∫ ∞

0
d z z2 Y1(z) J1(z), (53)

where

G(R) = cos2(�x Rx ) + cos2(�y Ry)

+ [2 cos(�x Rx ) cos(�y Ry) cos(X1 Rx − X2 Ry)].
(54)

Again, using the cutoff function f (z, z0) = exp[−z/z0], we
have limz0→∞

∫ ∞
0 d z f (z, z0) z2 Y1(z) J1(z) = −3/16 and

χ
γζ
ii ( R, 0 ) = − D

G(R)

R3
, (55)

where D = 3 π3/8 
2
SBZ vF. In this case, arbitrary directions

for residing the magnetic impurities can be chosen due to
the angle φR. Similarly, one can argue that the same RKKY
Heisenberg Hamiltonian as Eq. (46) is obtained because on
the spin scale of the interacting terms change in the energy
cancel out.

Interestingly, a similar phase function is seen. This stems
from the square Bravais lattice of the SnTe(001) surface and
the symmetry between the �k points of the SBZ on the same
and different sublattices, in contrast to the anisotropic re-
sponses in graphene [14,15,57]. Thus, the previous arguments
can be repeated to justify the oscillatory behavior of the
response of the RKKY interaction to the distance between two
magnetic impurities resided on different sublattices.

To finish this part, an additional interpretation/comparison
is needed. For enough of interest, one notices that the phase of
SnTe (001) surface in the pristine state is ferromagnetic (FM)
and antiferromagnetic (AFM), respectively, when the mag-
netic impurities reside on the same sublattices and different
ones.

B. Effective low-energy of RKKY interaction in doped TCI

Here we deduce the susceptibility provided in Eq. (41) for
the resided magnetic impurities on the same sublattices in
the case of nonzero EF, i.e., when the system is doped. Two
scenarios are needed to be discussed here, (i) electron-doped
and (ii) hole-doped corresponding to EF > 0 and EF < 0,
respectively.

1. Magnetic impurities on the same sublattices

We straightforwardly start with Eq. (41) so that the integral
from −∞ to EF is expanded as

∫ EF

−∞ = − ∫ ∞
0 + ∫ EF

0 . So, it is
expected to have an extra EF-dependent term in Eq. (43) in the
presence of doping. Let us write down [15,57,59,60]

χ̃
γ γ

ii (R, 0) = χ
γγ

ii (R, 0) − 2π3F (R)


2
SBZvFR3

∫ xF

0
dzz2Y0(z)J0(z),

(56)
where χ̃

γ γ
ii ( R, 0 ) is the doped susceptibility and

χ
γγ
ii ( R, 0 ) is the undoped susceptibility. Easily, one finds

FIG. 7. (a) The asymmetric function M′(xF ) in Eq. (57) ver-
sus xF = EFR/vF. Different critical distance- and Fermi energy-
dependent points are labeled at which the FM-to-AFM (positive to
negative sign changing) and vice versa takes place. E<

Fi
(E>

Fi
) refers to

the electron (hole) doping. (b) shows the magnetic phase diagram of
the distance between two magnetic impurities on the same sublattices
as a function of the Fermi energy for four different phase transition
parameters.

∫ xF

0 d z z2 Y0(z) J0(z) = − xF

2
√

π
G2,1

2,4(
1
2 , 3

2
1, 1,− 1

2 , 1
|x2

F), where G is

the Meijer function [61,62] and xF = EFR
vF

. Thereby, we gain

χ̃
γ γ

ii ( R, 0 ) = χ
γγ

ii ( R, 0 )

[
1 + 8 xF√

π
G2,1

2,4

(
1
2 , 3

2
1, 1,− 1

2 , 1

∣∣x2
F

)]
︸ ︷︷ ︸

M′(xF )

.

(57)
In this case, the sign of J̃H in the heart of χ̃

γ γ
ii ( R, 0 ) changes,

called a magnetic phase transition, due to the intrinsic oscilla-
tory behavior of M′(xF ). The physical origin of this transition
can be understood from the fact that charge current flow and
spin current flow in TCIs is coupled already and the new
charge current induced by the electrons and/or holes leads to
the spin flipping depending on the charge concentration.

In Fig. 7, we numerically derive that the first FM-to-
AFM phase transition for electron-doping E>

Fi
emerges at

critical x>
F1

= 1.46. The second point appears at x>
F2

= 3.09
and accordingly, one obtains x>

F3
= 4.68, x>

F4
= 6.26 and so

on. Interestingly, one simply finds x>
Fi+1

− x>
Fi

� 1.6 as the
distance between a FM-to-AFM and AFM-to-FM transition in
the presence of electron doping. However, this does not appear
as soon as the holes are doped to the SnTe (001) surface. This
can be tracked from M′(xF ) shown in Fig. 7(a) in which the
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FM-to-AFM and AFM-to-FM transitions take place at |x<
F1

| =
3.22, |x<

F2
| = 4.60, |x<

F3
| = 6.32 and so on, which clearly are

different than the electron-doped TCI. This case makes the
fact that the required distance between magnetic impurities
obeys the above-estimated relation |x<

Fi+1
| − |x<

Fi
| � 1.6. Obvi-

ously, the presence of the Fermi level leads to different results
compared to that of undoped case. It should be mentioned that
EF in the above equation cannot be larger than n and we prefer
to increase it up to the critical intervalley scattering energy n
for which our low-energy theory is valid.

Regarding the asymmetric form of M′(xF ) concerning
the distance R and the Fermi level EF (the criterion distance
would be inversely proportional to the Fermi level), the phase
diagram of the doped system, Fig. 7(b), is also not symmetric
regarding the type of doping, E>

F or E<
F . As it was mentioned

before, the criterion distance between two magnetic impuri-
ties, is inversely proportional to EF, as expected from the phase
transition parameter xF = EFR/vF; beneath the curve for first
points x>

F1
and x<

F1
is taken as the base phase of the system

(FM), while above the curves are characteristic of AFM phase,
reflecting the fact that the doped TCI is essentially the set of
FM and AFM phases depending on the R and Fermi level.

Now that we have discussed the general treatments of the
phase diagram for doped TCI, for the sake of completeness
on the low and high limit of M′(xF ), we look at asymptotic
behavior of R3J̃H/J2

c C = F (R)M′(xF ) taken from Eq. (57),

lim
xF→∞

R3J̃H

J2
c C

� F (R)[2 cos(2xF) + 8xF sin(2xF)], (58)

where at large-enough xF � 1, it is shortened to R3J̃H/J2
c C �

xF F (R) sin(2xF). As a result of this, at large distances, J̃H

is expected to decay as R−2 (because xF = EFR/vF), which
behaves the same as conventional 2D systems [15,57,59,60].
Furthermore, in this regime, RKKY interaction increases with
Fermi energy. Moreover, it obviously shows that the electron-
hole symmetry is preserved at long distances or highly doped
states. On the other hand, for xF � 1, it also simply reads as
the following:

lim
xF→0

R3J̃H

J2
c C

� F (R)

[
1 + 32x3

F

9π
(1 − 3t − 3 log (xF/2)

]
,

(59)
where t � 0.577 [61,62]. It is clear from the above equation
that at short distances, RKKY exchange coupling decays as
R−3, and there is no electron-hole symmetry in this regime,
which corresponds to short distances or Fermi energies close
to the zero modes. This is the reason for the lack of symmetry
in the phase diagram of Fig. 7(b) at weak doping.

The fact that charge fluctuation becomes strong with the
increase of electron doping is consistent with the enhancement
of the RKKY response at zero temperature with increasing
EF/n. This can be understood from the linear dependence of
DOS to the energy (see Fig. 3). Looking at Eq. (6), one notices
that an increase in the electron doping corresponds to a larger
DOS. On the other hand, from Eq. (41), the RKKY exchange
coupling treats with the local DOS as the following:

χ
γγ
ii=zz( R, 0 ) ∝ D0(EF) Re

[
G0

γ γ ( EF, R, 0)
]
, (60)

FIG. 8. The response of the RKKY interaction in the presence
of both electron and hole doping to the distance R between two
magnetic impurities on the same sublattices.

where D0(EF) ∝ EF is the DOS at the Fermi level, which
linearly depends on the energy (see Fig. 3) in Dirac mate-
rials. Hence, χ

γγ
ii=zz( R, 0 ) increases linearly with EF. So we

expect to have a stronger RKKY response when increasing
the electron or hole concentration. In other words, electron
doping may increase the scattering rate of charge carriers and
affect indirectly the exchange RKKY interaction, which is
concentration dependent.

It should be mentioned that as represented in Eq. (57),
M′(xF) is independent of φR, so the doped susceptibility
behaves with the direction of the undoped susceptibility. In-
deed, φR dependence of RKKY interaction is originated from
the interference term, which is periodic on the direction of
magnetic impurities, F (R, φR) = F (R, π + φR). Despite the
φR dependence of RKKY interaction, it is obvious that there
is no period in R for the doped TCI as well. The reason is
related to the Meijer function, which is not periodic in terms
of R.

For the undoped TCI, the RKKY coupling was shown to
be monotonically FM in terms of R (see Fig. 5), while for
the doped TCI, it has an oscillatory behavior giving rise to
subsequent FM-to-AFM transitions and vice versa, as repre-
sented in Fig. 8. For both electron- and hole-doped TCI, one
may expect the symmetric response to the distance. However,
as mentioned before, for long-range distances the Heisenberg
term decays as R−2, while the decay function is proportional
to R−3 for short distances. This, in turn, leads to the symmetric
responses to large-enough R, while to the asymmetric one for
the small-enough R.

Another remark can be explored for R3J̃H/J2
c C as a func-

tion of EF/n, to understand the distance and Fermi energy-
dependent electron-hole symmetry concept. In this regard, we
use the following procedures: (i) We assume that R is material
independent and is fixed at 50 Å and 500 Å with φR = π/4
(there is no physical reason for this phase and other angles
can be chosen as well; single-frequency oscillatory behavior
of this phase is the main reason for this selection), short and
long range. (ii) We examine the electron and hole doping
(EF/n), which varies from −1 to +1. We find in Fig. 9 that
our results nicely produce the global feature of our purpose. In
particular, the calculated data show a nice agreement with the
expectation explained in Eqs. (58) and (59). For short-range
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FIG. 9. R3JH/J2
c C as a function of the Fermi energy EF/n for

short-range distance R = 50 Å and long-range distance R = 500
Å between two magnetic impurities on the same sublattices at φR =
π/4.

R = 50 Å, there is no electron-hole symmetry even for strong
doping, while it can be reported for long-range R = 500 Å and
strong doping. Interestingly, this reconfirms our claim that one
should not expect such symmetry at a long-range distance
and weak doping, as can be seen around EF/n = 0 in the red
curve. Although the global agreement with the expectations is
satisfactory, some deviations from the experimental data may
happen since our theory is approximated to the low-energy
region. Note that the period of oscillations in Fig. 9 for the
long-distance R = 500 Å is 2 xF [see Eq. (58)].

2. Magnetic impurities on different sublattices

To discuss the RKKY response in the case that two mag-
netic impurities are sitting on different sublattices, we rewrite
Eq. (55) in terms of the Fermi energy EF in a similar way to
Eq. (56) as

χ̃
γ ζ
ii (R, 0) = χ

γζ
ii (R, 0) + 2π3G(R)


2
SBZvFR3

∫ xF

0
dzz2Y1(z)J1(z),

(61)
where χ̃

γ ζ
ii ( R, 0 ) is the doped susceptibility and χ

γζ
ii ( R, 0 )

is the undoped susceptibility. Within the same manner, one

calculates
∫ xF

0 d z z2 Y1(z) J1(z) = − xF

2
√

π
G2,1

2,4(
1
2 , 3

2
1, 2,− 1

2 , 0
|x2

F),

where again xF = EFR
vF

. Thus, we have

χ̃
γ ζ
ii (R, 0) = χ

γζ
ii (R, 0)

[
1 − 8xF

3
√

π
G2,1

2,4

(
1
2 , 3

2
1, 2,− 1

2 , 0

∣∣x2
F

)]
︸ ︷︷ ︸

M′′(xF )

.

(62)

The physical origin of spin flipping in this case is the same
as before. Thus, let us consider the mathematical origin of sign
changing in χ̃

γ ζ
ii (R, 0 ). M′′(xF ) is interpreted as the set of

the oscillations with an asymmetrical trend making different
numbers of roots in the case of electron and hole doping that
is included in xF quantity. Here, in Fig. 10(a), we find x>

F1
=

1.17, x>
F2

= 2.94, x>
F3

= 4.58, and x>
F4

= 6.18 for the electron
carrier side, while |x<

F1
| = 3.32, |x<

F2
| = 4.29, and |x<

F3
| = 6.37

for the hole carrier side. Again, we conclude that the regular

FIG. 10. (a) The asymmetric function M′′(xF ) in Eq. (62) versus
xF = EFR/vF. E<

Fi
(E>

Fi
) refers to the electron (hole) doping. The mag-

netic phase diagram of distance between two magnetic impurities on
different sublattices as a function of the Fermi energy is printed in
(b) for four different phase transition parameters.

sign changing of J̃H obeys the relation |xFi+1 | − |xFi | � 1.6 for
both electron- and hole-doping cases.

A schematic representation of phases adopted by the points
corresponding to the phase transitions is plotted in Fig. 10(b)
over a range of varying parameters distance R and the Fermi
energy EF. When two magnetic impurities reside on different
sublattices, the description of FM and AFM phases is not the
same as that of the same sublattices. This implies that the
wide area corresponding to the base phase of the SnTe (001)
surface refers to the AFM phase, while this happened for the
FM phase in the case of the same sublattices.

In the rest of this section, we calculate the asymptotic
behavior of −R3J̃H/J2

c D = G(R)M′′(xF ) to understand the
limits of low and high xF, which is useful for treating the
dependence of the Heisenberg coupling to the distance and
Fermi energy. Thereby, we would write [15,57,59,60]

lim
xF→∞ −R3J̃H

J2
c D

� G(R)xF sin(2xF), (63a)

lim
xF→0

−R3J̃H

J2
c D

� G(R)

[
1 − 16x3

F

9π

]
. (63b)

So, for small-enough xF, the RKKY response is asymmet-
ric if xF �→ −xF [see Eq. (63b)], while it is symmetric for
large-enough xF [see Eq. (63a)]. Moreover, at short distances,
RKKY exchange coupling decays as R−3, while it decays as
R−2 at long distance. By these, we mean that the decay rate is
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FIG. 11. The response of the RKKY interaction in the presence
of both electron and hole doping to the distance R between two
magnetic impurities on different sublattices.

the same whether the impurities are on the same or different
sublattices. Although these cannot be seen in Fig. 10, we will
address these points in the following by focusing on the details
of distance and Fermi energy parameters. In general, we have
three varying parameters, namely φR, R, and EF.

In this paragraph, we intend to show that −R3J̃H/J2
c D

as a function of angle φR for two different Fermi energies
E<

F = −n and E>
F = +n and the same distance R = vF/n, i.e.,

x<
F = −1 and x>

F = +1 possesses the same trend because the
coefficient G(R) behaves independent of the Fermi energy.
However, one expects different amplitudes for G(R) in the
presence of doping because of the extra EF-dependent M′′(xF)
and corresponding terms at low and high xF.

Figure 11 corresponds to −R3J̃H/J2
c D as a function of R for

E<
F = −n and E>

F = +n at varying xF = EFR/vF with φR =
π/4. We observe that there is no certain distance difference,
in contrast to the previous case, in which the sign changing
happens for J̃H when the impurities reside on different sub-
lattices. This is independent of the Fermi energy. However,
our analysis in Eq. (63) can be met here for R → 0 and
R → ∞, i.e., when the system is subjected to the electron
and hole doping through the same Fermi energy strength but
opposite signs, the response is not the same for the FM and
AFM phases at short distances, while when R moves forward,
they get close to each other and one expects to have the same
strengths at large-enough R.

In order to find the explicit description of magnetic phase
transition in terms of the Fermi energy, we plot −R3J̃H/J2

c D
as a function of EF/n (both positive and negative signs) in
Fig. 12 at two short R = 50 Å and long R = 500 Å distances.
Following the previous analysis and Eqs. (63a) and (63b),
in the limit of xF → 0, one understands that EFR → 0 and
this, in turn, means that for short distances R = 50 Å, the
electron-hole symmetry is not valid anymore independent of
EF, however, in the limit of xF → ∞, one finds that EFR →
∞, implying that at long distances R = 500 Å the doping
should be strong enough to meet the electron-hole symmetry.
As can be seen in Eq. (63b), the period of oscillations in
Fig. 12 for the long-distance R = 500 Å is 2 xF.

FIG. 12. −R3JH/J2
c D as a function of the Fermi energy EF/n

for short-range distance R = 50 Å and long-range distance R = 500
Å between two magnetic impurities on different sublattices at φR =
π/4.

VI. DISCUSSION

The susceptibilities studied in Sec. IV are intrinsic to the
gapless phase of the Dirac cones in the absence or presence
of electron and/or hole doping. As stated before, the gapped
phase of Dirac cones may be considered as well in the
presence of other possible perturbations such as perpendicular
magnetic field and ferroelectric distortion [3]. The breakdown
of the lattice symmetry is governed by such external factors.
It is necessary to mention that surface roughness, which is
inevitable in experiment requires more attention. Roughness,
which is essentially time-reversal invariant, breaks the mirror
symmetry in random places locally. But in the macroscopic
view and on the average, if roughness causes slowly variation
in the atomic positions, one may still observe sharp peaks in
the x-ray diffraction from the Bragg planes. So in this case,
macroscopically, the mirror symmetry is preserved while it
fails inside the domain walls [2]. In such situations, our results
of gapless surface states, at long-range distances is still valid
while for short-range distances, RKKY response obeys from
the gapped Hamiltonian. On the other hand, in the sense of
x-ray diffraction peaks, roughness may cause a damage in the
crystallinity of the material. So the mirror symmetry would be
no longer preserved. In this case, a gap is opened in the band
spectrum and RKKY interaction is calculated by a specific
formulation, which is out of the scope of the present paper.
The new formulation including the perturbations manifestly
acts to induce the gap as well as the exchange field of mag-
netic impurities themselves and thus leads to a significantly
more involved set of responses. Nevertheless, the anisotropic
interactions such as Dzyaloshinskii-Moriya coupling and/or
the origin of anisotropic interactions such as Rashba spin-orbit
coupling may modulate the model as well. We postpone a
detailed analysis of the perturbed susceptibility including all
these effects to a followup study.

It should be pointed out that the electron and hole doping
are taken to be material dependent, however, we stress that the
investigations in the present paper are allowed for SnTe and
related alloys only, not for all TCIs. Moreover, we examined
the RKKY response at zero temperature in our model and the
finite-temperature version of the results will be left to come
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in our future research utilizing the temperature-dependent
EF under the grand-canonical ensemble. Additionally, as we
mentioned during the elaboration of the low-energy effective
Hamiltonian, four Dirac cones approximation is valid for
energies lower than the quantity n. So the doped level should
be lower than this quantity and at low-level doping, smaller
than n, the bulk of TCI would remain a gapped insulator and
our results on RKKY interaction are still valid. Regarding the
control of the electron or hole doping only on the surface
of TCI, we should mention that it is long well known that
doped ions enter substitutionally instead of Sn/Pb atoms in
(Sn/Pb)Te materials [10,42,63–65]. In our model, the bulk
atoms are substitutionally doped by doped ions with a chemi-
cal potential adjusted inside the bulk gap. So there are no free
carriers inside the bulk while they are present on the surface.
It is deduced that by the low-level bulk doping especially
in the vicinity of the surface, the chemical potential varies
ranging from −n to +n, the validation range of the effective
Hamiltonian. As a result, we do not need to have doped ions
exactly located on the surface of TCI.

As the last comment, we would briefly think of the case
that the magnetic impurities are laid down on the bond
centers of the sublattices. In this case, the RKKY response
is the sum of the site responses and the spin susceptibil-
ity is written as χbond

zz ( R, 0 ) = 2 χ
γγ
zz ( R, 0 ) + χ

γζ
zz ( R, 0 ) +

χ
ζγ
zz ( −R, 0 ). Accordingly, the interference of such a situation

can be obtained by plugging in the individual F (R) and G(R)
ones. As a direct consequence of this, we would conclude
that the resulting interference only differs compared to that
of graphene, and, for this reason, we avoid repeating this
unnecessary calculation.

VII. SUMMARY

Understanding the interaction between magnetic impurities
on the surface of TCIs is essential for many spintronic pur-
poses. This is interesting because of the presence of multiple
surface states in TCIs, which are topologically protected by
the mirror symmetry.

In this paper, we have considered the case of (001) surface
of SnTe as a TCI subjected to magnetic impurities. We derive
through an effective low-energy two-band model the RKKY
coupling between two magnetic impurities resided on the
same and different sublattices in the absence and presence
of electron and hole doping. The potential of our two-band

model is examined by the electronic band structure, resulting
in a valuable prediction of the full implementation of RKKY
coupling (i.e., followed by the four-band model). Within
such a proper low-energy approximation, all possible RKKY
responses, spin susceptibilities, have calculated analytically.
These results capture the data for different parameters, namely
the angle and distance between two magnetic impurities, and
the Fermi level.

The key analytic argument illustrates that the RKKY cou-
pling on the SnTe (001) surface with four Dirac cones behaves
as graphene independent of the doping effect or the position of
impurities. However, the main difference can be tracked from
the interference term in which multiple wave vectors play the
role to determine the RKKY responses, while a single wave
vector is adequate in graphene. On the other hand, the base
phase of the system for magnetic impurities on the same and
different sublattices is FM and AFM, respectively. The decay
rate of spin susceptibility with the distance between impurities
is that of R−3 in the undoped TCIs, while it is, respectively,
R−3 and R−2 in the doped case for short-range and long-range
interaction.

Key physics of our results has revealed in the phase dia-
gram of magnetic states covered in the presence of both elec-
tron and hole doping. The systematic dependence of distance
on the Fermi level has inherited the FM and AFM phases so
that host electrons at the same or different sublattices give a
specific magnetic order depending on the distance and doping
concentration. This, in turn, originates from the contribution
of different wave vectors to the interference between surface
Dirac cones. Generically, in the presence of doping, the FM-
to-AFM phase transition and vice versa occur so that the sign
of Heisenberg coupling switches.

To what extent the magnetic impurities are necessary ingre-
dients for spintronic devices in logic applications, our results
would be the subject of a lively discussion. The intriguing next
step would be dealing with the exchange field induced by the
magnetic impurities to break the mirror symmetry and to open
a gap in the SnTe (001) surface to tailor both the topological
and magnetic phases.
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