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Spin waves in metallic iron and nickel measured by soft x-ray resonant inelastic scattering
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The spin-wave dispersions in iron and nickel along the [111] direction are determined using soft x-ray
resonant inelastic x-ray scattering (RIXS). For iron, a 10-nm thin film was studied and, over the limited g range
accessible, the peaks disperse as expected for a spin wave and in agreement with inelastic neutron scattering
(INS) results. At the higher g values damping is observed with the peaks weakening and broadening. This
damping is less pronounced than in the INS studies. The RIXS results are also compared with ab initio spin
fluctuation calculations. The calculations slightly underestimate the energy dispersion and the damping is larger
than in the measurement. Nevertheless, the agreement between the RIXS results, INS studies, and the theory is
quite satisfactory. For the single crystal of nickel, the measured ¢ dispersion flattens out rapidly and the peaks
broaden. The strong damping effect is reproduced by the spin fluctuation calculations but the energy of the peaks
is largely overestimated. Nevertheless, the flattening of the dispersion is not reproduced by the calculations and,
although similar effects were observed in early INS experiments, they are not seen in more recent work. Possible
reasons for this are discussed. These measurements show that using soft x-ray RIXS to study spin fluctuations in
metallic systems, which are in general very challenging for the technique, has much promise. More interestingly,
since the iron measurements were performed on a 10-nm thin film, the study opens the possibility to study
tailor-made thin-film samples, which cannot be easily studied by other techniques. Combining these studies with
state-of-the-art ab initio calculations opens up interesting prospects for testing our understanding of spin waves

in metallic systems.
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I. INTRODUCTION

Despite studies of spin fluctuations in magnetic materials
over many decades their importance is still current today. Spin
fluctuations have been invoked in the mechanism of high-
temperature superconductivity [1,2] and have importance for
new applications as represented by fields like spintronics
[3] and magnonics [4]. In addition, although much progress
has been made [5-8], spin-wave theory still has problems in
reproducing experimental results exactly (e.g., [9,10]).

The method of reference for studying magnetic excita-
tions is often inelastic neutron scattering (INS). However,
due to significant improvements in instrumentation for soft
x-ray resonant inelastic scattering (RIXS) [11,12], in recent
years, it has been shown that the technique has much po-
tential for studying magnetic excitations in addition to low-
energy electronic, lattice, and orbital excitations (see for
example [13-17]). This is particularly due to improvements
in energy resolution as well as the extension to studying
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three-dimensional (3D) reciprocal space [18]. Consequently,
as the applicability of soft x-ray RIXS is being explored, it is
natural to compare new data with existing INS results.

Many of the high-energy resolution RIXS studies so far
have been on ionic materials like the transition metal ox-
ides or poor metals like the doped iron and copper based
superconductors, e.g., [19,20]. Little work has been done on
pure metals [21,22] and none, to the authors’ knowledge,
with high-energy resolution sufficient to observe spin-wave
dispersions. One reason is that the fluorescence yield can
dominate the spectra making it difficult to determine low-
energy losses.

In this paper we show that it is possible to use soft x-ray
RIXS to study spin waves in the archetypical transition metals,
iron and nickel. The results are compared with INS studies
[23-36]. The energy dispersion, peak widths, and intensities
show the interaction with the Stoner continuum [37] and the
resulting Landau damping [37,38]. This is more evident in
nickel than iron. The results for iron are in good agreement
with INS results, whereas the nickel results are reminiscent of
early INS results but do not agree very well with more recent
INS data. The same can be said of the comparison for iron and
nickel with spin-wave calculations [7,9,39-42]. On the theory
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FIG. 1. (a) Generic RIXS measurement geometry, showing the rotation angles 6, ¢, and x. (b) Measurement geometry for the [111]
dispersion, after rotation of the sample around x. (c) The unit cell for fcc nickel showing the 111 plane.

side, time-dependent density functional perturbation theory
(TDDFPT) has been shown to be a powerful tool to study spin
fluctuations, by treating magnons and Stoner excitations on
the same footing, thus capable of capturing Laudau damping.
The method has been used to study spin fluctuations of pure
metals and shown general agreement with INS data [5-9].
The current results are compared with these state-of-the-art
calculations. Nevertheless, they show that there is still some
discrepancy between measurements and theory, particularly
for nickel. In addition, this work shows that surface science
prepared samples can be studied using RIXS. In the case of
nickel, a bulk Ni(001) sample was used and in the case of
iron, a 10-nm-thick Fe(001) film grown on Ag(001). Both
samples were prepared and transferred under ultrahigh vac-
uum (UHV) to the RIXS spectrometer. Consequently, these
results expand the possibilities represented by this relatively
new technique.

II. EXPERIMENTAL DETAILS

The high-energy resolution RIXS measurements were
carried out at the ID32 beamline of the ESRF [12]. The
photon energy was tuned to the L3 absorption edge of Fe
(~707 eV) and 1 eV above the L3 edge of Ni (~853 eV).
The energy resolution was set to ~45 meV and the ex-
periment took advantage of the three-circle high-precision
goniometer and variable angle scattering arm [12] to allow
the [111] high-symmetry direction to be followed in each
case. Similar experiments on NiO have previously shown this
capability [18].

The samples were prepared in the ID32 surface preparation
facility [43]. The Ni(001) crystal was cleaned by repeated
Ar™ ion sputtering (1 keV and then 500 eV) at 800 K followed
by annealing at the same temperature. The surface structure
was checked using LEED. Once clean the sample was trans-
ferred to the RIXS chamber using a home-built UHV vacuum
suitcase. The pressure rose briefly into the 10~ mbar range
while transferring. The measuring sample chamber pressure
was ~2x 10~° mbar. The 10-nm Fe(001) film was grown on a
Ag(001) single crystal that was cleaned by repeated Ar™ (500
eV) sputtering cycles at ~750 K followed by annealing at the
same temperature. The surface structure was checked using
LEED. The iron was evaporated from an e-beam evaporator
and the flux calibrated using a water-cooled crystal monitor
mounted at the sample position. The flux rate was controlled

using an integrated evaporator flux monitor once the rate was
established with the crystal monitor. The 10-nm film took
approximately 30 min to grow and the chamber base pressure
remained in the 107!° mbar range. The substrate was kept
at 300 K during the evaporation. The surface structure was
checked using low-energy electron diffraction (LEED) and the
pattern was as expected for Fe (001) [44]. The sample was
transferred to the RIXS chamber using a commercial UHV
vacuum suitcase (Ferrovac) which kept the pressure in the
107'9 mbar range. The RIXS transfer chamber was in the
10~® mbar range and the sample chamber was in the low
10~° mbar range.

The crystal was orientated with the [110] direction in the
horizontal plane. Since the sample goniometer only allows
a +/— 45° in the x direction the samples were mounted
on a 20° wedge. This allowed the sample to be rotated to
54.7° from the vertical direction to permit 6-20 scans, so
that the g along the [111] direction is probed. This requires
the sample and scattering arm to be moved together. This
procedure has been successfully used before in Ref. [18].
The scattering was in the horizontal plane. The incoming
light polarization for the measurements was horizontal, i.e.,
in the scattering plane. The sample geometry is shown in
Fig. 1. The measurements were made at 20 K. The samples
were checked for cleanliness using total electron yield (TEY)
x-ray-absorption spectroscopy (XAS) (see for example the
XAS spectra in Figs. 2 and 3). The spectra were as expected
for clean metals [45]. The samples were routinely checked
with XAS during the measurements. The TEY XAS is much
more surface sensitive than the RIXS measurement and is
therefore a sensitive test of the sample surface state. Over long
periods (hours) some contamination was observed in the XAS
spectra but only where the beam was incident. To be sure that
a clean part of the sample was always measured the samples
were moved periodically. This was easily achieved since the
x-ray beam spot size was ~40 um x3.5 pum [full width at half
maximum (FWHM)] and the sample size >4x4 mm?. The
instrumental function was determined by measuring a strong
specular signal at the measurement energy. The energy zero
could also be calibrated in the same way.

Computational method

Calculations of the full response matrix has been per-
formed using time-dependent density functional perturbation
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FIG. 2. Wide energy scan RIXS spectra from iron. The inset
shows the iron XAS spectra and the arrow marks the energy used
to take the RIXS spectra.

theory implemented on top of Quantum ESPRESSO [9,46].
An adiabatic local spin-density approximation and norm con-
serving pseudopotentials with a plane-wave kinetic-energy
cutoff of ~60 Ry were used. A 40x40x40 k-point mesh
was employed for both ground-state and spin susceptibility
calculations. A full description of the method could be found
in Ref. [9]. The full response matrix can be written as x(q, )
(i, j = 0,x,y, z), where 0 denotes charge degree of freedom
and x, y, z denote magnetization directions. The ground-
state magnetization is by default along the z direction thus
charge and z correspond to longitudinal components; x and
y correspond to transverse components. Spin-orbit coupling
is not considered and hence there is no cross-coupling be-
tween longitudinal and transverse directions. The number of
terms are further reduced, due to the cubic symmetry, leaving
X(gq, ), x¥(q, ®), x*(q, »), and x%(q, »). x*(q, w) is
in fact the dynamical dielectric response. The imaginary part
of the transverse spin susceptibility, x ¥~ (g, w) = x** — ix¥,
contains the information of magnon excitations and is compa-
rable to INS data.

III. RESULTS AND DISCUSSION

Figure 2 shows the wide energy window RIXS scan for
iron (¢ = 0.692 A~"). The inset shows the L3 absorption edge
spectra characteristic of the metallic state [45]. There is a
very strong fluorescence peak in the —1 to —7 eV energy-loss
region, peaking at —3 eV with a tail that extends to zero
energy loss. Nevertheless, there is a clear low-energy-loss
peak just below the zero energy elastic peak, which is even
slightly more intense than the elastic peak.

Figure 3 shows several wide energy window RIXS scans
for nickel (g = 0.787 A~") together with the L3 absorption
edge spectra. The different RIXS spectra are taken at the
positions shown by the arrows in the figure inset. The fluo-
rescence peak is much stronger and closer in energy to the

XAS Intensity (arb. units)

848 850 852 854 856 858 860 862 864 866 868
Photon Energy (eV)

Intensity (arb. units)

Energy Loss (eV)

FIG. 3. Wide energy scan RIXS spectra from nickel. The inset
shows the nickel XAS spectra and the arrows mark the energies used
to take the RIXS spectra.

elastic peak than in iron. If the energy is detuned —0.5 eV
below the resonance the elastic peak is masked by the tail
of the fluorescence. By going just above the resonance the
fluorescence can be moved far enough away to be able to
investigate the low-energy-loss region below the elastic peak.
In the present study the photon energy was detuned to +1 eV
above the edge (black curve in Fig. 3).

A. Iron RIXS

Figure 4 shows the g dependent RIXS energy-loss spectra
in the first 300 meV. A clear separated peak is seen at high
g which disperses towards the elastic peak at low g. The
elastic peak is very strong at low scattering angles (small g).
Nevertheless, the elastic peak shape and width is known from
the reference measurements. Consequently, the elastic peak
can be reliably fitted and the magnon peak position and shape
extracted as shown in Fig. 4(c). The peak fitting results shown
in Figs. 4(b) and 4(c) include a background resulting from the
fluorescence, a resolution limited Gaussian elastic peak, and a
loss peak. The loss feature was fitted with a symmetric peak
shape (using an asymmetric peak as used below for nickel
gave the same result).

The resulting peak position, intensity, and deconvoluted
width (FWHM) for the loss features are shown in Fig. 5.
The results from one of the neutron studies [28] are also
shown as open triangles. The uncertainties in the RIXS energy
position (black squares) are less than the symbol size. The
neutron data are for a Fe(4%Si) sample but this gives similar
results to pure Fe [24]. The agreement between the RIXS
and INS data [28] is quite reasonable. The dashed line shows
the theoretical spin-wave energy E = Dg” [32,37]. D is the
spin-wave stiffness constant [37], with D = 230 meV A2, as
found in more recent work from Fe(12%Si) [35]. A value
of D =260meV A? is found in Ref. [28]. The inset in
Fig. 4 shows the spin-wave peak intensity which slowly
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FIG. 4. (a) g-dependent RIXS spectra along the [111] direction in iron. The vertical bars mark the peak position found by peak fitting.

(b) Peak fitting for ¢ = 0.692 A~" and (c) for ¢ = 0.311 A",

decreases with increasing g. At higher energy loss (~80 meV,
g > 0.6 A=) the peak intensity starts to drop faster. In addi-
tion, the peak width doubles over the total measured ¢ range.
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FIG. 5. Spin-wave dispersion for iron along the [111] direction.
RIXS data (black squares), INS [28] open triangles. The dashed line
is a parabolic curve with a stiffness constant D = 230 meV A2; see
text. Inset: Intensity and deconvoluted width of the loss peaks.
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Some of the previous INS data showed a dramatic drop in
intensity over the same ¢ range by a factor of ~10 [28,35].
However, in the work of Loong et al. [32] reasonable intensity
was measured out to energy losses of 160 meV along the
[110] direction, similar to what is observed here. Loong et al.
[32] used a very high purity single crystal of iron and also an
instrument with higher sensitivity compared to earlier work
[28]. However, in the RIXS data the peak intensity drops
off faster than the increase in the peak width at higher g.
This is probably due to the intensity starting to be spread out
into a long weak tail, which cannot be distinguished easily
in the experiment due to the fluorescent background, so that
the intensity drop is overestimated. Such a tail is observed in
the calculations as is shown below.

Figure 6 shows the results of the transverse spin suscep-
tibility calculations in a color contour map. Profile cuts are
shown for several g values in the right-hand panel. The RIXS
data are plotted as black squares. In the RIXS experiment
the spin-wave dispersion is slightly larger (as also seen in
the INS data) than in the calculation. In addition, although
experimentally a broadening and weakening of the peaks are
observed (see Fig. 4), they are less noticeable than in the
calculations. This is mostly because the calculated peaks at
low g are much sharper than observed in the experiment.
Nevertheless, if the area under the theoretical curves is com-
pared at the various ¢ values there is only a small decrease
in intensity with increasing g. This is not so different from
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FIG. 6. Calculated Imx (g, w) for iron along the [111] di-
rection. The experimental results are shown as black squares. The
right-hand panel shows cuts corresponding to the vertical lines in the
left-hand panel.

what is seen in the experiment. Since the INS measurements
give a variety of results for the peak intensities and widths
and also show a different behavior from both the theory
and the RIXS measurements it is difficult to make a com-
parison. We have also compared the RIXS results with all
components of the response matrix and only find a corre-
spondence with the transverse spin susceptibility response,
consistent with the measurement of a spin-wave dispersion
(see Appendix A).

B. Nickel RIXS

Figure 7 shows the g-dependent RIXS energy-loss spectra
in the first 300 meV. At higher g a separated peak can
be seen. The exact determination of the peak positions is
much more difficult than in iron due to the high background
and weaker signal. In order to determine the peak positions,
the spectra were fitted with a background coming from the
fluorescence peak and an energy resolution limited elastic
peak. The latter can be determined by measuring below
the resonance energy, at a ¢ value with no loss peaks, or
by using a reference sample close to the measured nickel
sample. This also allows the energy zero to be determined.
Several different functions were investigated to represent the
fluorescence background. These included a simple linear fit,
a polynomial fit as used previously [19], and the background
shown which is a modification of that used in Ref. [19] and
similar to that in Ref. [47]. We find that the final peak position
and shape is little affected by the choice of background
function. The elastic peak and background were subtracted
from the spectra to leave the magnetic peaks. The resulting
peaks have an asymmetric shape, where the asymmetry in-
creases with g. These peaks were fitted with a “Fano” line
shape [48]. Examples of the fitting are shown in Figs. 7(b)
and 7(c).

The resulting peak position, intensity, and deconvoluted
width (FWHM) for the loss features are shown in Fig. 8
(black squares). The results from two neutron studies are also
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FIG. 7. (a) g-dependent RIXS spectra along the [111] direction in nickel. The vertical bars mark the peak position found by peak fitting.

(b) Peak fitting for ¢ = 0.787 A~" and (c) for ¢ = 0.372 A",
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FIG. 8. Spin-wave dispersion for nickel along the [111] di-
rection. RIXS data (black squares), INS data (triangles [30] and
dots [33]). The dashed line represents a spin-wave curve with
D = 433 meV A2, Inset: Peak intensity and width of the loss peaks.

shown as triangles [30] and dots [33]. The agreement between
the RIXS and INS data is consistent over the first few data
points but the RIXS data rapidly flatten out from g > 0.5 A~!
similarly to the data of Refs. [26,30] but contrary to Ref. [33].
The difference between the various neutron experiments was
explained as being due to using an instrument with improved
sensitivity and also to having a very high purity nickel crystal.
This reduced the incoherent scattering and contributions from
phonon scattering. This possibly indicates that, also in the case
of RIXS measurements, the crystal quality may influence the
results. This is important for future work and for the use of
thin films, which can be studied using RIXS. The inset of
Fig. 8 shows the intensity dropping as the dispersion flattens;
the peak width also increases from low to high g. As for
iron, INS data show a large drop in intensity (around a factor
of 10) at around 80 meV (g > 0.65 A~1). In the RIXS data
this is a factor of 2. The dashed line is a spin-wave fit with
D = 433 meV A? [26] but without the data points at low ¢ it
is difficult to make a comparison with the RIXS data.

Figure 9 shows the results of the calculations in a color
contour map. Profile cuts are shown for several g values
in the right-hand panel. The RIXS data are shown as black
squares. In the experiment the dispersion rapidly flattens out
in the measured ¢ range. The experimental values are at
lower energy than the calculated ones. As seen in Fig. 8 the
experimental data broaden and the intensity starts to decrease
rapidly for the last few points. The cuts from the calculation
shown in Fig. 9 also show a weakening and broadening of
the spin waves but the energy scales for the calculations and
experiment do not match exactly. Additionally, the damping
is so strong that above g = 0.45 A~! it is difficult to identify
a real peak corresponding to the spin wave. In the case of
iron the calculated dispersion was slightly less than in the
experiment. For nickel the calculated dispersion is larger and
there is a broadening of the peaks but no flattening of the
dispersion. The observed nickel peak dispersion discrepancy
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FIG. 9. Calculated Imx*~ (g, ) for nickel along the [111] di-
rection. The experimental results are shown as black squares. The
right-hand panel shows two cuts given by the vertical lines in the
left-hand panel.

is similar to what was reported in Ref. [9], and is attributed
to the overestimation of the Stoner splitting by the adiabatic
local spin-density approximation to DFT.

The flattening and broadening of the spin waves has been
associated with the interaction with the Stoner continuum
of excitations. The Stoner spin gap energy is much lower in
nickel than in iron explaining why the iron data are less af-
fected in this g range, whereas the nickel data are strongly af-
fected. The asymmetric line shape seen for nickel is probably
a sign of the interaction with the Stoner continuum as is the
much weaker peak intensity. The different results from various
INS experiments also seem to indicate that sample quality and
experimental sensitivity strongly affect the g range in which
the peaks can be followed. In addition, we have investigated
if the flattening of the dispersion might be due to measuring
something other than the spin waves. As for iron above, we
have also extended the DFT calculations to determine all the
components of the response matrix in order to see if anything
else corresponds to that observed in the experiment. We do
not find anything in the calculations, which corresponds to the
experimental data where it deviates from the spin-wave be-
havior (see Appendix A). Also, since RIXS is a relatively new
technique and the measurement of magnetic excitations is not
as well understood as in INS, one has to consider if this might
be the origin of the differences. Although the two techniques
do not measure exactly the same thing, RIXS captures qual-
itatively the magnon dispersion [49-51]. However, the other
terms in the RIXS spectrum could contribute to some moder-
ate uncertainties in determining the magnon energy [52,53].
Experimentally, previous work for example on the cuprates
[54] and the present results for iron give very similar energy
positions for the peaks found in INS and RIXS experiments.
Nevertheless, to help understand the differences between the
current experiments for nickel, we have used the QUANTY
code [55] to calculate the RIXS cross section for Ni(111).
This approach is certainly approximate, and not ideal, but
gives an idea of the expected cross section. Assuming that the
single-crystal sample has multiple (111) domains (the most
likely case), then the averaged RIXS cross section over the
experimentally observed parameter space does not vary
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significantly (see Appendix B). One interesting point is
that for some specific magnetic domains the RIXS cross
section is much reduced in the g range where we measured
(see Appendix B). Although this would explain a reduced
intensity, it does not explain the flattening of the dispersion.
It nevertheless points to the importance of carrying out
experiments on single domain thin films in the future and
to taking into account the geometrical effect on the RIXS
cross section. Overall, we still do not have a very good
understanding of the nickel data and as with the early
INS experiments there is a need for further experiments,
particularly on thin films where the sample quality and
domain structure can be controlled better.

IV. CONCLUSION AND FUTURE PROSPECTS

This study shows that it is in principle possible to measure
spin waves in purely metallic systems using soft x-ray RIXS,
even considering all the technical difficulties. The restricted
q range in soft x-ray RIXS is an unavoidable problem but
measurements at even lower g should be possible with newer
instruments if the elastic peak does not dominate the spectra.
This work opens the way to the study of various metallic
systems in thin-film form or in heterostructures, for example

CoFe in spin valves or tunnel junctions. In addition, new
phases could be studied, e.g., bcc nickel or bee cobalt. In
principle, studies could also go down to the monolayer level
provided there is sufficient signal. One could also think of
looking at the effect of strain by an appropriate choice of
substrate. In addition, the temperature dependence of the spin
waves and their damping could be investigated. Clearly much
work has and will be done with inelastic neutron scattering,
which is the benchmark technique, and it is gratifying to see
reasonable agreement in these soft x-ray RIXS measurements
and INS experiments. This work will hopefully stimulate
ideas for new complementary experiments that can be done
with soft x-ray RIXS.

Finally, it should be said that the theoretical approach used
here shows much promise in calculating the spin fluctua-
tions in these basic magnetic materials [9]. Improvements in
the way the exchange-correlation potential is treated should
improve agreement. Further neutron and x-ray experiments
should be able to help develop these computational methods
to a point where they become predictive tools. In addition,
there is a great need for full RIXS calculations, taking into
account all the process influencing the cross section, including
the spectroscopic factors and the fundamental properties of
the material being probed.
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APPENDIX A

The results of the calculations for the full response matrix
as described in the main text and Ref. [9] are shown for iron
and nickel in Figs. 10 and 11 respectively. The g range covers
that measured in the experiment. The green lines show the
spin-wave fit to the experimental data as a guide for the eye.

APPENDIX B

The RIXS cross section for all possible (111) magnetic
domains have been calculated for a Ni crystal using the
QUANTY code [53], following the approach used in Ref. [49]
but adapted to a ferromagnetic arrangement of spins. In this
approach, a low-energy effective RIXS scattering operator

Im(chi_+-)
L0

079

058

E(meV)

038

017

-0.040

is used to calculated the transition probabilities, which are
then mapped out into reciprocal space using linearized spin-
wave theory [56]. The parameters for the Ni atoms have
been calculated using Cowan’s code [57] and some crystal-
field energy has been added in order to stabilize a single
magnetic ground state. The calculations have been performed
with crossed incoming and outgoing light polarizations. While
these calculations are not well suited for metallic samples due
to the high electronic screening and the delocalized nature of
the excitations, we believe that they can nevertheless provide
the qualitative behavior of the spin-wave excitations measured
with RIXS for simple ferromagnetic or antiferromagnetic ar-
rangements of spins. The intensity of the magnons are shown
as log color maps for each domain together with the average
over all domains in Fig. 12. In some domains the intensity is
reduced in the middle of the zone as a result of the scattering
geometry and the spins direction. The experimental values fall
between the two vertical lines in the middle panel. For the
[1 —1 1] and [1 —1 —1] domains the intensity drops by 25
times going to higher ¢. For the average over all domains the
intensity varies +/— 50% in the experimental ¢ interval.
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FIG. 11. Calculated Re and Im parts of x**(g, ®), x* (g, ), x*(q, ®), x*°(g, ) functions for Ni(111). The top-left panel shows the spin
fluctuations given by Imx *~ (g, w). The color scale is on a linear scale but each panel has been scaled to 1. The multiplication factor is given
in each panel. The green line gives the spin-wave fit derived from this and previous work.
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