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Raman signal from a hindered hydrogen rotor
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We present a method for calculation of Raman modes of the quantum solid phase I hydrogen and deuterium.
We use the mean-field assumption that the quantized excitations are localized on one molecule. This is done
by explicit solution of the time-dependent Schroedinger equation in an angle-dependent potential, and direct
calculation of the polarization. We show that in the free rotor limit, the H2 and D2 frequencies differ by a factor
of 2, which evolves toward

√
2 as the modes acquire librational character due to stronger interactions. The ratio

overshoots
√

2 if anharmonic terms weaken the harmonic potential. We also use density functional theory and
molecular dynamics to calculate the E 2g optical phonon frequency and the Raman linewidths. The molecular
dynamics shows that the molecules are not free rotors except at very low pressure and high temperature, and
become like oscillators as phase II is approached. We fit the interaction strengths to experimental frequencies,
but good agreement for intensities requires us to also include strong preferred orientation and stimulated Raman
effects between S0(1) and S0(0) contributions. The experimental Raman spectrum for phase II cannot be
reproduced, suggesting that the mean-field assumption is invalid in that case.
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I. INTRODUCTION

The lowest pressure phase of solid hydrogen comprises a
hexagonal close packed (hcp) structure of molecules [1–7].
X-ray and neutron studies can detect the mean nuclear po-
sition, but the orientational behavior is more complicated.
Raman spectroscopy at the lowest pressures, shows that the
molecules adopt free rotor behavior, characterized by a series
of contributions corresponding to energy levels J (J + 1) and
selection rule �J = 2. As pressure increases the identification
of the single rotational levels become more complicated, as
these low frequency bands significantly broaden [8–11].

The free rotor and the simple harmonic oscillator are the
two canonical systems considered in Raman spectroscopy, but
it is impossible to determine the character of the mode directly
from an experimental peak. For the diatomic rotor the roton
energy levels are given by

E (J ) = h̄2

mr2
J2 (1)

in two dimensions (2D) and in 3D by

E (J ) = h̄2

mr2
J (J + 1), (2)

where r is the bond length, m is the atomic mass and J is an
integer quantum number. The Raman selection rule is �J =
0,±2, where zero corresponds to Rayleigh scattering, +2
to Stokes, and −2 to anti-Stokes processes. This expression
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holds for both 2D and 3D rotors, and the energies are fully
determined by the bond length r.

For the harmonic oscillator the phonon levels are

E (n) = h̄ω

(
n + 1

2

)
=

√
h̄2k

m

(
n + 1

2

)
(3)

with ω the frequency and k the effective spring constant,
selection rules being �n = 0,±1.

A peculiarity of these expressions is the different depen-
dence of energy on mass. This becomes particularly rele-
vant when considering the isotopes of hydrogen, H2 and
D2. If one assumes that their electronic structures are the
same, and the Born-Oppenheimer approximation holds, then
at the same density the roton frequencies differ by a fac-
tor of 2, while phonon/libron frequencies differ only by√

2. Thus the character of a mode can be determined by
comparing the Raman spectrum of the isotopes. Experimen-
tal studies of this ratio are presented in the accompanying
paper [11].

In this paper, we develop the theory for the Raman
signal from an inhibited quantum rotor, assuming that the
interactions can be represented by an external potential. We
illustrate the principles with a 2D example, then apply it to a
3D case where the potential will be taken to have the form of
interacting quadrupoles and a crystal field on an hcp lattice. To
calculate Raman phonon frequencies and to estimate natural
linewidths we use ab initio molecular dynamics (AIMD)
simulations.
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FIG. 1. 2D rotor in a potential of the form V = V0 cos(θ ). Top:
left axis shows energy of first excitation, compared between m =
1, 2, right axis shows ratio of first excitations. Bottom: Energy levels
as a function of V0; energy units are defined by h̄2

2mH r2 = 1.

II. THEORY AND METHODS

A. Crossover from roton to libron

To illustrate the principles, we consider a single mode
described by the Hamiltonian for a 2D hindered rotor in an
external potential V̂ = V0 cos θ :

h̄2

mr2

∂2�(θ )

∂θ2
− V0 cos θ�(θ ) = E�(θ ). (4)

The solutions for Ek (V0) are shown in Fig. 1. The frequency
ratio for the excitation between rotors with mass 1 (“hydro-
gen”) and 2 (“deuterium”) is then defined by

R = Ek (H ) − Ei(H )

Ek (D) − Ei(D)
= υH2/υD2 , (5)

where Ei are the calculated energy levels and υ represents the
experimentally measurable Raman shift.

The limiting cases have R = 2 for the rotor (V0 = 0) and
R = √

2 (V0 → ∞), and a surprising result is that R over-
shoots and becomes less than its asymptotic value of

√
2:

this happens whenever anharmonic terms make the potential
weaker than harmonic at large distances. Extreme cases for

TABLE I. Exchange symmetries of wave functions showing
which nuclear spin states can trap the quantum rotor in high energy
J = 1 state, assuming sufficiently weak interactions that J is a good
quantum number.

H2-ortho H2-para D2-ortho D2-para HD

Spin symm. Even Odd Even Odd None
Spin degen. 3 1 6 3 6
Rotor symm. Odd Even Even Odd Any
Rotor state J = 1 J = 0 J = 0 J = 1 J = 0
Rotor degen. 3 1 1 3 1

this are the 1/r potential where the asymptotic value is R = 1
2

and the purely quartic potential where this ratio becomes
R = 22/3.

Figure 1 also shows that the high J states remain as free
rotors long after the first excited state passes through the
“oscillator” value R = √

2.

B. Spin isomers in solid hydrogen and deuterium

In solid state hydrogen, the situation becomes more com-
plex. Below 2 GPa the Raman spectrum can be characterised
by a molecular roton spectrum, a lattice phonon mode, and
molecular vibrons at high frequency [12]. At low pressure and
temperature the peaks are very sharp, so mode coupling and
perturbative crystal field splitting is also observable [11,13].
Comparing hydrogen and deuterium, the factor R = 2 is ob-
served, demonstrating that the excitations are rotons.

For a free hydrogen molecule the overall wave function
involves both nuclear spin and rotational state degrees of
freedom. The nuclear spin wave function can be either a spin-1
symmetric triplet (ortho-H) or spin-0 antisymmetric singlet
(para-H). There is no significant energy associated with nu-
clear spins, but since protons are fermions with spin 1

2 , the
overall wave function must be antisymmetric, so only para-H
can combine with the symmetric J = 0 rotor ground state.
Consequently, in phase I where intermolecular coupling is
weak enough that rotor energy states are localized on a single
molecule, then para-H has lower energy than ortho-H. At
the phase II boundary, R = √

2, so the observed excitations
are oscillators, not rotors. J is not a good quantum num-
ber, and delocalization of oscillations means that exchange
symmetry does not introduce an independent constraint on
each molecule [14]. Consequently, ortho-H has a higher I-II
transition temperature than para-H [15,16]. A broadly similar
situation exists in deuterium [17], except that the deuteron is
a spin-1 boson, so ortho-D couples to the ground state J = 0,
and comprises singlet and quintuplet antisymmetric states as
shown in Table I.

These nuclear spin degeneracies result in ortho − para
ratios of 3:1 in H2 and 1:2 in D2 at room temperature, which
persist metastably on cooling [18].

C. The hindered-rotor Hamiltonian and wave function

Under pressure, intermolecular interactions inhibit the ro-
tors. In classical molecular dynamics, this manifests as in-
creasingly chaotic angular motion of the molecules, while
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the molecular center and bond lengths behave like harmonic
oscillators.

To understand the hindered rotor, we model the system by
describing the rotational motion of a molecule in the potential
of its neighbors on an hcp lattice. Specifically, we solve the
angular Schroedinger equation:

H (θ, φ) = − h̄2

mr2

[
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+ 1

sin2 θ

∂2

∂φ2

]
+ V (θ, φ),

(6)

where r = |r| is the molecular bond length and m is the mass
of the nucleus.

The potential should have the P63/mmc symmetry of
the hcp lattice, and its strength will increase with density.
We model it as two distinct contributions, describing the
electrostatic and steric interactions. Long-ranged electrostatic
interactions, of which quadrupole-quadrupole interactions are
dominant, are accounted for by a term with a single parameter,
λ,

Ve(θ, φ) = λ
∑

i

[
1(

Ri − r
2

)5 + 1(
Ri + r

2

)5

]
, (7)

where Ri is the vector from the central molecule and the ith

molecule in the unit cell. The values of Ri are taken from
the experimental equation of state [19] and bond length |r|
was fitted to the experimental spectra at each pressure and
temperature, to within 5% of the gas phase value of 0.74 Å.
This also affects the moment of inertia, I = mr2, in the kinetic
energy term in Eq. (6).

At short range, steric interactions due to Pauli repulsion
become important, and quadrupole interactions are enhanced
by orientational correlations. We include this by fitting c20(P)
and c40(P) directly:

Vs(θ, φ) = c20Y20 + c40Y40. (8)

This approach allows the entire potential V = Ve + Vs to
be described with three parameters: λ, c20, c40. Interestingly,
although c20 is allowed in P63/mmc symmetry, it is zero for
central interactions on an hcp lattice with ideal c/a ratio.

We attempted to include quadrupole correlations at a pair-
wise level, which gives a parameter-free model. By neglecting
frustration, this strongly overestimates the total quadrupole-
quadrupole energy but, surprisingly the angular dependence is
too weak to explain the experimental splittings (see Fig. S1)
[20].

We expand the potential energy surface V (θ, φ) in the basis
of spherical harmonics Ykq(θ, φ) since these are the solutions
to the free rotor problem [21],

V (θ, φ) =
∑

kq

vkqYkq(θ, φ) (9)

by performing the surface integrals

vkq =
∫

Y ∗
kq(θ ′, φ′)V (θ ′, φ′) sin(θ ′)dθ ′dφ′. (10)

We can now express the full Hamiltonian in the basis of the
free rotor:

H (0)
lml ′m′ = h̄2

2μr2
l (l + 1)δll ′δmm′ + Vlml ′m′, (11)

where the first term is the free rotor kinetic energy and the
second is the potential energy operator, expressed as

Vlml ′m′ = 〈lm|V (θ, φ)|l ′m′〉
=

∑
kq

vkq〈lm|kq〉|l ′m′〉, (12)

where we employed Eq. (9) to expand the potential energy
surface. The 〈lm|kq〉|l ′m′〉 are Clebsch-Gordan coefficients.
The energy levels are found by diagonalizing the Hamiltonian:

H (0)
nn′ = D∗

n,lmH (0)
lml ′m′Dl ′m′,n′ . (13)

Note that l and m are no longer good quantum numbers and so
we introduce a new quantum number n. The new energy levels
are ωn = H0

nn, and Dl ′m′,n′ is the transformation from the free
rotor basis |lm〉 to the hindered rotor basis |n〉. The rotational
eigenfunctions of the hindered rotor can be evaluated as

ψn = D∗
n,lmYlm, (14)

and their parity (i.e. rotor symmetry) from

ψn(θ, φ) = (−1)parψn(π − θ, φ + π ). (15)

Based on the parity we can split the diagonal Hamiltonian into
ortho and para contributions:

Ĥ (0) = Ĥ (0)
o + Ĥ (0)

p , (16)

and write the total equilibrium density matrix as

ρ̂ (0) = goe−Ĥ (0)
o /kT + gpe−Ĥ (0)

p /kT

Z (T )
, (17)

where g0 and gp are the nuclear spin degeneracies as laid out
in Table III and Z (T ) = Zo(T ) + Zp(T ) is the total partition
function with the components

Zo(T ) = go Tr(e−Ĥ (0)
o /kT ),

Zp(T ) = gp Tr(e−Ĥ (0)
p /kT ).

(18)

This assumes equilibration of the ortho/para concentrations,
however, the nuclear spins equilibrate on the timescale of
a typical experiment [22], and so ortho-peaks are initially
visible even at 10 K. We account for this by redefining the
density matrix as

ρ̂ (0) = Zo(T ′)
Z (T ′)

goe−Ĥ (0)
o /kT

Zo(T )
+ Zp(T ′)

Z (T ′)
gpe−Ĥ (0)

p /kT

Zp(T )
, (19)

where we introduced a separate parameter T ′ that describes
the ortho-para ratio observed in the experiment as the thermo-
dynamic temperature of the spins; T ′ eventually equilibrates
to T at a rate that depends on experimental details.

Now we turn our attention to the polarizability tensor �̂i j .
The laser interacts with the system Hamiltonian via a second-
order field perturbation:

Ĥ (t ) = Ĥ (0) − Ei(t )�̂i jE j (t ). (20)
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TABLE II. Components of the polarizability that contribute to
the total response for each of the crystal orientations.

Crystal orientation Total response

c||Z ∑
J=X,Y R(�̂X J )

Isotropic
∑

I,J=X,Y,Z R(�̂IJ )

In the free rotor basis of spherical harmonics, the polariz-
ability tensor can be expressed as

�i j,lml ′m′ = 〈lm|RT (θ, φ) · α · R(θ, φ)|l ′m′〉. (21)

The polarizability tensor depends on the nature of the
molecules in the sample. Specifically, for a linear molecule,

α =
⎛⎝1 0 0

0 1 0
0 0 α

⎞⎠ (22)

is the polarizability in the reference frame of the hydrogen
molecule. α is a known parameter, taken to have a value of
1.43 from previous experimental work [23,24] and considered
to be pressure and temperature independent here. The rota-
tion matrix R transforms the E fields into the frame of the
molecule, before they interact with the polarizability ellipsoid.
These rotations are effectively averaged in the frame of the
single rotor by the orientation probabilities dictated by the
wave functions.

Alternatively, we can express the polarizability tensor in
the hindered rotor basis |n〉:

�i j,nn′ = D∗
n,lm�i j,lml ′m′Dl ′m′,n′ (23)

by applying the same transformation that diagonalizes the
Hamiltonian.

Depending on the orientations of the fields Ei and Ej and
the geometry of the experiment, different elements of the
tensor will contribute. Raman spectra from diamond anvil
cell experiments are obtained in back-scatter geometry, while
the sample normally has preferred orientation along the beam
direction. These conditions impose restrictions over which of
the i and j components of the polarizability tensor, contribute
to the response. The cases we considered are summarized in
Table II.

Additionally we suppress all ortho to para transitions by
setting the corresponding elements in the transition matrix to
zero. We only allow transitions that leave the symmetry of the
nuclear spin wave function unchanged.

So far we derived the system Hamiltonian H (0)
nn′ and the

effective polarizability tensor �i j,nn′ based on the vkq co-
efficients. We have, thus, obtained the energy levels of the
hindered rotor, and the transition probabilities between them.

D. Calculation of Raman signal

We proceed to calculating the actual Raman signal from
the response of the quantum system to a sudden excitation.
We rely on the time-frequency duality to compute the Raman
response in the time domain and then obtain the Raman spec-
trum by Fourier transform of the time response. We achieve
this by first propagating the density matrix of the system under

the influence of the field and then computing the expectation
value of the resulting polarization [25–28]. The dynamics is
given by the Liouville–von Neumann (LvN) equation:

d ρ̂

dt
= − i

h̄
[Ĥ, ρ̂]. (24)

The advantage of using LvN over the time-dependent
Schrodinger equation is that the density matrix can also
describe a statistical ensemble of rotors given by

ρnn′ =
∑

s

psρ
s
nn′ , (25)

where ρs
nn′ is the density matrix of the system s and ps is

the probability of finding system s. Using the Chain Rule
and substituting Eq. (24), we can express the dynamics of the
mixed density matrix ρnn′ as [25,26]:

dρnn′

dt
=

∑
s

ps
dρs

nn′

dt
+

∑
s

d ps

dt
ρs

nn′

= − i

h̄
[H, ρ]nn′ +

∑
s

d ps

dt
ρs

nn′ . (26)

The first term describes the quantum mechanical evolution
of the system, while the second term describes the classical
statistics and relates to coherence dephasing and energy dissi-
pation. In Redfield formalism, this term can be approximated
as ∑

s

d ps

dt
ρs

nn′ = −ρnn′

τ
= −ρnn′�, (27)

where � represents the natural line-width broadening. Now
we include the total Hamiltonian which contains the external
field perturbation, in Eq. (26), and obtain

dρnn′

dt
= − i

h̄
[H (0), ρ]nn′ + i

h̄
[�δ(t ), ρ]nn′ − ρnn′�, (28)

where we assumed the laser field is impulsive and can be
treated as a delta function δ(t ). When the field strength is weak
and it does not change the original eigenvalues, we can use
perturbation theory to describe the evolution of the density
matrix [25,26]. We write

ρnn′ (t ) = ρ
(0)
nn′ + ρ

(1)
nn′ (t ), (29)

where ρ̂ (0) is the equilibrium density and ρ (1)(t ) describes
the response of the system to the external perturbation. Ad-
ditionally, the equilibrium Hamiltonian is diagonal in the |n〉
basis, so the first commutator can be easily solved and Eq. (28)
becomes

dρ
(1)
nn′

dt
= −(i(ωn − ωn′ ) + �)ρ (1)

nn′

+ i

h̄
[�δ(t ), ρ (0)]nn′ . (30)

We understand this equation intuitively as follows. The equi-
librium density matrix ρ0 is diagonal and commutes with
the system Hamiltonian and therefore does not contribute
to the dynamics. As a result, in the absence of the exter-
nal perturbation the system is in equilibrium and does not
change. The effective polarizability operator acts upon the
equilibrium density matrix at t = 0 and creates off-diagonal
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terms (coherent superpositions of states) ρ
(1)
nn′ (t = 0) which

then evolve under the system Hamiltonian with oscillating
phases −i(ωn − ωn′ ), which decay at a rate �. We integrate
Eq. (30) via a change of variables and obtain

ρ
(1)
nn′ (t ) = i

h̄

∫ t

−∞
[δ(τ )�,ρ (0)]nn′e−[i(ωn−ωn′ )+�](t−τ )dτ, (31)

and since we assume the perturbation is instantaneous in time,
this simplifies to

ρ
(1)
nn′ (t ) = i

h̄
[�,ρ (0)]nn′e−[i(ωn−ωn′ )+�]t . (32)

We discard the second part of the commutator since it is just
the complex conjugate of the first part and it carries the same
information. The remaining part contains both the Stokes and
anti-Stokes Raman contributions. In our energy-sorted basis
|n〉 all Stokes contributions are in the lower triangular matrix
and the anti-Stokes are in the upper triangular matrix, so we
discard the upper half to keep the pure Stokes signal:

ρ
(1)
n,n′<n(t ) = i

h̄
�nmρ

(0)
mn′e−[i(ωn−ωn′ )+�]t , (33)

Finally, the expectation value of the system polarization
expressed in time domain, is

S(t ) = Tr
(
�nmρ

(1)
m,n′<m(t )

)
, (34)

while in frequency domain the observed spectrum is given by

R( f ) = 	
(∫ ∞

−∞
S(t )e−i f t dt

)
. (35)

This gives the entire Raman spectrum with Lorentzian line
shapes arising from the broadening �. Pressure broadening
gives a similar line shape, so we include this into our simula-
tions by adding a pressure dependent contribution to �:

� = �0 + �P. (36)

This broadening parameter corresponds to the width of peaks
and we calculated it with two approaches. On one hand,
the simplest approach is simply to regard this as a fitting
parameter, choosing peak widths that match the experimental
data. On the other hand, trends in lifetime broadening can
be calculated from the decay of the angular momentum au-
tocorrelation function extracted from AIMD simulations as
described in Sec. IV. There are many approximations in this
latter approach, but one robust feature from AIMD is that all
timescales are

√
2 longer for deuterium than for hydrogen, so

other things being equal the deuterium peaks will be sharper
than the hydrogen ones.

III. RESULTS

At low pressure, we obtain ideal rotor behavior, followed
by a perturbative region where, e.g., the J = 0 → 2 S0(0)
level splits into a triplet. The pattern becomes increasingly
complicated as pressure increases: not only are the levels split
by the field, but the pure Y lm wave functions are mixed, which
gives Raman activity to previously forbidden transitions.
Also, the splitting means a group of low energy transitions
corresponding to �J = 0 appear with nonzero shift [17].
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FIG. 2. Expansion coefficients vlm [Eq. (10)] of spherical har-
monics for the potential V (θ, φ) (largest 5 are shown with the
exception of Y 00).

For the electrostatic contribution to the potential (Ve) a
single value of λ = 1.98 × 105 cm−1Å−5 was used for all
pressures and temperatures. Expansion coefficients for the
total resultant potential surface V (θ, φ) over a range of pres-
sures are shown in Fig. 2. The same parameters describe both
hydrogen and deuterium and are independent of temperature.
Obviously, much better fits can be obtained using more or
unphysical parameters, but doing so could conceal where
our single-rotor approximation breaks down. This failure is
particularly evident in deuterium above ∼30 GPa as phase
II emerges (see accompanying paper for details [11] and
Sec. V where we show the comparison between our calculated
spectra and the experimental ones.).

Figure 3 shows the potential surface corresponding to
the parameters listed above along with the resulting wave
functions with increasing pressure. At low pressure there is
close to zero angular dependence from the potential and the
wave functions broadly resemble the spherical harmonics.
As the pressure is increased up to 100 GPa, minima in the
potential surface (shown in green) are seen pointing out of the
a-b plane at an angle of ∼55◦ and at six distinct orientations
within the a-b plane. A large maximum in the potential energy
surface occurs when the molecule is parallel to the c axis. The
emergence of these minima with increasing pressure gives rise
to corresponding distortions of the wave functions with an
increased probability density at ∼55◦ to the a-b plane seen in
the ground and first excited states. This tendency of the wave
function to flatten is consistent with AIMD [29,30], Monte
Carlo [31], and experiment [32] in phase I, and opposite to
theories that predict the molecule pointing preferentially out
of plane [33].

Figure 4 shows the variation of the energy levels with
applied potential, with coloring indicating the mixing of
spherical harmonics. Relatively little mixing (5 − 10%) still
results in a significant change in the angular dependence of
the probability density.

Raman mode between split rotational levels

Raman modes associated with molecular rotations are typ-
ically characterized as librons and rotons. Our calculations
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FIG. 3. 3D representation of the potential VP(θ, φ) (top) and four
lowest energy wave functions |�(θ, φ)|2 (below) with increasing
potential/pressure (left to right) (note the large isotropic Y00 com-
ponent of the potential is not shown here to emphasize the angular
dependence). The second excited state is doubly degenerate and
thus the resulting eigenfunctions from the numerical diagonalizer
represent one of many possible combinations of basis functions. The
bond length was assumed to remain constant at 0.74 Å over all
pressures as in Fig. 4.

show a type of mode which fits neither of these, a reori-
entational mode. In the free rotor case, this would be an
elastic scattering transition with �J = 0. As the potential
increases, the Raman shift becomes nonzero: with increasing
pressure the low frequency mode between levels of different
MJ emerges from the Rayleigh line (Fig. 5). The selection
rule means it can only occur from an initial excited state
with J > 0. The equivalent mode at zero pressure has been
measured using microwave resonance experiments [34,35]. At
higher pressures the mode may be thought of as the molecule
reorienting between inequivalent minima in the potential sur-
face. We note that in the backscattering geometry, with a
sample with c axes parallel to the beam, this mode will not
be observed.

IV. MOLECULAR DYNAMICS SIMULATIONS

We have carried out further analysis using a series of
AIMD simulations in phase I of hydrogen, using methods
presented previously [29,36–39].

Molecular dynamics of the quantum rotor phase used clas-
sical nuclei, which have long been known to give good results
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FIG. 4. Energy levels for a hydrogen rotor in a hexagonal poten-
tial: different colors indicate the mixing of the spherical harmonics
in the eigenstate on an RGB scale where red, green, and blue pixel
values represent contributions from Y00 and Y1m, Y2m and Y3m, Y4m up
to Y6m respectively (note: the RGB values have also been rescaled to
show 0 − 10% mixing). For this figure the bond length was assumed
to remain constant at 0.74 Å as experimental data is not available for
the pressures considered here.

for properties such as the melting point [40–42] and to form
a basis for a fully quantum theory. Zero point energy favors
phase I, but is omitted in AIMD. Thus the symmetry-breaking
phase II of hydrogen is observed even at zero pressure in
classical AIMD. Here we use AIMD to calculate the phonon
frequency and to estimate the coherence dephasing parameter
that controls our line-width calculation.

A. Calculation of linewidths

In previous work on vibrational modes, we have shown that
the observed broadening is primarily due to the lifetime of the
mode [29]. So the parameter � can be calculated using AIMD.
For vibrational modes, the Raman shift can be extracted
directly from the vibrational frequency. This can be found
by Fourier transform of the velocity autocorrelation function,
which conveniently also extracts the lifetime broadening from
the anharmonicity.

The simple harmonic oscillator is a special case in that its
quantum energy is directly related to vibrational frequencies
(in molecular dynamics) or derivative of the potential energy
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FIG. 5. Predicted rotational/librational Raman spectrum at fre-
quencies close to the Rayleigh line for hydrogen at 300 K over a
range of pressures (broadening parameter is set to � = 30 cm−1 for
all pressures to allow transitions to be easily identified). The inset
shows the S0(0) triplet and new mode at 160 GPa to demonstrate
relative intensities. The bond length was assumed to remain constant
at 0.74 Å over all pressures. All spectra shown assume a perfect pow-
der measured in backscatter as the reorientational mode is not visible
for a sample with c-axis parallel to the incident beam measured in
backscatter. At pressures greater than 80 GPa the reorientational
mode appears at increasingly larger frequency shifts. At 80 GPa
a crossing in the J = 1 energy levels (seen in Fig. 4) produces a
frequency shift much closer to the Rayleigh line.

(in lattice dynamics). However, the quantised energy levels of
a free rotor [Eq. (2)] are unrelated to any classical frequency.
For this reason, the hindered rotor Raman shift cannot be
evaluated from AIMD. However, it is possible to calculate
the roton/libron lifetime, and hence the pressure broadening
of the Raman linewidth, from the autocorrelation function in
AIMD (Figs. 6 and 7).
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FIG. 6. Angular momentum autocorrelation functions for di-
atomic rotors at 300 K and a range of pressures. An ideal rotor has
an unchanging correlation function at 1, a harmonic oscillator would
have a sinusoidal function between 1 and −1. Clearly neither is the
case here.
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FIG. 7. Angular momentum correlation functions vs time (fs) at
100 GPa and a range of temperatures, selected ones labeled, showing
convergence on extension into the liquid phase. The fastest decay is
at 250 K, where all correlation is lost long before a single rotation
is complete. In phase II (below 150 K), the autocorrelation becomes
negative, indicating that the molecules are librating and not rotating.

From each AIMD run we identified molecules, and
calculated the autocorrelation function of the angular
momentum:

�(t ) =
∫ 〈∑

i Li(t − t ′)Li(t ′)
〉〈 ∑

i L2(t ′)
〉 dt ′, (37)

where L is the angular momentum, the sum runs over all
molecules and the integral is over the simulation after an
equilibriation period.

For a rotor, the autocorrelation function decays to zero,
while for a libron there is an anticorrelation period. In either
case, the classical correlation time is a good proxy for the
quantum lifetime, and the lifetime broadening can be found
by Fourier transform of �(t ). Here the peaks become infinitely
sharp in the limit of a perfect rotor or perfect oscillator.

In Fig. 6 we show the autocorrelation as a function of time
for runs at 300 K and pressures up to 200 GPa. The correlation
time drops to below 100 fs, equivalent to a line broadening of
several hundred cm−1. At high pressure, above 175 GPa, we
see anticorrelation, indicative of the short-range freezing-in of
the molecular orientations.

In Fig. 6 we show that the correlation time is highly
reduced with pressure, leading to pressure-broadening of hun-
dreds of cm−1/GPa. Temperature (Fig. 7) also has an effect,
but above 250 K we find an unusual effect of negative thermal
broadening. Classically, this occurs because at high tempera-
ture the molecules spin rapidly and the rotation is weakly cou-
pled to other motions. At low temperature, the molecules are
strongly coupled, giving a well defined librational harmonic
phonon: now the lack of anharmonicity gives the motion a
long lifetime. At intermediate temperatures the molecule is
neither purely rotating nor librating, so anharmonic coupling
leads to rapid decorrelation and consequent reduced lifetime
and broadening. This is consistent with our experimental
observations [11], as illustrated in Fig. 11.
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FIG. 8. Comparison of previous data [5,6,44] the measured [11],
and E 2g calculated phonon modes

B. The phonon mode

The hcp structure has a single Raman-active E2g phonon
mode. This can also be calculated from the AIMD data by
projecting the motion of the molecular centers onto the wave
vector of the Raman-active mode in hcp [43]. The phonon has
a strong pressure dependence and extremely good agreement
with the experiment can be seen in Fig. 8.

V. COMPARISON WITH EXPERIMENT

We compare our model with the results of high pressure
Raman studies. Details of these experiments are given in the
accompanying paper [11].

To compare with experiment, we must further assume
that the equation of states are the same for hydrogen and
deuterium. At relatively low pressures, below 10 GPa approx-
imately 5% difference in specific volume and 10% in pressure
has been reported [45], but later measurements suggest the
difference is smaller [2].

The S0(0) roton peak splits into three (|�MJ | = 0, 1, 2)
but this can only be reconciled with the data by noting that
in a diamond anvil cell experiment the crystallites have strong
preferred orientation. A backscattering geometry with the c
axis parallel to the beam renders the �MJ = 1 mode invisible
(Table II). This effect is countered by resonant scattering
in which the missing para− peaks are enhanced by the
absorption and re-emission by the ortho− modes. Previous
work by Eggert et al. [22] shows that as ortho-H transforms
over time, the shape of the para-roton peak changes, with
the low frequency S0(0)1 peak eventually disappearing. This
nonequilibrium ortho-para ratio is described by T ′, which
drops monotonically with time and pressure increase (see the
Supplemental Material) [20].

For comparison with experiments for hydrogen and deu-
terium (Figs. 9–11) two experimental geometries are consid-
ered. The green solid line shows the predicted spectra for a
sample with c axis parallel to the beam. The dashed red line
shows the intensities for a perfect powder. Inspection of the
sample suggested that the crystallites are always oriented with

FIG. 9. Theoretical Raman patterns for H2 at selected pressures
and temperatures, compared with our experimental data [11]. The
pattern comprises peak positions and line-widths calculated from
Eq. (35) with � treated as a free parameter (see Fig. 11 and Table III
for values). The green solid line shows the predicted spectra for a
sample with the c axis aligned parallel to the beam, the red dashed
line shows the predicted spectra in the case of a perfect powder
of crystallites. T ′ denotes the equivalent temperature fitted to the
observed ortho − para ratio [see Eq. (19)].

the c axis parallel to the beam as previously seen in x-ray work
[46]. However, whenever significant amounts of ortho-H are
present, resonant stimulated emission means all three S0(0)
modes have significant intensity [13,22,47].

TABLE III. Decorrelation times and associated � at 300 K
derived from AIMD simulation, measured experimental broadening
(average of all rotational modes), and best fit of theory to the
experimental data. These data are for hydrogen: assuming the same
expectation value for the energy, deuterium decorrelation times will
be

√
2 longer.

Pressure τMD τFit τExp
1

2π
�MD

1
2π

�Fit
1

2π
�Exp

(GPa) (fs) (fs) (fs) (cm−1) (cm−1) (cm−1)

10 175 149 82 30 36 65
20 72 79 65 74 67 82
30 47 56 53 113 95 100
50 32 48 44 166 103 121

064102-8



RAMAN SIGNAL FROM A HINDERED HYDROGEN ROTOR PHYSICAL REVIEW B 102, 064102 (2020)

FIG. 10. Theoretical Raman patterns for D2 at selected pressures
and temperatures, compared with our experimental data [11]. The
model follows the same procedure for hydrogen described in the
caption of Fig. 9 with two changes. The mass is increased by a factor
of 2 and the parameter � from Eq. (32) is decreased by a factor of√

2. The complete mismatch of theory and experiment for 10 K at
high pressure indicates the experimental data is for phase II. The E 2g

phonon mode is not included in the calculated spectra.

For deuterium, experimental agreement is good at low
pressures (> 20 GPa). At higher pressures this agreement
deteriorates for a number of reasons. The most glaring dis-
agreements seen above 40 GPa at 10 K are caused by the
transition to phase II. At 300 K, apparent disagreement is due
to the E2g phonon mode which appears at similar frequencies
to the S0(1) and S0(2) peaks (see blue asterisk in Fig. 10): the
phonon is not included in the roton model. We notice a shift
upwards in frequency of all modes at higher pressures which
could be attributed to a shorter bond length, around 95% of
the gas phase value.

VI. DISCUSSION AND CONCLUSIONS

We have calculated the energy levels and Raman spectra
of a perturbed quantum rotor in two and three dimensions
and compared directly with Raman data for high pressure
hydrogen. The 2D data illustrates the isotope effect, with the
ratio νH/νD going from 2 to

√
2 as the perturbation becomes

stronger, transforming the rotor to a harmonic oscillator. For
an anharmonic oscillator, the ratio can be even lower. In 3D
this is more complicated, as there are multiple degenerate

50
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m
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Exp. fitted S0(0)1
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Model fitted widths

FIG. 11. Comparison of peak widths for hydrogen at 300 K cal-
culated from statistical fits of Voigt profiles to experimental spectra
(blue, note only S0(0) transitions are shown); AIMD trajectories
with autocorrelation function (black); and single dephasing param-
eter fitted to entire spectrum in single molecule model (red). The
autocorrelation function demonstrates surprisingly good agreement
with the fitted values from experiment and the single parameter fitted
to the quantum rotor model.

minima in the potentials giving different harmonic frequen-
cies.

The Raman spectra are calculated using two distinct ap-
proximations: in the traditional approach (see Supplemental
Material Sec. I [20]), transitions are identified, their Raman in-
tensity calculated and a peak-width is assigned to each mode.
Our alternate approach sets up an excited mixed quantum
state, equivalent to linear response textbook Raman theory.
We then calculate the polarization as this mixed state decays
according to a single decorrelation time: Fourier transforming
this yields the entire Raman spectrum. Spectra from the two
approaches agree very closely (Figs. S3–S6 [20]).

A surprisingly good estimate for this decorrelation time
can be extracted from the angular momentum autocorrelation
function calculated using AIMD with classical nuclei. Using
AIMD data for � and r could eliminate those fitting parame-
ters.

A good angular momentum quantum number, J implies
conservation of molecular angular momentum. The autocorre-
lation function provides a classical analogy for the concept via
the decorrelation time. A good quantum number has infinite
decorrelation time and decreasing decorrelation time gives a
measure of the “goodness” of the quantum number. Above
20 GPa, the decorrelation times shown in Fig. 6 are less than
required for a single, full rotation, and even at low-T and
100 GPa (Fig. 7) scarcely one librational period. Thus the
quantum states are well-localized, but are neither good rotors
nor harmonic oscillators.

High pressure hydrogen has a Raman-active phonon mode
involving movement of entire layers. This can be accu-
rately calculated from the AIMD using the projection method
(Fig. 8). It is shown to be decoupled from the rotations.

The direct comparison with the entire experimental sig-
nal revealed several issues. Most strikingly, the mean-field
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theory cannot be made to fit the phase II spectrum, which
means that the localized-mode assumptions of the model
have broken down: a conclusion also obvious from the
AIMD.

In summary, we have calculated the Raman signal from
single-molecule quantum excited states of a perturbed rotor in
a hexagonal crystal. We developed a method to directly calcu-
late the entire spectrum with a single decorrelation parameter,
which itself can be obtained from AIMD calculations. The
transformation to the broken-symmetry phase II is clearly
signaled by the failure of the theory to explain the data,
while a missing peak demonstrates preferred orientation in the
experimental sample.

The results support the idea that, even within phase I,
the motion changes from quantum rotor to quantum libration
while the mode remains localized on the molecule.
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