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Vanishing influence of the band gap on the charge exchange of slow highly charged ions
in freestanding single-layer MoS2
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Charge exchange and kinetic energy loss of slow highly charged xenon ions transmitted through freestanding
monolayer MoS2 are studied. Two distinct exit charge state distributions, characterized by high and low charge
states, are observed. They are accompanied by smaller and larger kinetic energy losses, as well as scattering
angles, respectively. High charge exchange is attributed to two-center neutralization processes, which take
place in close impact collisions with the target atoms. Experimental findings are compared to graphene as
a target material and simulations based on a time-dependent scattering potential model. Independent of the
target material, experimentally observed charge exchange can be modeled by the same electron capture and
de-excitation rates for MoS2 and graphene. A common dependence of the kinetic energy loss on the charge
exchange for MoS2 as well as graphene is also observed. Considering the similarities of the zero band-gap
material graphene and the 1.9 eV band-gap material MoS2, we suggest that electron transport on the femtosecond
timescale is dominated by the strong influence of the ion’s Coulomb potential in contrast to the dispersion defined
by the material’s band structure.

DOI: 10.1103/PhysRevB.102.045408

I. INTRODUCTION

Material modification with ion beams represents an im-
portant technological toolkit for semiconductor doping [1],
lithography mask repair [2], surface smoothing [3], and many
other fields [4,5]. The level of control over the modification is
determined by the mechanism of energy deposition. Besides
conventional use of the ion’s kinetic energy for tailoring
material properties, an increased charge state of the ion also
leads to substantial energy deposition [6–9]. Especially for
low-dimensional materials, like nanowires [1], nanodots [10],
and two-dimensional (2D) layers [11–13], ion irradiation
represents a promising tool for defect engineering, which
should ideally be confined to the topmost surface layer. For
these classes of materials, the presence of defects can strongly
affect their electronic [14], optical [15], and mechanical [16]
properties.

The surface sensitivity and efficiency of defect production
by slow highly charged ions (HCIs) was shown in recent
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years for semiconducting and insulating materials [6]. A clear
effect of potential energy deposition leading to structural
modifications in metallic and even semimetallic surfaces (a
single layer of graphene) was not observed until recently [17].
Since changes in the surfaces induced by slow highly charged
ions are mediated by strong electronic excitations at the sur-
face and subsequent lattice heating by electron-phonon cou-
pling [18] or even Coulomb explosion [19], high electron mo-
bility in metallic surfaces may screen the excitations rapidly
and the deposited energy may dissipate before the lattice
disintegrates. For materials with a band gap, surface charge
and exciton screening are less efficient and the resulting
energy confinement finally may lead to nanostructures such as
hillocks, craters, and pits on bulk surfaces [6]. Recently, it was
shown that even in suspended 2D insulating carbon nanomem-
branes (CNM) and in the 2D semiconductor MoS2 [7–9]
nanometer-sized pores can be produced, demonstrating the
surface-sensitive energy release via the rapid neutralization of
a slow HCI [20]. No potential-energy-driven perforation was
found in the semimetal graphene [17]. While there is a clear
band-gap dependence [6] on the process leading to nanostruc-
tures using HCIs as a result of electron mobility and surface
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charge screening on the timescale of electronically mediated
surface atom displacement (100 fs−10 ps), it is unclear how
the initial charge transfer to an ion and subsequent potential
energy deposition may depend on the band structure. In other
words, is the disparity of insulators and metals with regard to
HCI-induced nanostructuring a result of a different potential
energy deposition mechanism on the 1 to 10 fs timescale
or different energy dissipation channels on the 100 fs–10 ps
timescale?

Earlier studies of HCI-induced electron emission from
metallic Be and insulating BeO surfaces as well as bulk LiF
and LiF coated Au(110) surfaces showed that a band-gap
effect is vanishing [21,22]. However, the spectroscopy of
electrons gives indirect access to the phenomena, in contrast
to the observation of the ions directly, which we demonstrate
here.

II. EXPERIMENTAL CONDITIONS

We apply ion transmission spectroscopy of HCIs to free-
standing 2D materials to probe the charge exchange dy-
namics in a solid surface directly in experiment. For that,
measurements were performed at TU Wien using the setup
as described in Ref. [23] and at the Ion Beam Center of
the Helmholtz-Zentrum Dresden-Rossendorf (HZDR) [24].
Charge exchange of highly charged xenon ions through MoS2

monolayers [Fig. 1(a)] is measured as a function of the
ion’s kinetic energy between 10 and 260 keV correspond-
ing to transmission times between 2.1 and 0.5 fs, respec-
tively, assuming an interaction length of 3.2 Å (nominal S-S
distance [25]). Highly charged xenon ions with q = 10–40
(q indicates the ion’s charge state) are produced in an electron
beam ion trap [26,27] commercially available from Dreebit,
Germany. Ions are charge state selected by means of a Wien
filter. A negative potential can be applied to the ion source (in-
cluding all power supplies galvanically isolated from ground
through an isolating transformer) in order to decelerate the
ions down to kinetic energies of a few keV. Freestanding
single-layer MoS2 (2H phase) samples are produced by chem-
ical vapor deposition on SiO2 and transferred onto a Quan-
tifoil supported transmission electron microscopy (TEM) grid.
Various sample batches produced in Duisburg, Dublin [28],
and Jena [29,30], were used to compare the influence of
different sample homogeneities and layer transfer methods.
It should be remarked that we used MoS2 samples from three
different groups with slightly varying growth conditions. Still,
our results are in agreement across the set of samples. We
expect that the varying degree of doping present in as-grown
MoS2 due to intrinsic defects and strain will play only a minor
role in our study. This becomes even more evident by the fact
that doping of up to 1012–1013 carriers/cm2 in MoS2 [31] is
expected, leading to a change in the band gap of less than
10% [32], which is small in relation to the band-gap difference
to semimetallic graphene.

Freestanding single-layer graphene samples also on Quan-
tifoil supported TEM grids were bought commercially from
Graphenea [33]. Samples are clamped in a holder mounted on
a four-axis manipulator. The pressure in the target chamber
was kept below 3×10−9 mbar. Samples were annealed at
around 400 ◦C for several hours prior to the measurements
in ultra-high vacuum (UHV) in order to minimize the pres-
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FIG. 1. (a) Sketch of ion transmission through a freestanding
monolayer of MoS2. (b) Exit charge state and scattering angle re-
solved spectrum for incident xenon ions with a charge state of q = 30
and kinetic energy of 87 keV after transmission through MoS2. The
experimental spectrum is filtered for transmitted ions with TOFs
between 3380 and 3490 ns, as indicated in panel (d) by dashed lines.
(c) Projected number of counts integrated over scattering angles up
to 0.6◦. (d) TOF spectrum, separately filtered by exit charge states in
the range of 1 < qexit < 15 and 15 � qexit < 30, respectively.

ence of contaminations [34,35]. Some samples were also
illuminated with a 6 W/445 nm laser diode [36] and a spot
size of ≈10 mm2 for a few seconds following the cleaning
procedure described in Ref. [37]. Results on charge exchange
for thermally annealed and laser-illuminated samples are in
good agreement with one another.

At TU Wien, time of flight (TOF) of the ions was deter-
mined by measuring emitted electrons collected in a high-
voltage biased surface barrier detector [38–40] and used as
the start trigger. After a drift region of about 1.1 m, ions
were detected by a position-sensitive Roentdek delay line
detector (DLD), whereas the impact served also as the stop
trigger [23]. Furthermore, charge exchange and kinetic energy
losses during the transmission through MoS2 and graphene
as reference target were measured at HZDR using an electro-
static analyzer as described in Refs. [17,24,41].

III. MODELING OF CHARGE EXCHANGE

Charge exchange was modeled by employing the computer
code TDPOT. For a comprehensive description, the reader is
referred to Ref. [42]. The model describes the ion’s neutral-
ization in two steps. When the incoming ion with charge state
qin approaches a critical distance RC to the target surface,
electrons are resonantly transferred into high-lying n shells
(n = principal quantum number) of the projectile according to
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the classical-over-barrier (COB) model [43]. A hollow atom
with intermediate empty electron shells is formed, which is
still strongly excited upon ion impact. In a second step, de-
excitation of the hollow atom occurs, for which interatomic
Coulombic decay (ICD) [44–51] is assumed as most promi-
nent mechanism, as recently proposed for HCI interaction
with graphene [52]. ICD is a two-center Auger de-excitation
process explicitly taking into account the atomic environment
of the projectile during de-excitation. Analog processes such
as Penning ionization [53] and Auger de-excitation [54] were
previously invoked for ion collisions, and due to the close
similarity we use the term ICD here. In the model, three types
of electrons are considered: the number of frozen electrons
during the collision Ncore, the number of electrons captured
into high-lying Rydberg n shells Ncapt(t ), and the number of
stabilized electrons Nstab(t ). The rate λ(t ) for resonant capture
between the target surface and the projectile describes the time
dependence of hollow atom formation. A constant capture rate
λ(t ) = 1 a.u. is assumed for distances smaller than RC. The
precise value of the capture rate is not known, but assumed
to be similar to the electron orbital velocities and its exact
value has only minor influence on the outcome of the model
calculations. RC is extracted from time-dependent density
functional theory (TD-DFT) calculations [17]. The rate γ (R)
for hollow atom de-excitation is described by ω/(R8 + R8

0),
where ω/R8

0 = γmax indicates a maximum value at small R
and R0 relates to a spatial width. A long-range limit between
R−6 and R−8 is predicted for two-center Auger processes [55].
The parameters R0 and ω can be estimated by a fit to literature
data of decay widths for ICD active diatomic systems obtained
by time-resolved pump-probe measurements or theoretical
calculations [42, and references therein]. Another way to de-
termine R0 and ω in our model is based on a comparison with
our experimental data (i.e., the exit charge-state distribution),
which assumes that the measured exit charge state will be
close to qin − Nstab(t ). This is justified since weakly bound
electrons, which still occupy outer projectile shells after
transmission Ncapt(t → ∞), will be mostly stripped by much
slower autoionization processes. The parameters R0 and ω

are then determined by achieving the best agreement between
qin − Nstab(t ) from experiment and TDPOT. The parameters for
the model obtained in this way are given in the Supplemental
Material [56]. Note that our resulting parameters are also well
in agreement with data in the literature on ICD rates, wherever
they are available [42]. The rate parameters related to the reso-
nant COB process can be varied in a reasonable range without
affecting the number of stabilized electrons. This shows the
sensitivity of the number of stabilized electrons mostly de-
pending on the choice of the de-excitation rate γ (R(t )) [57].
After introducing the rates of charge transfer, the time depen-
dence of Ncore, Ncapt(t ), and Nstab(t ) can be described by a set
of coupled differential equations (1), (2), and (3):

dNcapt

dt
= λ(t )(Z − Ncore − Ncapt − Nstab) − γ (t )Ncap, (1)

dNstab

dt
= γ (t )Ncap, (2)

dNcore

dt
= 0, (3)

where Z is the nuclear charge of the projectile.

FIG. 2. Description of the charge exchange model. Number of
electrons contributing to hollow atom formation and subsequent
de-excitation for different positions along the ion’s trajectory. Initial
conditions of qin = 30 and Ekin = 87 keV are chosen for transmission
through the middle of the hexagon formed by the carbon atoms.
During neutralization, the ion stabilizes 14 electrons.

In order to describe the kinetic energy loss, the solutions
of (1)–(3) are used in a description for the interaction potential
between ion and target atoms. We use an approach explained
in Refs. [42,58], where the partially dressed projectile is split
into an unscreened part of charge state q(t ) = qin − Ncapt(t ) −
Nstab(t ) and a screened part of charge state Z − q(t ). Since a
comprehensive description is given in Refs. [42,58], further
details are omitted here. In order to consider simultaneous
scattering on more than one target atom, we sum over all
two-body potentials for all target atoms in the simulation cell.
As it turns out, the potential vanishes quickly with interatomic
separation, such that only nearest and next-nearest neighbors
contribute significantly to the interaction.

The screening lengths are modified by a scaling parameter
accounting for the strongly excited interaction system as de-
scribed in Ref. [42]. We want to emphasize that our model can
describe the charge-state distribution after transmission solely
by taking the material structure and the ICD rate into account.
To resemble the condition in the ion transmission experiment,
the initial ion impact positions were sampled across a unit cell
in the simulation. The cell is spanned by the primitive vectors
�a1 = a(

√
3/2, 1/2) and �a2 = a(

√
3/2,−1/2) with agraphene =

0.246 nm [59] and aMoS2 = 0.316 nm [25], respectively. The
initial z position of the ion is chosen to be > RC. Trajec-
tories are then calculated by solving Newton’s equations of
motion using the Runge-Kutta method. A visualization of the
solutions of Eqs. (1)–(3) as a function of the ion’s position
is shown in Fig. 2 for ion transmission of Xe30+ and Ekin =
87 keV through the middle of a carbon hexagon in graphene.

IV. RESULTS

An experimentally obtained charge exchange spectrum for
incident Xe30+ ions transmitted through MoS2 with an initial
kinetic energy of 87 keV is shown in Fig. 1(b) on the left.
To minimize noise in the spectrum, only scattering events
are shown for ions, which possess TOFs between 3380 and
3490 ns, as indicated in Fig. 1(d) by dashed lines. In Fig. 1(b),
two distributions are visible at high charge states �15 and at
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FIG. 3. Fraction of the upper charge state distribution normalized
to the total number of counts as a function of applied fluence.

low charge states <15, respectively. The distribution located
at high charge states with its projected mean value at around
q = 25 is limited to scattering angles below 0.2◦. This im-
plies that the corresponding scattering events take place at
large impact parameters between the incident ions and the
target atoms. One sample was irradiated stepwise with highly
charged xenon ions with charge states between 25 and 40 at a
kinetic energy of 87 keV. After each irradiation step, charge
exchange spectra were recorded for the conditions applied
in Fig. 1. The fraction of the upper charge state distribution
normalized to the total number of scattered ions is shown in
Fig. 3. An increase of the normalized intensity of the upper
charge state distribution with the applied fluence by 1.5×10−2

is observed. During the irradiations, an area fraction of
5×10−3 is damaged by HCI induced nanopore formation as
estimated from Refs. [9,60]. Because of the similar values
(within a factor of 3 here), we attribute the occurrence of
the upper charge state distribution to the transmission through
nanopores and defective areas, which are present from the
beginning on and increase in density with the applied fluence.
Indeed, TEM images of pristine, freestanding MoS2 samples
already reveal a non-negligible contribution of defective areas
[9,29].

The lower charge state distribution presented in Fig. 1(b)
is centered at a mean charge state of q = 9 and also contains
scattering angles larger than 0.2◦. Therefore, these ions stem
from collisions occurring at smaller impact parameters. The
mean value of their TOFs is 3435 ns. By taking the mean
TOF of the upper distribution (3417 ns) as a reference, kinetic
energy losses in the order of 1000 eV for the lower distribution
are estimated. The simulated spectrum is added in Fig. 1(b) on
the right with a projected mean exit charge state of 10, in fair
agreement with the experimental spectrum.

The dependence of the mean number of captured electrons
on the ion’s inverse velocity (proportional to the transmission
time) is shown in Fig. 4(a) for MoS2. Data from experiments
and simulations are shown together. Additionally, data for
graphene are presented in Fig. 4(b) for comparison [61]. Good
agreement is observed between the experimental and simu-
lated data. Note that charge exchange for both target materials
was modeled by a common de-excitation function γ (R). The
rate at which electrons are quenched into states with higher

FIG. 4. Dependence of the mean number of captured electrons
on the ion’s inverse velocity for xenon ions transmitted through MoS2

(a) and graphene (b) for incident ions of charge states 20, 24, and 30.
Solid lines are fits to the data according to an exponential decay of
the charge state (see text). The fits are extrapolated to zero inverse
velocity as dashed lines. The maximum experimental uncertainty
of the mean number of captured electrons is estimated by ±1 and
originates mainly from a FWHM of 3–4 for the distributions.

binding energy due to ICD is the most sensitive unknown
parameter in the TDPOT model. The best agreement with our
experimental data of the exit charge state distribution is found
if a dependence of the de-excitation rate on the incident
charge state is assumed. This q-dependent factor decreases by
(35 ± 5)% with increasing incident charge state from 20 to
30. A charge state dependence of ICD has not been discussed
in the literature so far, because ICD is typically invoked for
cluster systems where one atom carries a single core hole.
However, a charge state dependence can be expected in our
case, since the intermediate hollow atom state of the projectile
depends on the initial charge state; i.e., the occupation of
atomic states in the projectile is different depending on the
details of the first electron transport processes (COB trans-
port). The hollow atom, as a precursor for ICD, still carries
information on the incident charge state.

In order to investigate the timescale dynamics of neu-
tralization, it is assumed that neutralization follows an
exponential time dependence according to Nstab,exp(v) =
(qin − qeq)(1 − exp(− vN

v
)) [62,63]. qin is the charge state of

the incident ions with velocity v. vN denotes the neutralization
parameter, i.e., the (inverse) charge state decay constant. qeq

is the equilibrium charge state given by qeq = Z1/3v/v0 [64],
which represents the average charge state of an ion with
nuclear charge Z moving through a solid with velocity v (v0

is the Bohr velocity). Neutralization parameters determined
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TABLE I. Neutralization parameters from experiments and ex-
tracted neutralization times.

vN [nm/fs] tN [fs]

Qin MoS2 Graphene MoS2 Graphene

20 0.62(7) 0.47(4) 2.0(2) 1.9(2)
24 0.55(5) 0.41(3) 2.3(2) 2.4(2)
30 0.44(3) 0.28(2) 3.1(2) 3.8(3)

from the experimental data are shown in Table I for MoS2 and
graphene.

Neutralization times can be estimated by calculating the
ratio LN/vN, where LN represents the neutralization length.
For graphene, the neutralization length is approximated by
the critical distance of the first electron transfer RC obtained
by TD-DFT simulations [17], which provided values between
9 and 11 Å depending on the incident charge state. In the
case of MoS2, additionally the thickness of the triple-layer
structure (nominal S-S distance of 3.2 Å [25]) was taken into
account. Neutralization times are added to Table I. A fair
agreement in the neutralization times for the same charge state
of the incident ions is observed. Hence, the differences in the
neutralization for both target materials is explained essentially
by the different thicknesses. This is supported by the fact that
the velocity dependence of the number of captured electrons
can be modeled by the same de-excitation rates for both
materials.

Additionally, experimental data for Xe30+ interaction with
C60 (fullerene) are available in the literature [65], where a
neutralization parameter of 0.35 nm/fs is reported. We find a
neutralization parameter of 0.28 nm/fs for graphene from our
experiments, which corresponds well to results in Ref. [65].

In addition to charge exchange, the charge-state-dependent
kinetic energy loss for graphene and MoS2 was measured
using an electrostatic analyzer. The dependence of the kinetic
energy loss on the exit charge state is shown in Fig. 5(a)
for MoS2 and in Fig. 5(b) for graphene. Ions with incident
charge states of qin = 20 and 28 and kinetic energies of
Ekin = 75 and 82 keV, respectively, were chosen. An increase
of the energy loss toward lower exit charge states and higher
incident charge states is observed for both target materials.
A dependence of the kinetic energy loss on the exit charge
state was already reported for CNMs [41] and graphene [17].
The kinetic energy losses obtained from TDPOT simulations
are added to Figs. 5(a) and 5(b). A fair agreement between
the simulated and measured values can be seen. However,
the slope of the exit charge state dependence is shallower for
the simulated values compared to the measured ones in case
of MoS2. Taking additionally the consistency in the velocity
dependence of the number of captured electrons shown in
Fig. 4 into account, an agreement of simulations with exper-
imental data is found in charge exchange, scattering angles,
and energy loss, simultaneously.

V. DISCUSSION AND CONCLUSIONS

The similar neutralization behavior of graphene and MoS2

indicates a common nature of a two-center de-excitation

FIG. 5. Kinetic energy loss vs exit charge state for xenon ions
transmitted through MoS2 (a) and graphene (b). Incident ions with
charge state and kinetic energy of qin = 20, Ekin = 75 keV and qin =
28, Ekin = 82 keV, respectively, were used. The size of the symbols
indicates the ion abundance.

process for both target materials. ICD resembles an Auger
process, in which the potential energy of an excited electron
is transferred as kinetic energy to an electron of a target atom
in close proximity, causing the emission of a target electron
itself. Thus, the rates depend on the density of the electrons,
which take part in the process. Assuming that only valence
electrons with ionization energies of �10 eV contribute to
ICD, only one electron per target atom (C, Mo, or S) may
be emitted. Note that in a subsequent ionization, the second
valence electron has a higher ionization potential and thus its
contribution to ICD will be lower. Consequently, the electron
density corresponds to the atomic density, for which values of
0.38 Å−2 [59] and 0.34 Å−2 [25] in cases of graphene and
MoS2, respectively, are determined. Because of the similar
densities, ICD rates in the same order of magnitude can be
expected.

Previously, we could exclude the contribution of other
neutralization processes to the hollow atom decay for HCI
interaction with graphene [52]. Since Xe-C represents a very
asymmetric target-projectile system, especially side-feeding
processes could be ruled out [66,67]. Here, we cannot use
the same argument to exclude side-feeding processes as a
competing de-excitation channel for the heavier target el-
ements (Mo and S). The occurrence of side-feeding pro-
cesses between the inner target atom’s and projectile’s shells
depends on the distance of minimal approach. At higher
kinetic energies in the MeV range, projectile and target
approach closer, rendering side-feeding processes more ef-
ficient [68,69]. Still, molybdenum L-shell x-ray emission
seems to be suppressed for kinetic energies below 350 keV
of highly charged xenon ions [70–72] impinging on a
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molybdenum target, suggesting a reduced side-feeding ef-
ficiency. In the present work, kinetic energies well below
350 keV are used and corresponding distances of minimal
approach are >0.3 Å, reducing the probability of side-feeding
significantly.

To summarize, slow HCI transmission through freestand-
ing single layers of semimetallic graphene and semiconduct-
ing MoS2 shows similar neutralization dynamics and kinetic
energy-loss mechanisms. In comparison with a model tak-
ing two-center Auger-type de-excitation based on ICD into
account, we see only minor differences between these two
materials with regard to ion neutralization and potential en-
ergy deposition (cf. Table I). The majority of the ion’s energy,
i.e., the potential energy, is transferred to both targets very
similarly. We conclude that differences in nanostructuring
efficiencies of graphene and MoS2 are the result of electronic
excitation dynamics in the surface after the ion has long
passed.
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