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We demonstrate analytically and numerically that the paradigmatic model of quantum magnetism, the
Heisenberg XXZ spin chain, does not equilibrate. It constitutes an example of persistent nonstationarity in
a quantum many-body system that does not rely on external driving or coupling to an environment. We
trace this phenomenon to the existence of extensive dynamical symmetries. We discuss how the ensuing
persistent oscillations that seemingly violate one of the most fundamental laws of physics could be observed

experimentally.
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Introduction. Isolated systems consisting of many interact-
ing particles are generally assumed to relax to a stationary
equilibrium state whose macroscopic properties are described
by the laws of statistical physics. This has been confirmed by
a large amount of recent theoretical [1-17] and experimental
[18-24] work, particularly focusing on the Heisenberg spin
chain in quench setups [25-32]. On the other hand, time
crystals describe a phase of mater which never relaxes to sta-
tionarity and breaks the continuous time-translation symmetry
(TTS) in analogy with the continuous space-translation sym-
metry breaking in ordinary crystals. Historically the research
into quantum time crystals was instigated by an intriguing
possibility that a system at zero temperature could exhibit
perpetual motion [33]; however, this has subsequently been
disputed [34-36], leading to possible generalizations to finite
temperature, and systems far from thermal equilibrium. De-
spite the large amount of work on Floquet (breaking the dis-
crete time-translation symmetry) or dissipation-induced time
crystals [37-56] such behavior was believed to be impossible
to realize in isolated many-body systems [34-36,57]. These
typically relax to stationary states depending only on a few
parameters, such as energy and particle number [58,59].

Despite numerous studies on relaxation in many-body
quantum systems, there have been no results on spontaneous
time-translation symmetry breaking in locally strongly inter-
acting Hamiltonian systems close to equilibrium. Previous
examples of TTS breaking include models with a well-defined
mean-field limit [60,61], and the case of spin precession. In
strongly correlated systems one a priori expects relaxation
to stationarity [1-17]. The absence of such results might be
expected in light of the no-go theorem [36]; however, there
is a crucial defining property underlying its derivation, which
we relax. It assumes that the system should exhibit long-range
spatial correlations, which are not relevant to time-translation
symmetry breaking, or nonstationarity.

In this Rapid Communication we show that systems can
indeed fail to relax and relate this type of behavior to extensive
dynamical symmetries that are local in space and have a
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periodic dependence on time. We find that, as a consequence
of the presence of dynamical symmetries, a system can fail
to equilibrate after a quantum quench and is instead described
by a time-dependent statistical ensemble. Nonstationarity also
shows up on the level of dynamical response functions de-
scribing the behavior near equilibrium and the stability of the
equilibrium state to small perturbations.

We demonstrate the effects of local dynamical symmetries
for the one-dimensional Heisenberg spin chain and study
its stability under integrability breaking perturbations. This
paradigmatic model is used to describe many experimentally
relevant situations including organic compounds [62], various
materials [63], cold-atom implementations [64], and quantum
dots [65].

Quantum time crystals. We introduce two related defi-
nitions of spontaneous time-translation symmetry breaking
motivated by analogy with previous literature; one will be
oscillations in the autocorrelation function at equilibrium, and
the other is motivated by relaxation following quenches.

Watanabe and Oshikawa [36] defined quantum time crys-
tals as interacting systems exhibiting persistent oscillations.
These can be probed by the autocorrelation function f(¢) =
‘% (O(1)0), where V is the volume of the system and O is an
extensive observable [36]. They consider this autocorrelation
function as a perturbation to equilibrium and show that it
is time independent at zero and finite temperature for local
Hamiltonians (see [66] for nonlocal results). Their definition
does not capture all physically measurable persistent oscilla-
tions because the time-dependent (connected) part of the func-
tion f() vanishes in the absence of long-range correlations in
the large volume limit at all times #. We instead consider con-
nected autocorrelation functions that are initially normalized
f@)= ﬁ (O(t)0). This probes TTS breaking of measurable
local operators if the equilibrium ensemble is perturbed by
the extensive operator O, even in the absence of long-range
correlations. Following such a perturbation quantum time
crystals will never reach stationarity. In contrast quantum
many-body scarred models [67-69] exhibit oscillations only
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for a special set of initial states and are expected to relax to
stationarity close to equilibrium.

While there are different ways of identifying the many-
body nature of the phenomenon, the definition we use here is
that single-body observables relax to stationarity, while some
of the many-body observables oscillate persistently. This way
oscillations of the higher point correlation functions cannot be
attributed to single-body oscillations.

Recently, most of the work on quantum time crystals has
focused on the discrete time-translation symmetry breaking
in Floquet systems [37,38,41-48]. In this case TTS break-
ing is studied in an out-of-equilibrium gquench setup. In
this setup the system is prepared in a generic pure state
|[Y) and then allowed to evolve under the action of a
Hamiltonian. The system is identified as a discrete quantum
time crystal if the dynamics breaks the discrete time sym-
metry of the driving period 7 with a subharmonic response
(¥lo(t + nT)|Y) = (¥lo(t)|y), for some integer n > 1, and
(Vlot +t)|Y) # (Ylo@)|y) for t; <nT [37]. We make
the analogous identification for continuous-time evolution
by requiring that (y|o(t + T)|y¥) = (¥ |o(®)|¥) and (¥ |o(t +
)| # (Ylo@)|yr), fort; < T and for some T'.

Extensive dynamical symmetries. An important insight
into the phenomenon of equilibration is provided by the
eigenstate thermalization hypothesis in generic systems
[17,58,70,71], or the generalized eigenstate thermalization hy-
pothesis (GETH) in integrable systems [72]. It states that off-
diagonal elements of local observables in the eigenbasis of a
local Hamiltonian vanish exponentially in the thermodynamic
limit, and that their expectation values in a given eigenstate
are smooth functions of conserved quantities. Assuming the
validity of the GETH the system is expected to locally relax
to the maximal entropy, or generalized Gibbs ensemble (GGE)
PGGE = exp(— Y. ; mjX;j), following a quantum quench. The
set of chemical potentials j; is obtained by matching the
expectation values of extensive conservation laws X; [73] in
the ensemble and the initial state [74].

The situation is very different if the system possesses an
additional set of extensive dynamical symmetries Y and Y.
Such quantities satisfy a simple closure (or eigenoperator)
condition

[H,Y] = oY, (D

which leads to periodic evolution Y (¢) = exp(iwt)Y (0) and
Y(t)" = exp(—iwt)Y (0)". In any isolated system there is a
large number of operators satisfying condition (1). However,
in general these are highly nonlocal and as such have no effect
on the local physics on large timescales. For simplicity we
will discuss the case with a single frequency w and the single
operator Y, but the generalization to multiple frequencies and
multiple Y’s is straightforward.

Time-dependent generalized Gibbs ensemble. In order to
understand how dynamical symmetries affect late time dy-
namics of local observables after a quantum quench, we con-
sider discrete time dynamics with time steps 27 /w induced by
a Hamiltonian H,

M, (Y)=exp(2nHw )Y exp(—i2nHo™ '), (2

which renders Y and Y conserved. The stationary maximum
entropy ensemble for the stroboscopic dynamics can be ob-

tained from the entropy maximization procedure, which has
to respect all conserved quantities X, as well as dynamical
symmetries ¥ and Y. More specifically, we study a system
initialized in a generic enough (not too highly entangled)
pure state and study the time evolution under the influence
of dynamics at stroboscopic times. This leads to the GGE de-
scription pgge = exp(— Y ; i X; — juyY — ayY ™) [74]. The
full quantum state is still pure due to the unitarity of time
evolution, and both the time-dependent generalized Gibbs
ensemble (tGGE) and GGE states should be understood to
be the reduced density matrix states of the system locally,
i.e., for calculating expectation values of local observables. If
conserved quantities do not commute this might in principle
require redefinition of ensembles [75,76].

Stroboscopic time evolution of the state [y (¢)) leads to
different maximum entropy (GGE) states for each z € [0, %” ),
which take the form of tGGE for the intermediate times,

pece =exp [ =Y wX; =y Y =y OY' |, (3)
J

where the conserved quantities [H, X;] =0 as usual. The
values of the chemical potentials w;, uy(t) can be fixed
in the following way. The maximum entropy nonstationary
ensemble which correctly reproduces the initial value of X,
and the dynamics of dynamical symmetries Y} is obtained by
requiring for an initial state )

(YY (@)ly) = tr [Y (t)pGeel,
(U|Xklyr) = tr [XkpGoel- 4)

Dynamical response functions in thermal equilibrium. Here
we focus on the response of the system in equilibrium. In the
large time limit a local observable O(t) can be represented as
a linear combination of conserved quantities and dynamical
symmetries

0@ = ofexp(iony +He.+) alX; (5

— 00
J

for calculating the dynamical susceptibilities (O;(z)0,). This
equality is valid only in the hydrodynamic level and in the
long-time limit. We restrict the discussion to the case with
(01) = (0,) = 0, which can be relaxed by considering con-
nected correlation functions. In general the coefficients of
and ocjo depend not only on the observable O but also on
the thermal ensemble (-). If these coefficients vanish, the
observable is not expected to oscillate.

Heisenberg model and extensive dynamical symmetries. We
will consider the anisotropic Heisenberg Hamiltonian

— X Yy Z 2
H=J E sjs);_,_l—l—sjst~|—Asjsj_H
J

Fa| St ass.) [+ X ©
J J

as a paradigm example of a system breaking TTS. In
(6) we introduced the spin-% operators s*%, anisotropy

A, hopping amplitude J, the magnetic field s, and the
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integrability breaking parameter o, which is set to 0 ex-
cept when otherwise specified. One of the crucial as-
pects of the Heisenberg model, which has a paramount
effect on physical properties, are its extensive conserva-
tion laws [77-80]. Their known effects range from the
absence of thermalization to the ideal (ballistic) energy
and spin conductivity at any temperature. Despite the ab-
sence of thermalization, the Heisenberg model has in re-
cent years served as a testbed for studying equilibra-
tion properties of strongly interacting systems [25-32]. In
what follows we will show that in the easy-plane regime
—1 < A < 1, it does not, in general, reach equilibrium if
h # 0.

This can be seen as a consequence of the existence of
semicyclic quantities YA (¢), which were introduced in [78]
(see also [81]), with ¢ parametrizing the infinite set of quan-
tities Ya(¢) at A. We will suppress the dependence on ¢ for
the sake of simplicity. While these quantities commute with
the Hamiltonian (6) in the absence of the field 2 = 0, the
YA operators do not commute with the total magnetization.
Due to them having a surplus of exactly m s™ operators they
rather satisfy [Z s , Yao] = mY, for the anisotropy parameter
A = cos(™h), w1thn € 2N, m € 2N + 1. This leads to the Y
operators becoming dynamical symmetries of H for nonzero
h in the sense of (1). Interestingly, this also means that the
frequency of their oscillations w = hm is a discontinuous
function of A (see [81] for details). We emphasize that the
set of dynamical symmetries Y5 are different for each value
of m. This implies that the operators exhibiting persistent
oscillations change with A. Likewise, the operators Y, AT have
a surplus of m operators s~.

For the sake of simplicity we will now mainly focus on
the oscillations of the transverse correlation function s{s3s3 at
A=—3 Phys1cally, such observables correspond to correla-
tions of the three-site measurement statistics; the average mea-
sured value of each individual spin relaxes according to stan-
dard statistical physics, but the measured values will be such
that on average their product oscillates in time. Alternatively,
they may be thought of as oscillations of the higher moments
of the m-site quantum fluctuations (e.g., ((s] + 55 + 53 ().
Note that the fact that quantities responsible for oscillations
Y do not exist at the noninteracting point A = 0 solidifies
the argument that the oscillations are a genuine many-body
phenomenon.

In order to obtain the dynamics of temporal correlation
functions in the Heisenberg model (O (#)0;) with Oy =
2 i8-8y, we will use the ansatz (5), specializing to

the 1nﬁn1te temperature ensemble () = ttrr((i))' Conversely, the
results provide an asymptotic solution of the quench protocol
for any initial state of the form p =), ,7 ., @ O. A par-
ticular choice of O; was made due to the nonzero overlap
with the Y5 quantities of the Heisenberg XXZ spin chain
[78] in the sense of (5). We emphasize that only a certain
(infinite) set of local observables will have overlap with the
YA’s at a given value of A which can be deduced from their
form [78,81].

Results. Using the hydrodynamical projection (5) and the
known form of charges, we can calculate the asymptotic value

of the autocorrelation function C(¢) = o(gz)o for the observ-

able O3 = }_; s}s}, 5], and the infinite temperature ensem-

ble (-) = t‘;(%, C(t)00= (27f 8) cos(3ht) [81]. Time-
dependent density matrix renormahzation group (tDMRG)
data presented in Fig. 1 show perfect agreement with the
analytical calculations. As predicted by theory, we observe no
oscillations for the transverse magnetization Oy = ) i85

In Fig. 1(b) we plot the time dependence of a
local three-point correlation function o3 = s7s7,;57,, +

5785740 starting from the ferromagnetic initial state maxi-
mally polarized in the x direction,

[y =27V (1) + )%, (7)

as well as the one-point function o; = s7 7 +s; (single -
body observable). It shows the relaxation of the one-point
function and persistent oscillations in the three-point func-
tion, illustrating the many-body nature of the time-crystalline
behavior.

As shown in Fig. 1(c) we find numerically that the os-
cillations of relevant observables persist for a long time
with an altered amplitude, following small to intermediate
perturbations 6 A of the anisotropy. At A # —0.5 the three-
point operator 757,87, no longer has an overlap with the
Yo [tr (Yag— 1/2v"sj+1 J+2) = 0] and thus does not pertain
to any dynamical symmetry [see (3) and (5)]. Despite this,
only at a relatively large value of perturbation §A = —0.2
do we see significant damping of the amplitude on the ac-
cessible timescales. This is a hint of the potential stability
of the oscillations for this observable. The oscillations are
also stable with respect to the integrability-breaking term
o on accessible timescales as shown in Fig. 1(d). We use
the general results of [82,83] to find that the Y operators
are conserved under stroboscopic time evolution in (2) up
to at least second order in perturbation strength (see also
[84]). This implies that the oscillations decay no faster than
exp[—tJO(y?)], with respect to any integrability-breaking
perturbation y. We have tested this prediction by fitting the
long-time parts of our numerical solutions to exponentially
decaying oscillations. These fits indicate that the oscilla-
tions may be more, potentially even exponentially [83,85,86],
stable.

Generic A. As remarked before the extensive dynami-
cal symmetries Ya(¢) exist for a dense set of anisotropies
—1 < A <1 which can be parametrized as A = cos(7"),
withn € 2N, m € 2N + 1. The infinite set of these operators
(parametrized by ¢) consist of an infinite sum of an infinite
number of different local operators [81]. The observables
with a finite overlap with these operators will oscillate at a
frequency w = hm (see Fig. 2 for some examples). The ob-
servables become “less” local with increasing m, the smallest
one being supported on m consecutive sites.

Experimental realization. Due to the demonstrated stabil-
ity, we expect that in current quantum cold-atom simulations
of the XXZ spin chain, such as the ones in Bloch’s group
[87], the lattice depth can be sufficiently tuned to make
the dynamics fast enough compared to integrablity-breaking
effects to observe oscillations.

Measurement of local on-site equal-time many-body corre-
lation functions is available through quantum gas microscopes
for cold-atom systems [64]. For experiments an important
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FIG. 1. (a) Nonstationary behavior of the numerically com-
puted dynamical susceptibility of O = O3 = ;8787418 for A =
—1/2, h = J (dots) and compare it to the exact asymptotic result (red
curve). As expected, the single-body observable O = O0; = ) 5
relaxes to stationarity (blue curve). In (b) we plot the data for
the quench from the ferromagnetic state, showing nonstationarity
of the three-point function 0 = 03 = s7s7,,57,, + 57 57,,57,, (blue)
and relaxation of a single-point function o = 0, = s]* +s; (red), for
A = —0.5, h=2J. In both (a) and (b) we choose four different
observables, though qualitatively the same two kinds of behavior
(persistent oscillations or relaxation) would be seen for any choice of
observables. In (c) we present the effects of perturbing A ath = J on
the dynamical susceptibility for O = O;. In (d) we present the effects
that the integrability breaking next-to-nearest neighbor interaction o
has on the dynamical susceptibility for O = O; at A = —1/2, h =
J. All simulations were performed using DMRG with the system size
N = 100.
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FIG. 2. The period T = 27 /w of the persistent oscillations of
dynamical symmetries depending on A. Inset shows a close-up
illustrating the nowhere continuous (fractal) nature of the curve.
Crucially, as the families of the Y, operators are different at each
A the observables that have overlap with them and thus persistently
oscillate also change via (4) and (5). The arrows show examples
of operators that have overlap with the Y, at a given A and thus
persistently oscillate.

discovery is that oscillations can be observed for a quench
from the ferromagnetic initial state (7), which can be engi-
neered [64]. Preparation and measurement of autocorrelation
functions is more involved, but can be achieved through the
use of ancilla qubits in Rydberg atoms [81]. Our results could
potentially also have far-reaching applications in quantum
metrology [88], due to the sensitivity of the dynamical sym-
metries Y to the anisotropy. In cold-atom simulations this can
be directly related to the strength of the external magnetic
field used to achieve Feshbach resonance of the spin-spin
interaction [64]. In this regard, an important observation is
that the amplitude seems to be less affected by integrability
breaking, than by a change of the anisotropy.

Conclusion. Numerous questions remain open. While we
have addressed the question of stability to perturbations from
a practical perspective, stability to all orders remains an open
problem, related to the long-standing question of the existence
of the Kolmogorov-Arnold-Moser (KAM) theorem in systems
with infinitely many degrees of freedom [89]. That being said,
the crucial ingredient for oscillations is not integrability itself,
but rather local or extensive quantities satisfying the relation
(1). Importantly, we were able to identify similar quantities in
topological models [90], conformal field theories [91], two-
dimensional cold-atom systems [92], and approximately in
mean-field models [60,61], and certain localized systems [93].
The glimmers of similar dynamical symmetries have also been
identified in locally constrained models exhibiting quantum
many-body scars, preventing the systems from relaxing for
certain special initial conditions [67-69]. Indeed, a possible
relation to integrability has also been drawn [94].

Some questions remain also from the standpoint of inte-
grable systems. Here we only focused on the lowest frequency
of oscillations at a given A, while in general the state pGgg
should support a complete harmonic spectrum w = khm, for
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k € N. Furthermore, due to the noncommutativity of the
conserved quantities and dynamical symmetries, subtleties
might arise in obtaining the correct form of pggg [75]. The
answers to these questions should be attainable by extending
the thermodynamic Bethe ansatz description [95], to include
additional quantities Y. The existence of these quantities
implies that the standard GGE description is in fact in-
complete even in the absence of persistent oscillations (h =
0). We found that microscopic nearest-neighbor correlation
functions do not relax to stationarity, whereas the single-
particle functions do. Thus, another exciting question is
whether the dynamical symmetries, and the absence of many-
body equilibration has a counterpart in the realm of clas-
sical physics. Otherwise, the phenomenon would constitute
one of the first many-body quantum effects that can be

observed in macroscopic systems on large space and time
scales solely due to the extensive many-body nature of the Y
operators.
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