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Emergence of Van Hove singularity and topological states in Pb3Bi/Ge(111) Rashba systems
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It has been shown recently that the coexistence of Van Hove singularity and geometric phase in Pb3Bi/Ge(111)
as a prototypical Rashba system can result in chiral topological superconductivity [W. Qin, L. Li, and Z. Y.
Zhang, Nat. Phys. 15, 796 (2019)]. Here, we use first-principles calculations to systematically investigate the
structural, electronic, and topological properties of the Pb3Bi/Ge(111) alloyed systems by considering not only
the configuration that harbors topological superconductivity considered previously (labeled as the T1 phase) but
also two other energetically nearly degenerate configurations with high symmetries (labeled as H3 and T4). We
first show that all the three structural configurations have giant Rashba-type spin splittings, resulting from the
strong spin-orbit coupling effect of the heavy elements (Pb, Bi) together with inversion symmetry breaking.
Next, we demonstrate that each of the saddle- or paraboliclike band dispersions can lead to the emergence of
Van Hove singularities, whose positions can be substantially tuned by the giant Rashba effect to the vicinity of
the Fermi level. Furthermore, we reveal the existence of topological states in both the H3 and T4 phases, and
the corresponding Rashba-induced band gaps are given by 25 and 50 meV, respectively. Given the energetic
affinity of the three phases, these findings suggest the feasibility of realizing quantum phase transitions between
quantum spin Hall effect and topological superconductivity within the same materials platform. The present
study is expected to give new insights in searching for topological quantum states including 2D topological
superconductivity based on Rashba systems.
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I. INTRODUCTION

Rashba effects are characterized by the momentum-
dependent spin splittings of the energy bands of crystalline
solids. Such effects are usually more pronounced in systems of
reduced dimensionality, such as at the two-dimensional (2D)
surfaces of bulk materials or the interfaces of heterostructures
[1–4]. Physically, Rashba effects arise from the combination
of the inherent spin-orbit coupling (SOC) of the constituent
elements and inversion-symmetry breaking of the internal
crystal potential at the surfaces or interfaces [5–8]. In the past
decades, Rashba effect has attracted extensive research atten-
tion due to its distinct roles in spintronics [9]. Earlier studies
of Rashba effects were mainly focused on their manifesta-
tions in systems containing heavy elements, including their
surfaces [2,6], overlayers [8,10,11], and heterostructures [3].
More recently, the Rashba effect has been exploited in studies
of much broader physical phenomena, such as topological

*Present address: Department of Physics and Astronomy, Rutgers
University, Piscataway, New Jersey 08854, USA.

†Corresponding authors:
cuipg@ustc.edu.cn; zhangzy@ustc.edu.cn

superconductivity induced by proximity effects [12–17] that
may serve as an ideal platform for realizing and manipulating
Majorana fermions [18–20].

Among these Rashba systems, one representative class
of materials is the thin films of Pb [11,21,22] or Pb1−xBix

alloys [23–25]. Since both Pb and Bi atoms possess large
atomic SOC, the corresponding thin films or alloyed systems
were demonstrated to host huge Rashba SOC splittings when
grown on a proper substrate [8,11,22,24,26,27]. Moreover,
both the atomic thin films of Pb and Pb1−xBix alloys grown
on Si(111) or Ge(111) also possess superconductivity, with
the superconducting transition temperature tunable by the
Pb film thickness or the Bi concentration [23,28–32]. In the
more recent study of Pb3Bi/Ge(111) [33], we have further
demonstrated that the interplay between the Rashba effect
and Van Hove singularity (VHS) can give rise to chiral topo-
logical superconductivity (TSC). The vital role of VHS for
realizing superconductivity has also been proposed in single-
layer graphene [34] or realized in twisted bilayer graphene
[35]. It is thus highly desirable to carry out more systematic
studies of such Rashba systems that also harbor VHS in their
band structures and may possess intriguing topological and/or
superconducting properties, with the 2D Pb1−xBix alloyed
films as the concrete example of the present study.
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In this paper, we use density functional theory (DFT) to in-
vestigate the structural, electronic, and topological properties
of the Pb3Bi alloy grown on the Ge(111) substrate. In addition
to the T1 configuration studied before [33], here two extra
energetically nearly degenerate configurations are identified
and fully investigated, labeled as H3 and T4. We first show
that there exist giant Rashba-type spin splittings in the band
structures of all the three structural configurations, due to the
presence of the heavy elements (Pb and Bi) together with the
inversion symmetry breaking. Secondly, we reveal that each of
the saddlelike and paraboliclike band dispersions can lead to
the emergence of VHS, whose positions can be substantially
tuned by the giant Rashba effect to be within the vicinity of
the Fermi level. Moreover, we identify that the H3 and T4

phases harbor topological edge states and can be qualitatively
characterized as topologically nontrivial quantum spin Hall
phases. Detailed hybrid functional calculations reveal that, for
the H3 and T4 phases, the Rashba-induced band gaps can be
25 and 50 meV, respectively. We also discuss the feasibility of
realizing quantum phase transitions between topological su-
perconductivity and quantum spin Hall effect within the same
materials platform. Collectively, these findings may prove to
be instrumental in searching for new materials systems that
harbor topological quantum states including in particular 2D
topological superconductors.

This paper is organized as follows. In Sec. II, we present
the computational methods employed. The main DFT results
are given in Sec. III, where the physics involved in giant
Rashba splittings, the existence of VHS, and the correspond-
ing topological states in the T1, H3, and T4 configurations are
elucidated. In Sec. IV, we discuss the feasibility of our Rashba
systems in hosting both topological edge states and supercon-
ductivity, as well as aspects related to physical realizations of
these predictions. Finally, we summarize our results in Sec. V.

II. COMPUTATIONAL METHODS

Our DFT calculations were carried out using the Vienna
ab initio simulation package (VASP) [36,37], where
the projector-augmented-wave (PAW) method [38,39] was
adopted, and the generalized gradient approximation (GGA)
in the framework of Perdew-Burke-Ernzerhof (PBE) [40] was
chosen for the exchange-correlation functional. The van der
Waals (vdW) correction with the DFT-D3 method [41] was
included in all calculations. The plane-wave cutoff energy
was set to 400 eV for all the calculations. We construct a
slab model containing four Ge bilayers in the

√
3×√

3 R30◦
supercells to simulate the Ge(111) surface, with the bottom Ge
atoms passivated by H atoms. The optimized lattice constants
of bulk Ge are a = b = c = 4.073 Å. The lattice constants
of a and b are fixed in our subsequent simulations with the
Pb-Bi overlayer. A 7×7×1 Monkhorst-Pack k-point mesh was
used for the

√
3×√

3 R30◦ unit cell. The vacuum layers were
more than 15 Å to ensure decoupling between neighboring
slab images. During the relaxation, the bottom Ge bilayer and
hydrogen atoms were fixed to their respective bulk positions
(see Fig. 1), while all other atoms were allowed to relax until
the corresponding forces were smaller than 0.01 eV/Å. To
obtain more reliable electronic band gaps, the HSE06 (Heyd,
Scuseria, and Ernzerhof) [42] hybrid functional was used. To

FIG. 1. Top and side views of the Pb3Bi/Ge(111) systems in the
(a), (d) T1, (b), (e) H3, and (c), (f) T4 configurations, where the unit
cells are highlighted by the black dashed lines. The numbers 1, 2, 3
in (a) denote the positions of the three Ge atoms in the Ge(1) layer
within a unit cell. The primitive lattice vectors �a1 and �a2 are shown
in (c).

investigate the topological properties in the Pb3Bi/Ge(111)
systems, we calculate the Z2 invariant via the Wannier charge
centers [43] and construct the edge Green’s function of the
semi-infinite lattice model [44] from maximally localized
Wannier functions [45] as implemented in the WannierTools
package [46].

III. RESULTS

A. Atomic configurations and energetics
of the Pb3Bi/Ge(111) systems

Earlier studies demonstrated that the (4/3)-monolayer cov-
erage of Pb atoms on the Si(111) or Ge(111) surface has two
energetically competing configurations, known as the H3 and
T4 structures [47–50]. Recently, superconductivity has been
observed in monolayer Pb film grown on Si(111) [30,31].
Yet to date, no evidence suggests that the pure atomic-layer
Pb films can achieve topological superconductivity. On the
other side, it is well-known that SOC plays a vital role
in realizing topologically nontrivial properties. We therefore
consider doping the heavier Bi atoms into the monolayer Pb
films to investigate the potential nontrivial topology in such
superconducting thin films. Here we mainly focus on the
substitution of Pb located at the high symmetric position by
Bi, labeled as T1, H3, and T4 [see Figs. 1(a)–1(c)]. The nomen-
clature also follows the Pb/Si(111) case [47–50], namely, the
T1, H3, and T4 means that the Bi atom located on the top
site, hollow-fcc site, and hollow-hcp site of the Ge (111)
substrate, respectively. Justifications of this choice, as well
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TABLE I. Atomic distances (d) and vertical spacings (�z) of the
T1, H3, and T4 configurations, both in Å. The labels of the atoms are
shown in Fig. 1. Here, a negative value in �z indicates a lowering of
the respective atom relative to the referenced atom. The total energies
(�E ) relative to T1 are also given, with the total energy of T1 without
SOC set to be zero.

w/o SOC w/SOC

T1 H3 T4 T1 H3 T4

dBi-Pb 3.462 3.138 3.149 3.364 3.120 3.145
dBi-Ge(1) 2.787 3.647 3.635 2.796 3.755 3.803
dBi-Ge(2) 4.299 4.368 3.586 4.282 4.465 3.769
dPb-Pb 3.529 3.591 3.588 3.539 3.596 3.590
dPb-Ge(1) 3.262 2.900 2.899 3.283 2.896 2.897
�zBi-Pb 0.035 0.013 −0.044 −0.003 0.139 0.171
�zBi-Ge(1) 2.582 2.801 2.750 2.568 2.929 2.967
�zPb-Ge(1) 2.547 2.788 2.794 2.571 2.790 2.796
�E/eV 0.000 −0.023 0.074 −1.910 −2.037 −1.945

as considerations of other (energetically even more stable)
configurations, will be presented in the discussion section.

The three structural models are displayed in Figs. 1(a)–
1(c). The structures are first relaxed without SOC, with
the structural parameters summarized in Table I. Our DFT
calculations without SOC have shown that all these three
configurations are confined essentially in single atomic layers,
with Bi by 0.035 and 0.013 Å higher than Pb in the T1 and H3

configurations, respectively, but by 0.044 Å lower than Pb in
the T4 configuration. In contrast, the results with the inclusion
of SOC show that Bi is by 0.003 Å lower than Pb in the T1

configuration but by 0.139 and 0.171 Å higher than Pb in the
H3 and T4 configurations, respectively. We also note that the
inclusion of SOC has slightly changed the bond lengths and
spacings in the z direction, see Table I. Such SOC-induced
correction in z can be attributed to the inclusion of the out-
of-plane potential gradient which causes a modification to
the Born-Oppenheimer energy contour. Similar SOC effect on
structural parameters has also been observed in Pb/Si(111) or
Pb/Ge(111) [51]. Furthermore, our calculations without and
with SOC demonstrate that all three configurations preserve
the C3v symmetry, suggesting that the inclusion of the over-
layer Bi atoms could be beneficial to the preservation of the
structural symmetry.

Next, we investigate the SOC effect on the energetics of
the three configurations. We first obtain the energetic profiles
without SOC, as listed in Table I. We find that the H3 structure
is more stable than the T1 and T4 structures, by 23 and 97 meV
per

√
3×√

3 R30◦ unit cell, respectively. When SOC is in-
cluded, the H3 structure is also found to be the most favorable
structure among the three configurations, more stable by 127
and 92 meV over the T1 and T4 structures, respectively. It
is seen that the inclusion of the SOC reverses the relative
stability of the T1 and T4 structures of Pb3Bi/Ge(111). In
contrast, the SOC has been shown to reverse the relative
stability of the H3 and T4 for the pure Pb case [51].

Aside from the structural parameters and energetics, it is
also desirable to study the degrees of charge transfer between
the overlayer and substrate in the three phases, including the

FIG. 2. Band structures of the (a) T1, (b) H3, and (c) T4 configu-
rations calculated without SOC. The corresponding results with SOC
are plotted in (d), (e), and (f). Here, the sizes of the red, green, and
blue circles denote the spectral weights contributed by the px , py, and
pz orbitals of the overlayer Pb and Bi atoms, respectively. The Fermi
level is set to be zero.

potential influence of the SOC. To this end, we first calculate
the charge transfer from the Pb, Bi, and Ge(1) atoms without
SOC, all of which are constrained within the surface unit cell
as shown by black dashed lines in Fig. 1(a). The results are
shown in Fig. S1(a) of the Supplemental Material [52]. For
the T1 phase, there exists comparable charge transfers from
the Pb atoms to the neighboring two Ge(1) atoms [labeled as 1
and 3 in Fig. 1(a)] and Bi atoms, due to the similar interatomic
distances. In contrast, there exists less charge transfer from the
Pb atoms to the Ge(1) atoms [labeled as 2 in Fig. 1(a)] because
of the larger interatomic distance. Qualitatively, the directions
of charge transfer can be understood by the differences in the
atomic electronegativity, given by 1.87, 2.02, and 2.01 for Pb,
Bi, and Ge, respectively [53]. As for the H3 and T4 phases, the
charge transfers from the Pb atoms to the three neighboring
Ge(1) atoms and Bi atoms are similar. Furthermore, the charge
transfer is more pronounced in the T1 phase than that of the
H3 and T4 phases, and such differences in the charge transfer
can be manifested by the different band structures of the H3

or T4 phases from that of the T1 phase, as demonstrated in
the next subsection. Our detailed calculations also show that
the inclusion of the SOC will not change the trends of charge
transfer obtained in the absence of SOC but will slightly
modify the magnitudes of the charge transfer (see Fig. S1).

B. Electronic structures of the Pb3Bi/Ge(111) systems

Figures 2(a)–2(c) show the band structures calculated
without SOC of the three configurations, together with the
projections onto the px, py, and pz orbitals of the overlayer
atoms (Pb, Bi). It is noticeable that the band structure of the
T1 phase is very different from that of the other two phases.
We can see that one hybridized band among the px, py, and
pz orbitals crosses the Fermi level in T1 [see Fig. 2(a)], which
indicates that these states are part of the bonding states of the
Pb3Bi/Ge(111) interface. Such a significant band hybridiza-
tion is consistent with the considerable charge transfer from
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the surface alloy to the substrate presented above. In contrast,
the H3 and T4 structures have very similar band dispersions.
This behavior can be understood by the comparable charge
transfer from the Pb to Ge atoms, and the corresponding
structural parameters of these two configurations are close.
Furthermore, we find that the projected bands around the
Fermi level exhibit strong k dependence within the surface
Brillouin zone (SBZ), as reflected by the py or pz orbital along
the �K line, the px or pz orbital along the �M line, and the
px, py, or pz orbital along the KM line, all of which are shown
in Fig. 2(a). Similar behaviors are also displayed in Figs. 2(b)
and 2(c).

Next, we examine the effect of SOC on the electronic
structures of the three phases, as shown in Figs. 2(d)–2(f). It is
found that the degeneracy of the bands has been lifted within
the whole SBZ except at the high-symmetry points protected
by time-reversal symmetry (i.e., the � and M points). When
compared with the DFT results without SOC, the DFT+SOC
band projections reveal enhanced hybridizations among the
px, py, and pz orbitals of the overlayer atoms. Specifically, for
the T1 phase, we see clearly that the SOC causes stronger
hybridization between the py and pz orbitals along the �K
line [compare Figs. 2(a) and 2(d)]. For the H3 phase, we
find explicitly that the SOC effectively leads to enhanced hy-
bridization of the px and pz orbitals along the �M line, as well
as the px, py, and pz orbitals along the KM line [see Figs. 2(b)
and 2(e)]. For the T4 phase, the SOC effects on the band
structures are similar to that of the H3 phase [see Figs. 2(c)
and 2(f)]. More importantly, it should be emphasized that the
SOC induces a significant energy gap of ∼120 and 110 meV
along the �K line for the H3 and T4 phases, respectively, as
shown in Figs. 2(e) and 2(f). In contrast, the bands without
SOC exhibits Dirac nature, as shown in Figs. 2(b) and 2(c).
Such SOC-induced gap openings may lead to topologically
nontrivial phase transitions, as elaborated later.

C. Importance of Rashba effects in the Pb3Bi/Ge(111) systems

In the previous subsections, we have analyzed the overall
effects of the SOC on both the atomic and electronic prop-
erties of the three phases, without an explicit decomposition
of the different physical origins contributing to the SOC. In
the present subsection, we focus on the Rashba nature of the
SOC, enhanced from the intrinsic components associated with
the constituent elements. To identify the asymmetric poten-
tial responsible for the Rashba-type SOC and related spin
splittings, we plot the in-plane averaged potential along the z
direction defined by V (z) = ( 1

A )
∫

V (x, y, z)dxdy, where A is
the area of the Pb3Bi/Ge(111) surface. The results are shown
in Fig. 3, distinctly exhibiting the asymmetric potential within
the region of the Pb-Bi overlayer and the first Ge bilayer of the
substrate. In contrast, the potential is largely symmetric in the
deeper layers of the substrate. These behaviors indicate that
the local asymmetric potential induces Rashba SOC and spin
splitting mainly in the Pb-Bi overlayer and the first Ge bilayer
of the substrate. Additionally, for each of the three phases,
we note that there is an abrupt change in the plane-averaged
potential at about 27 Å in the repeated-slab calculations. Such
behaviors can be attributed to the different work functions of
the upper and lower surfaces associated with the asymmetric

FIG. 3. Distributions of the screening electron density |�(z)|2 in
the vicinity of the Fermi level and the plane-averaged potential V (z)
along the z axis of the (a) T1, (b) H3, and (c) T4 configurations.
The corresponding atomic positions are also superposed onto the
potential energy curves. The Fermi level is set to be zero.

slab model systems. Such abrupt changes can be viewed as
dipole layers in the DFT calculations for slab systems, and
the two sides are the vacuum levels for the two surfaces. The
electron density distributions |�(z)|2 obtained by integrating
within the window of [EF −0.1 eV, EF +0.1 eV] also confirm
that the screening charge is mostly distributed within the
Pb-Bi overlayer and the first Ge bilayer of the substrate, while
it is almost negligibly small in the deeper layers (see Fig. 3).

To get a deeper understanding of the spin splittings in the
electron bands, we further analyze the characteristics of the
band projection onto the Sx, Sy, and Sz components of the total

spin vector defined by |S| =
√

S2
x + S2

y + S2
z . Figures 4(a)–4(f)

illustrate the Sx and Sy spin components, as highlighted by the
different colored dots (blue and red for Sx, orange and purple
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FIG. 4. Band structures in-plane projected onto the Sx spin com-
ponents of the Pb-Bi overlayer for the (a) T1, (b) H3, and (c) T4

configurations calculated with SOC. The sizes of the blue and red
circles indicate the spectral weights contributed by the opposite
Sx spin components. (d)–(f) The corresponding Sy spin component
projections. The sizes of the orange and purple circles indicate the
spectral weights contributed by the opposite Sy spin components.
(g)–(i) The corresponding out-of-plane projected Sz spin compo-
nents, with the sizes of the green and yellow circles indicating the
spectral weights contributed by the opposite spin components. The
Fermi level is set to be zero.

for Sx). Here we unambiguously reveal the Rashba nature
of the band splitting. As shown in Fig. S2, the two Rashba
spin-split surface bands along the M → � →−M path in the
momentum space for the T1 phase typically have the “+x” and
“−x” spin polarizations but no y components, since the �M
line is parallel to the y axis. Similarly, for the K′→ � → K
path, which is parallel to the x axis, the two spin-split surface
bands only host the “+y” and “−y” spin polarizations but no
x components, as shown in Fig. S3. Similar Rashba features
in the H3 and T4 phases are also displayed in Figs. S4–S7.
Here we unambiguously reveal the Rashba nature of the band
splittings. Specifically, the T1 phase has a very large spin
splitting of 400 meV along the �M line below the Fermi
level [see Fig. 4(a)], which is even larger than the previously
reported value of 250 meV in the 2D superconductor of Tl-Pb
on Si(111) [26,27]. The further enhanced spin splitting in the
present system may be attributed to the stronger atomic SOC
of Bi than Tl. Such giant Rashba splittings have also been
observed in the H3 and T4 phases, given by 230 and 220 meV
along the �M line above the Fermi level, respectively [as
shown in Figs. 4(b) and 4(c)]. Furthermore, from Figs. 4(g)–
4(i), the Sz spin component is only distributed in the vicinity
of the M point along the �M line. A finite Sz spin component
on the �M line can be explained by symmetry considerations
within the momentum space, as given below. In the direction

FIG. 5. (a) Surface Brillouin zone (SBZ) of the Pb3Bi/Ge(111)
systems. The red and green solid circles indicate the k points with
and without time-reversal symmetry, respectively. (b)–(d) Calculated
spin textures of the upper branches of the spin-split surface bands
shown in Fig. 4 for the T1, H3, and T4 configurations, respectively.
The lengths of the arrows scale with the magnitudes of the in-plane
spin components. The values of the out-plane spin components are
depicted by the color bars, where the “+” and “−” values represent
the upward and downward spin directions, respectively.

parallel to the z axis, there exist mirror planes along the �K
and MK lines in the SBZ, while no such mirror symmetry
exists along the �M line [see Fig. 5(a)]. Therefore, any Sz spin
component inside the mirror plane is quenched upon a mirror
symmetry operation, consistent with the observation that no
Sz spin component exists along the �K line in Figs. 4(g)–4(i).
However, such a constraint is lacking along the �M line;
accordingly, a finite Sz spin component is present along the
�M line, as shown in Figs. 4(g)–4(i).

From Fig. 5(a), we also see that there are three mirror
planes crossing the � and K points but only one mirror plane
crossing the M point. Such different symmetries between the
high-symmetry points can induce intriguing spin textures.
Figures 5(b)–5(d) show the helical spin textures of the contour
over the whole SBZ, as displayed by the in-plane and out-
of-plane spin components of the upper branch of the surface
states. We can see that the spin vector directions rotate for
all the three phases. We also note that, in Fig. 5(b), the
anisotropic Rashba spin splittings take place around the six
M points, which can be explained by the existence of the C1h

symmetry at the M points [54,55]. Such helical spin structure
surrounding the center of the SBZ explicitly indicates the
characteristic feature of the Rashba effect. We have also
demonstrated above that each of the three phases preserves
the C3v symmetry; therefore, the out-of-plane spin component
oscillates between the positive and negative values at the
Fermi level [27]. Moreover, we note that, for the T1 phase,
the maximum of the electron density is located on the vacuum
side. In contrast, the maximum of the electron density for
either the H3 or T4 phase is located on the substrate side.
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FIG. 6. Band structures and densities of states of (a) Pb3Bi and
(b) pure Pb on the Ge(111) substrate, both in the T1 configuration.
The surface states in the vicinity of the Fermi level are highlighted by
the red lines, and the corresponding contours are displayed in (c) and
(d). The edges of the SBZ in (c) and (d) are indicated by the white
solid lines. The Fermi level is set to be zero.

Such differences in the electronic density distributions may
be responsible for the reversal of the spin orientations of the
surface states between the T1 and the H3 (or T4) phase [see
Figs. 4(a)–4(c)] [56,57]. These intriguing spin textures serve
as indispensable ingredients to the emergence of nontrivial
topology, as shown for the T1 phase previously [33], and also
for the other two phases in a later subsection.

D. Van Hove singularity in the Pb3Bi/Ge(111) systems

In 2D systems, a saddlelike band dispersion may lead
to a logarithmic divergence in the density of states (DOS),
known as the VHS. As a counterpart, an extremum of a
paraboliclike band dispersion may result in a 1D-like square-
root singularity in the DOS [58,59]. The prominent role of the
VHS in strongly correlated phenomena has been emphasized
extensively [60–62]. The resulting intriguing phases may
include charge density wave [63] and chiral or topological
superconductivity [33,34,64]. Recently, the VHS has been
further classified into two types [64]. The type-I VHS is
originated from the saddle points where the time-reversal
symmetry is invariant. In such systems, the topologically
nontrivial superconductivity with triplet pairing would be sup-
pressed because of its odd parity. However, the type-II VHS,
derived from the saddle points without the protection of time-
reversal symmetry, can host topological superconductivity by
proper doping [33,64]. Such conceptual advances motivate the
present study of materials specific systems that may harbor
type-II VHS.

For the system of Pb3Bi/Ge(111), we have demonstrated
that the existence of the type-II VHS together with geometric
phase may result in chiral topological superconductivity in
the T1 phase [33]. Figure 6(a) shows the position of the
type-II VHS and corresponding saddlelike band structure. As
shown in Fig. 6(c), the contour along the �M line first goes

FIG. 7. Band structures and densities of states of the
Pb3Bi/Ge(111) systems in the (a) H3 and (b) T4 configurations. The
surface states are highlighted by the red lines, and the corresponding
contours are displayed in (c) and (d). The edges of the SBZ in
(c) and (d) are indicated by the white solid lines. The Fermi level is
set to be zero.

downward, then goes upward. Meanwhile, the contour along
the kx∼0.35 Å−1 line first goes up to the maximal value, then
goes down. Together, such dispersion features characterize the
saddle point in the band structure. The calculated DOS in
Fig. 6(a) also shows a divergent trend below the Fermi level,
further confirming the emergence of the type-II VHS.

To elucidate the important role of the doped Bi atoms
in the formation of the saddlelike band dispersion and cor-
responding type-II VHS, we consider a pure Pb overlayer
constrained in the T1 phase. The corresponding band structure
with the inclusion of the SOC is shown in Fig. 6(b), which is
similar to that of Pb3Bi/Ge(111), but shifted upwards. This
behavior can be understood by the fewer valence electrons
in the pure Pb system. Furthermore, we find that the DOS
exhibits a 1D-like square-root singularity near the Fermi
level, mainly contributed from the band extremum region
[see Fig. 6(d)]. Such a sharp DOS at the Fermi level is
more likely to drive a structural instability [63] in the T1

phase of the pure Pb overlayer. Given that the T1 phase of
Pb/Ge(111) or Pb/Si(111) by now has not been observed ex-
perimentally [47–50], we suspect that such instabilities might
be responsible for its absence in the existing experimental
studies. In this regard, the Bi doping not only alters the nature
of the type-II VHS, but also may help to stabilize the T1

phase, as the corresponding VHS is now noticeably below the
Fermi level.

Next, we explore the potential existence of VHS in the H3

and T4 phases. Figures 7(a) and 7(b) explicitly display a sharp
DOS at ∼0.3 and 0.2 eV above the Fermi level for the H3

and T4 phases, respectively. Furthermore, from either Fig. 7(c)
or Fig. 7(d), we identify the existence of a band extremum
along the �M line, as well as a saddle point along the �K line.
Therefore, the existence of the sharp DOS can be attributed to
the joint result of the band extremum of the largely parabolic
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FIG. 8. Band structures and densities of states of the Pb3Bi/Ge(111) system in the (a) T1, (b) H3, and (c) T4 configurations obtained in the
absence of SOC. The surface states are highlighted by the red lines, and the corresponding contours are displayed in (d), (e), and (f). The edges
of the SBZ in (d), (e), and (f) are indicated by the white solid lines. The Fermi level is set to be zero.

band structure and the saddlelike band structure, leading to the
emergence of the type-II VHS.

It is also worthwhile to highlight the important role of the
SOC in the existence and in particular the location of the VHS
for each of the three phases. In doing so, we calculate the
corresponding electronic structures in the absence of SOC,
as shown in Figs. 8(a)–8(c). We notice that, even without
SOC, the divergent DOS is present for each phase as well, but
its location is far away from the Fermi level. Therefore, the
Rashba enhanced SOC plays a vital role in tuning the location
of the VHS to experimentally accessible regions.

E. Topological properties of the Pb3Bi/Ge(111) systems

In our previous work [33], we have employed a functional
renormalization group method to study the interplay between
geometric phase and electron correlation. In this approach,
all the competing orders such as superconductivity, charge
density wave, spin density wave, and nematicity can be treated
on an equal footing. The central findings are that the renor-
malized geometric phase flows to three stable fixed points, not
only favoring the realization of intrinsically topological chiral
p-wave or f-wave superconductivity, but also enhancing the
corresponding superconducting order. Using first-principles
calculations, we have further predicted that the hole-doped
Pb3Bi grown on Ge(111) surface (namely, the T1 phase) is
a 2D topological superconducting system.

In the present study, we expand our effort by carrying
out a comparative study of the topological properties of all
three phases. First, due to the heavy hybridization between the
overlayer and Ge substrate [see Figs. 2(e) and 2(f)], the wan-
nierlization process [45] adopted to evaluate the topological

properties requires projections onto the p orbitals of not only
the overlayer but also the whole Ge substrate. Such an exercise
will drastically increase the dimensionality of the projection
basis, leading to demanding technical difficulty. To mitigate
this issue, we downfold the projection basis to a subspace
spanned by only the p orbitals of the Pb-Bi overlayer and
topmost Ge bilayer. Such an approximation is reasonable,
because the hybridization between the Pb, Bi, and Ge atoms
beneath the Ge bilayer decays rapidly, as also demonstrated
by the screening charge distribution shown in Fig. 3. We then
simplify the model systems by using one Ge bilayer to simu-
late the Ge(111) substrate, and the calculated band structures
of the H3 and T4 phases are shown in Figs. 9(a) and 9(c),
respectively. Our PBE+SOC calculations indeed confirm that
the simplification did not change the main features of the band
structures when compared with that of the systems with a
thicker Ge substrate [see Figs. 2(e) and 2(f)]. Importantly, we
find that each of the H3 and T4 structures hosts a topologically
nontrivial phase with Z2 = 1, characterized by a quantum spin
Hall state. To further illustrate the nontrivial topology of the
H3 and T4 phases within the PEB+SOC scheme, we now
calculate the band structures by employing the hybrid func-
tionals [42], which are expected to better describe the band
gaps. The corresponding band structures within the HSE06 are
displayed in Figs. 9(a) and 9(c), showing full band gaps of 25
and 50 meV, respectively. The calculated Z2 invariant remains
to be 1 for both systems, preserving the nontrivial topology.

As another manifestation of the nontrivial topology in the
band structures, we further obtain the edge states of the H3 and
T4 phases using the HSE06 results and semi-infinite lattice
models [44]. The results are shown in Figs. 9(b) and 9(d)
for the H3 and T4 structures, respectively, highlighting the
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FIG. 9. Band structures obtained using the PBE+SOC and
HSE06+SOC schemes for the (a) H3 and (c) T4 configurations. One
Ge bilayer is used to model the substrate, as justified in the main text.
The corresponding spectra of the semi-infinite slabs with a Pb-Bi
edge along the x direction are displayed in (b) and (d). The Fermi
level is set to be zero.

Dirac-like nature of the edge states near the Fermi level.
Given the existence of robust topological states demonstrated
here and the experimentally accessible type-II VHS presented
earlier, we expect that the H3 and T4 structures could not only
host quantum spin Hall states but may also harbor topological
superconductivity upon proper doping [33,65–67].

IV. DISCUSSIONS

Two-dimensional electron systems with giant Rashba split-
tings have been attractive in the area of topological materials
[68,69], because the corresponding significant SOC strengths
may serve as a pivotal physical factor in inducing topological
states of matter. As one compelling example, it has been
recently demonstrated that a quantum spin Hall state can
be triggered in the Rashba system of bismuthene/SiC(0001)
[70]. As related developments, a WTe2 monolayer has been
shown to be able to harbor a quantum spin Hall state [65]
or superconductivity under proper conditions [66,67]. More
recently, the T1 phase has also been shown as a platform to
realize chiral topological superconductivity [33]. Given these
exciting developments, it remains desirable and potentially
rewarding to search for new candidate platforms that can
host intriguing topological or collective properties based on
Rashba systems. At a concrete level, the results gained in
the present work may serve as the basis for realization of the
above expectations. In particular, we have shown the existence
of the VHS in the H3 and T4 phases, which have been induced
by the Bi doping. When further electron doped, for example
at proper gating conditions, the H3 and T4 phases might host
odd-parity superconductivity [33,64].

Beyond the three high-symmetry phases studied so far, we
have also performed more relaxed structural search by placing
the Bi atoms on the low-symmetry positions, generating 24
initial candidate structures. After structural optimization, we
find two other energetically degenerate configurations labeled

FIG. 10. Top views of the Pb3Bi/Ge(111) system in the (a) G1

and (d) G2 configurations, where the unit cells are highlighted
by the black dashed lines. Band structures of (b) G1 and (e) G2

configurations calculated without SOC, with the corresponding SOC
results plotted in (c) and (f). Here, the sizes of the red, green, and blue
circles denote the spectral weights contributed by the px , py, and pz

orbitals of the overlayer (Pb plus Bi) atoms, respectively. The Fermi
level is set to be zero.

as G1 and G2 [see Figs. 10(a) and 10(d)]. Their total energies
are lower by ∼0.2 eV per

√
3×√

3 R30◦ substrate supercell.
The band structures of the two phases without and with
SOC are displayed in Fig. 10. By examining the detailed
band structures, we observe clear spin splittings with the
inclusion of the SOC but no gap opening in either of the two
configurations. To reveal the topology of these two phases,
we apply the same method as used for the H3 and T4 phases
above. The PBE+SOC and HSE06+SOC band structures of
the G1 and G2 phases with one Ge bilayer in the substrate are
shown in Figs. S8(a) and S8(b), respectively. Though there
is no global gap, we can identify a curved “gap” to calculate
the Z2 invariant for all the states below this curved “gap.” By
using the Wannier charge center method implemented in the
WannierTools package, the corresponding Z2 is calculated to
be zero for either of the G1 and G2 configurations, indicating
their trivial topological nature. Such behaviors are also the
very reason that our study has been primarily focused on
the metastable but topologically nontrivial T1, H3, and T4

phases. These observations are consistent with the results of
existing studies. For example, the metastable transition metal
dichalcogenides have been theoretically proposed and experi-
mentally verified to exhibit quantum spin Hall phase [71–73],
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while the more stable 2H phase is trivial [74–76]. The under-
lying rationale can be attributed to the delicate competition
between the crystal field and SOC effects [77].

Before closing, we briefly discuss the growth aspects of the
Pb-Bi thin films on the Ge substrate. Given the specific atomic
configurations of the Pb3Bi alloy, one may grow a pristine
Pb film at a proper coverage first, then deposit additional
Bi atoms onto the Pb/Ge(111) system, as demonstrated in
the growth of Tl-Pb compound on Si(111) [26,27]. Physical
realizations of the proposed systems may further lead to
definitive validations of the strong and intriguing predictions
made in this work.

V. CONCLUSIONS

In summary, we have systematically investigated the struc-
tural, electronic, and topological properties of the Pb3Bi alloy
grown on the Ge(111) substrate. We first identified the exis-
tence of three distinct phases, labeled as T1, H3, and T4, which
are of high symmetry and energetically nearly degenerate. All
the three phases have been shown to possess giant Rashba
enhanced SOC and corresponding spin splittings. Next, we
showed that each of the saddle- and paraboliclike band dis-
persions can result in the emergence of type-II Van Hove

singularity, whose positions can be substantially tuned by
the giant Rashba effects to the vicinity of the Fermi level.
More importantly, we identified the presence of topological
states hosted by both the H3 and T4 structures, with the
openings of topologically nontrivial gaps of 25 and 50 meV,
respectively. Given the energetic affinity of the three phases,
our findings point to the feasibility of realizing quantum phase
transitions between quantum spin Hall effect and topological
superconductivity within the same materials platform. The
present study is expected to give new insights in searching
for topological quantum states including 2D topological su-
perconductivity based on Rashba systems.
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