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The notion of spontaneous symmetry breaking has been used to describe phase transitions in a variety of
physical systems. In crystalline solids, the breaking of certain symmetries, such as mirror symmetry, is difficult
to detect unambiguously. Using 17-TaS,, we demonstrate here that rotational-anisotropy second harmonic
generation (RA-SHG) is not only a sensitive technique for the detection of broken mirror symmetry, but also
that it can differentiate between mirror symmetry-broken structures of opposite planar chirality. We also show
that our analysis is applicable to a wide class of different materials with mirror symmetry-breaking transitions.
Lastly, we find evidence for bulk mirror symmetry-breaking in the incommensurate charge density wave phase
of 17-TaS,. Our results pave the way for RA-SHG to probe candidate materials where broken mirror symmetry

may play a pivotal role.

DOLI: 10.1103/PhysRevB.101.241106

In condensed matter systems, phases are often classified by
the symmetries that they break. Identifying these symmetries
enables one to understand a system’s order parameter, collec-
tive excitations, topological defects, and allowable topological
indices [1,2]. Together, these attributes allow one to predict
how a material will respond to external perturbations like
electromagnetic fields, heat, and mechanical forces, which is
a central goal of condensed matter physics.

Specifically, the presence or absence of mirror symmetry
can lead to a variety of unusual phases and properties. For
example, the absence of mirror plane symmetry in noncen-
trosymmetric materials can give rise to gyrotropic order,
which can lead to a nonzero out-of-plane circular photogal-
vanic effect [3]. Moreover, in certain topological crystalline
insulators, such as SnTe, the presence of mirror symmetry can
give rise to conducting surface states through the existence
of a nonzero mirror Chern number. This topological index
guarantees an even number of Dirac cones on surfaces where
mirror symmetry is retained [4—6].

In other circumstances, like that in the pseudogap regime
of cuprate superconductors, the existence of mirror symmetry
is more controversial and has led some to seek an exper-
imental method to serve as a binary indicator of broken
mirror symmetry [7]. In principle, several tools can already
do this, including resonant ultrasound spectroscopy [8,9], x-
ray, neutron, and electron diffraction [10,11], and a recently
proposed method, shear conductivity [7]. Resonant ultrasound
spectroscopy and the diffraction-based techniques are more
sensitive to the ionic lattice, which makes the identification of
subtle electronic symmetry-breaking challenging. And while
shear conductivity has the potential to be an extremely ver-
satile tool for identifying broken point group symmetries, ex-
perimental pursuits are currently only preliminary [7]. In this
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study, we focus on a nonlinear optical technique, rotational-
anisotropy second harmonic generation (RA-SHG), which
we show is capable not only of identifying broken mirror
symmetry [12] but also of resolving its sense (left- or right-
handed). Furthermore, RA-SHG is sensitive to the electronic
subsystem and can be used for microscopy studies, making it
an ideal experimental tool for probing phase transitions where
domains may arise [13,14].

In this direction, we choose a material, 17'-TaS,, in which
vertical mirror plane symmetry is manifestly broken across
an incommensurate (IC) to nearly commensurate (NC) charge
density wave (CDW) transition [15,16]. Using this material,
we demonstrate in this Rapid Communication that RA-SHG
is an effective probe of broken mirror symmetry. We also show
that the sense (i.e., left- or right-handed) associated with the
mirror symmetry-broken structure is encoded in the angular
dependence of the RA-SHG signal. Thus, RA-SHG can be
used to differentiate mirror-opposite domains. While the data
presented in this work is specific to the case of 17-TaS,,
we also show analytically that our technique is applicable to
a wide class of transitions involving spontaneously broken
mirror symmetry.

1T-TaS, is a layered material with a crystallographic
structure identical to other octahedrally coordinated transition
metal dichalcogenides [Fig. 1(a)]. The space group of the
high temperature, undistorted phase is P3m1 (No. 164, point
group Dsy) [17], and the point group of the surface normal
to the (001) direction in this phase is Cs, [18,19]. Upon
lowering temperature, 17-TaS, undergoes a series of CDW
transitions. At Tic = 550K, a triple-g IC CDW forms that
breaks translational symmetry but retains the surface point
group symmetries of the undistorted phase [18,19]. The ef-
fects of the CDW on the bulk symmetries in this phase are not
yet understood. On further cooling, at Tic—nc = 353 K there
is a weak first-order transition to an NC CDW phase where
three vertical mirror plane symmetries are broken [17] and
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FIG. 1. (a) Structure of 17-TaS, in the undistorted phase. Ta and
S atoms are depicted in red and blue, respectively. (b) Schematic of
the experimental geometry. (c) ,(d) Structure of the CDW in the NC
phase. Arrows denote the movement of the Ta atoms (red) below
Tic-nc = 353K from their undistorted positions. The transition at
Tic—~c spontaneously breaks mirror symmetry, so that two different
CDW configurations (« and §) can form, which have opposite planar
chirality. The new unit cells of the two configurations are depicted in
blue. M., denotes one vertical mirror plane which is broken beneath
Tic—~c- The others are related to M,, by +120° rotation about the z
axis.

the surface point group becomes C;. The NC phase has been
visualized with scanning tunneling microscopy and exhibits
patches of commensurate “Star of David” hexagrams that are
separated by a network of discommensurations [20]. Because
mirror symmetry is broken, there are two energetically equiv-
alent CDW configurations (¢ and 8) in the NC phase that
have opposite planar chirality [Figs. 1(c) and 1(d)]. At even
lower temperatures, Tnc—c = 184K, 1T7-TaS, undergoes a
symmetry-preserving first-order transition, where the discom-
mensurations disappear and the CDW locks into a structure
commensurate with the underlying lattice [21].

Recent interest in the NC phase of 17-TaS, has arisen
due to the possibility of injecting mirror-opposite domains
into the CDW structure [16], which do not otherwise develop
during the IC-NC transition. Zong et al. were able to induce
these domains using a single ultrafast pulse of light, which
was found to drive the material into a long-lived metastable
state possessing domains of opposite planar chirality. Partly
motivated by the desire to image these domains, we seek here
a simple experimental method that could identify domains
with opposite planar chirality.

1T-TaS, samples used in the experiment were grown us-
ing the chemical vapor transport technique, as described in
Ref. [16]. We verified that the NC phase of 17-TaS, was
single-domain by performing electron diffraction on a sample

from the same batch [22]. This is in agreement with previous
work [15,16,23,24].

In RA-SHG [25-28], a pulsed laser beam of frequency w
and amplitude E (w) is focused onto a sample with nonzero an-
gle of incidence 0 [Fig. 1(b)]. The 2w component of the radi-
ation emitted by the sample is subsequently measured in vari-
ous combinations of incoming and outgoing polarizations [ei-
ther parallel (P) or perpendicular (S) to the plane of incidence]
and as a function of the angle ¢ between the plane of inci-
dence and some crystallographic axis. In noncentrosymmetric
materials, the response is dominated by the bulk electric
dipole moment P;(2w) = x; ik E;j(w)Er(w) [29], where ;i is
a material-specific susceptibility tensor that must be invariant
under all symmetry operations present in the crystallographic
point group. In centrosymmetric crystals such as 17-TaS,, the
bulk electric dipole response is forbidden [29,30]. In this case,
the dominant response often comes from the surface of the
sample, which necessarily breaks inversion symmetry [31].
SHG from surfaces of materials is described by a different
susceptibility tensor, Xié;'k’ which is constrained by the crystal
symmetries of the surface. In addition, there can be bulk
contributions from higher-order processes that are allowed
in the presence of inversion symmetry, such as the bulk
quadrupole response Q;; (2w) = xgk,Ek(a))El (w)[13,32]. Our
experimental implementation uses a fast-rotation setup similar
to that described in Refs. [25] and [33]. Here, we use an
800-nm (1.55 eV) laser beam incident at 10° with respect to
the (001) sample normal. Further experimental details can be
found in the Supplemental Material [22].

To show that we are sensitive to the breaking of mirror
symmetry across the IC to NC transition, we took RA-SHG
data on 17'-TaS; in both phases. Figures 2(a) and 2(b) show
the second harmonic response from the sample above and
below Tic—nc = 353K in two polarization channels, plotted
as a function of ¢. We are able to fit the rotational anisotropy
in the IC phase using the surface point group Cs, [Fig. 2(a)],
which is in agreement with previous reports [18,19]. It should
be noted that in order to fit the Sj,-Soy polarization channel
appropriately, we find that it is necessary to add an additional
bulk quadrupole contribution to the signal. The consequences
of this contribution will be discussed later, but at the moment
they do not affect our conclusions.

Upon cooling into the NC phase, mirror symmetry is
spontaneously broken and the surface point group reduces to
C; [17]. As aresult, the RA-SHG exhibits a marked lowering
of symmetry [Fig. 2(b)]. This lowering of symmetry can be
understood by noting that the ¢ dependence of Ips(2w) under
C; is given by [22]

Ips2Qw) = (Ag + Aj cos (3¢) + Ay sin (3¢))*, (1)

where Ag, Aj, and A, are functions of the susceptibility
elements Xisjk-

Symmetry considerations [22] show that Ag and A; vanish
identically in the presence of mirror symmetry. The absence
of these terms lead to the sixfold symmetry in the Pj,-Sou
channel and its alignment with the crystallographic axes as
seen in Fig. 2(a). However, these terms can adopt nonzero
values when mirror symmetry is broken. Below Tic_nc, the
RA-SHG intensity therefore exhibits a threefold rather than
sixfold symmetric pattern, arising from a nonzero Ay. The
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FIG. 2. (a), (b) Second harmonic intensity from 1T-TaS, as a
function of ¢ above (a) and below (b) Tic—nc = 353 K. For clarity,
only two polarization channels are shown; the others are reproduced
in the Supplemental Material [22]. Solid lines in (a) and (b) are best
fits to the data using the surface point groups C3, and C3, respectively.
Data is normalized to the maximum value of the P;,-P,, signal for
each temperature. (c) Temperature dependence of the third Fourier
coefficient, ,ﬂ}fg), of the intensity (see main text and Supplemental
Material [22] for details).

effect of a nonzero A is to rotate the RA-SHG intensity away
from the high-symmetry axes, but we observe this coefficient
to be zero within the resolution of our instrument. A negligible
rotation of the SHG pattern should be expected, as the atomic
positions of the Ta atoms only contract towards a central Ta
atom and do not rotate away from their high symmetry axes
to break the mirror symmetry [see Fig. 1(c) and 1(d)].

The three-fold nature of the RA-SHG intensity can be
quantified experimentally by performing a spectral (sine)
decomposition of the intensity and extracting the third Fourier
coefficient, ffgg), of Ips(2w) [22]. Figure 2(c) shows that f}g)
appears discontinuously below Tjc_nc, consistent with the
first-order nature of the phase transition. Taken together, the
above considerations confirm that fg) is a binary indicator
of broken mirror symmetry in 17-TaS,.

Having established that RA-SHG is sensitive to the break-
ing of vertical mirror plane symmetry in 17-TaS,, we now
seek to demonstrate that it can differentiate between CDW
configurations of opposite planar chirality in the NC phase.
To do so, we generate two samples with opposite planar
chirality by cleaving a single sample of 17-TaS,. We then
perform RA-SHG on both sides of the same cleave. Referring
to Figs. 1(c) and 1(d), cleaving the sample is equivalent to
performing a 180° rotation about the x-axis, which in a single
layer is equivalent to a mirror reflection about M,,.
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FIG. 3. Second harmonic intensity as a function of ¢ from
mirror-opposite samples of 17-TaS, in the NC phase (T = 340 K).
The labels « and B refer to the two degenerate mirror-image config-
urations which are allowed in the NC phase. The solid line in (a) is
a fit to the data using the surface point group C;. The fit in (b) was
generated by performing a mirror operation [22] to the numerical
susceptibility tensor obtained from (a). Data is normalized to the
maximum value in the P;,-P,, polarization channel for each sample.

Figure 3 shows the results of RA-SHG measurements in
the Pj,-Poy and Pj,-Soy polarization channels as functions of
¢, where the two mirror images are labeled « and . As shown
in the figure, whether the CDW configuration was « or B is
indicated in RA-SHG by the orientation (up or down) of the
pattern in the Pi,-Soy: channel, which is determined by the sign
of Ag in Eq. 1 [22]. This feature constitutes an experimental
observable capable of identifying the sense associated with
broken mirror symmetry in 17 -TaS,.

To validate the analysis contained above, we first fit the
data for the o structure using the surface point group C; to
generate a tensor x/, with numerical coefficients. The fit is
shown in Fig. 3(a). Then, we transform y /%, by a mirror reflec-

tion about M, to generate Xilj‘k [22]; with this transformation,

we find that the rotational anisotropy simulated using ij‘k
collapses onto the measured signal, as shown in Fig. 3(b).

While the data contained in this work is specific to
1T-TaS,, the analysis is applicable to a variety of different
phase transitions involving broken mirror symmetry. By un-
derstanding which Fourier coefficients of the SHG intensity
adopt nonzero values in the low-symmetry phase, one can
show that almost every structural phase transition involving
broken mirror symmetry implies a measurable change in the
symmetry of the SHG pattern (i.e., beyond a simple change in
overall intensity). We have performed a symmetry analysis of
all possible phase transitions involving spontaneously broken
mirror symmetry and in each case identified the relevant
experimental indicator(s). The results of this analysis can be
found in the Supplemental Material [22].

The final observation of this work concerns the contribu-
tion from the bulk of the sample to the measured RA-SHG
signal. As mentioned above, we find that in order to fit the
data in the Si,-Soy: polarization channel correctly, we need to
introduce an additional bulk quadrupole contribution to the

241106-3



BRYAN T. FICHERA et al.

PHYSICAL REVIEW B 101, 241106(R) (2020)

Sin-Sout Sin-Sout
1,
= 0.75/
S
X 0.259
EQ 0
= 0.25{
3 05
= 0.75
1,
1,
= 0.75/
3 o5
X 0.251
EQ 0
= 0.251
3 05]
= 0.75
1- o

FIG. 4. Second harmonic intensity as a function of ¢ in the
Sin-Sout polarization channel. Temperatures, phases, and incident
angles (0) are indicated in the figure. Also shown are fitting curves
using the point group assignments (a) C; surface and S bulk, (b) Cs
surface and Sg bulk, (¢) Cs, surface and Sg bulk. (d) Best fit to data in
(c) using Cs, surface and D3, bulk. Data in all plots was normalized
to one for clarity. Other polarization channels are depicted in the
Supplemental Material [22].

SHG signal. This contribution, which is described by the ef-
fective polarization V;Q;; = 2i xgklk i ExE;, is the next-lowest
order contribution to SHG and is allowed in the presence of
inversion symmetry [13,32]. Importantly, the quadrupole con-
tribution is generated by the entire illumination volume and
is therefore insensitive to the surface symmetry. Quadrupole
SHG can be identified by examining the 6 dependence of
the SHG intensity in the Sj,-Sou: channel. For purely electric
dipole SHG, the symmetry in this channel does not depend on
the incident angle. The 6 dependence depicted in Figs. 4(a)
and 4(b) therefore establishes the presence of a quadrupole
contribution in our signal.

According to diffraction measurements [19], the correct
surface and bulk point groups in the NC phase are C3 and Sg,
respectively. Figure 4(a) shows our results in this phase, which
are consistent with this assignment. To understand the three-
fold symmetry in Fig. 4(a), we note that the ¢ dependence of
Iss(2w) in this symmetry assignment is given by [22]

Iss(2w) = (By + By cos (3¢) + B, sin (3¢))°, 2)

where B and B, are functions of the susceptibility elements
X;‘Sjk and yx l%( ;» but By depends on x i%( , only (and is zero
when the quadrupole contribution is ignored). By is then
a probe of the bulk structure only and is not affected by
the surface symmetry. When mirror symmetry is broken, all
three coefficients are allowed and the function is threefold
symmetric as in Fig. 4(a).

However, symmetry considerations [22] show that By is
zero in the presence of mirror symmetry. If bulk mirror sym-
metry were fully restored in the IC phase, we would therefore
expect the signal to be sixfold symmetric. Figures 4(c) shows
that the RA-SHG instead remains threefold symmetric in this
phase, suggesting that the bulk breaks mirror symmetry. On
the other hand, the highest-symmetry surface point group
consistent with Figs. 2(a) and 4(c) is Cs,, which retains mirror
symmetry. With RA-SHG, it is not possible to deduce the
full crystal structure, but we speculate that this discrepancy
between surface and bulk symmetries might be attributable to
the particular stacking arrangement associated with the CDW
above Tic—nc [22]. This would explain why the surface com-
ponent, which is measuring the local structure at the surface
of the sample [31], is consistent with the existence of mirror
symmetry, whereas the bulk component, which measures the
global structure of many layers, is not.

In summary, we have demonstrated here that RA-SHG can
be used to identify broken mirror symmetry in crystalline
materials. In addition, we have found that RA-SHG can dif-
ferentiate between structural configurations related by mirror
reflection. By considering the different symmetry constraints
on the S;,-Sout channel, we have also shown that RA-SHG is
sensitive to broken mirror symmetry in the bulk of 17°-TaS,,
and have found evidence that the IC phase of this material
breaks mirror symmetry in the bulk. Importantly, our analysis
is generalizable beyond the specific case of 17-TaS,, and
therefore opens up the possiblity for RA-SHG to detect mirror
symmetry-broken phases and their domain structures in other
candidate materials.
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