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Interdimensional effects in a three-dimensional electron gas with a Rashba
spin-orbit coupling interface
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We examine the bound-state and free-state contributions to the density of states in a three-dimensional electron
gas with a two-dimensional interface or quantum well with Rashba spin-orbit coupling. The motivation for our
research comes from the interest in materials that exhibit Rashba spin splitting of energy bands and the Edelstein
and inverse Edelstein effects in quantum wells or interfaces. By modifying the Hamiltonian of three-dimensional
electron gas models to include a two-dimensional component with Rashba spin-orbit coupling, we are able to
calculate the bound-state and free-state wave functions and corresponding densities of states analytically. In
the case of weak asymmetry across the interface, we find that one of the spin-split energy bands has an upper
bound where it merges into a three-dimensional energy band. On the other hand, with strong asymmetry across
the interface, only one spin-momentum-locked band exists as an interface energy band, which emerges from a
three-dimensional energy band.
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I. INTRODUCTION

The propagation properties of particles (or quasiparticles)
affected by the presence of a surface or an interface in a three-
dimensional material can be described using low-dimensional
quantum mechanics. Analytic models can be constructed to
include extra substructure terms, which affect propagation
properties of electrons through a change in the effective
mass [1] or confinement in the form of a quantum well [2].
In both cases, the Hamiltonian is constructed as a linear
superposition of a free three-dimensional electron gas and
a low-dimensional substructure contribution describing the
effects of a surface or an interface. The density of states
inside the low-dimensional structure that allows for calcu-
lation of, e.g., the number of charge carriers and thermal
conductivity can be obtained analytically for these types of
Hamiltonians, thus providing a powerful tool for studying the
interdimensional properties of electrons in a material with
substructure.

The system of a two-dimensional (2D) thin quantum well
or an attractive interface immersed in a three-dimensional
(3D) bulk is described by the Hamiltonian [2],

H = p2

2m
− Wδ(z − z0), (1)

for a particle of mass m and W > 0. A quantum well of
width a can be considered as thin if a � h̄/

√
mkBT at a given
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temperature T , where kB is the Boltzmann constant, as only
the lowest subband in the quantum well will be populated,
with the thermal wavelength λ > 2a. The Hamiltonian (1) can
also be considered as a Kronig-Penney-type approximation of
an atomic layer.

The attractive potential yields bound states ψ (x) =√
κ exp(ik‖ · x‖ − κ|z − z0|)/2π , E = (h̄2k2

‖/2m) − B, with
the maximum binding energy B = h̄2κ2/2m = mW2/2h̄2.
There are also states ψ (x) = (2π )−1 exp(ik‖ · x‖)ψk,±(z) that
move freely across the interface and are relevant for mod-
eling of interfaces through the Hamiltonian (1). The factors
ψk,±(z) and the completeness relation for the eigenstates
of (1) can be found in Sec. 3.3 in Ref. [3]. The corresponding
density of states (DOS) per volume at the location of the
quantum-well structure (z = z0) is given as a function of
energy E by

�(E , z0) = κ�d=2(E + (h̄2κ2/2m)) + �d=3(E )

×
[

1 − h̄κ√
2mE

arctan

(√
2mE

h̄κ

)]
, (2)

where

�d (E ) = 2�(E )

√
m

2π

d √
E

d−2

	(d/2)h̄d
(3)

is the DOS for a free particle of mass m in d spatial dimen-
sions and the particle is assumed to have spin 1/2. Integrating
the DOS �(E , z0) over energy yields the relation between the
Fermi energy and the particle density inside the quantum well
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at zero temperature [2]:

n(z0)
∣∣
−B<EF <0 = κm

π h̄2

(
EF + h̄2κ2

2m

)
= κn2

∣∣
E2,F =K2,F

,

n(z0)
∣∣
EF >0 = κ

2π2h̄2

[
h̄κ

√
2mEF − (h̄2κ2 + 2mEF ) arctan

(√
2mEF

h̄κ

)]
+ κm

π h̄2

(
EF + h̄2κ2

2m

)
+ 1

3π2

(√
2mEF

h̄

)3

, (4)

where

nd = 2

h̄d	((d + 2)/2)

√
mEF

2π

d

(5)

is the density of particles in d spatial dimensions, and K2,F =
EF + h̄2κ2/2m is the kinetic energy inside the quantum well.
The analytic results for the DOS and the particle density
inside the quantum well smoothly transition from 2D to 3D
behavior as the inverse penetration depth κ = mW/h̄2 of the
bound states approaches zero. Both results demonstrate that
bound states exist for E � −B, and that particles confined
to the quantum well contribute a 2D density term, made
dimensionally correct through the factor κ , reflecting the 3D
nature of the system.

Rashba spin-orbit coupling (RSOC) arises as a result of
structural inversion asymmetry [4–6]. The Hamiltonian and
dispersion relation for a 2D electron gas with RSOC are given
by [6,7]

H = p‖2

2m
+ α[σ × p‖/h̄] · ẑ, E±(k‖) = h̄2k2

‖
2m

± αk‖, (6)

where m is the effective mass of an electron, α =
−eh̄Ez(z)/4m2c2 is the Rashba coefficient, Ez(z) is an electric
field in the direction ẑ perpendicular to the electron gas,
σ = (σx, σy, σz ) are the Pauli matrices, k‖ = (kx, ky) is the
two-dimensional wave vector, and k‖ = |k‖|. RSOC causes
momentum and spin to be “locked in” such that the E+ and
E− branches in Eq. (6) have clockwise and counterclockwise
winding of spin, respectively, as one goes around the Fermi
surface. In Fig. 1, E± are plotted as a function of kx for ky = 0,
where spin points in either +y or −y direction. We assume
without loss of generality α > 0 in this paper, since negative α

simply corresponds to reversal of the direction of spin winding
in each band and amounts to α → |α| in results for energies
and densities of states.

The DOS per area per spin in a 2D electron gas,

�(E ) = 1

2π

k‖(E )

|dE/dk‖| , (7)

is given for the two spin-split energy bands E = E±(k‖) in
Eq. (6) by [7]

�±(E ) = m

2π h̄2

(
1 ∓ 1√

1 + (2h̄2E/mα2)

)
, E � 0,

�−(E ) = m

π h̄2
√

1 + (2h̄2E/mα2)
, E < 0. (8)

Recent efforts have been put forth in the area of spintronics,
which utilizes the spin degree of freedom for information

storage and processing [8]. In candidate materials for spin-
tronics, RSOC induces novel properties in interfaces [9],
quantum wells [10–13], and surface quantum wells [14,15].
These properties include the Edelstein effect [16] or the
inverse Edelstein effect, where conversion between charge
and spin currents occurs [9,17]. To study the effects of a
2D electron gas with RSOC embedded in a 3D system, we
discuss Hamiltonians which are a linear combination of 3D
kinetic terms and a RSOC term. Materials which necessitate
this description include topological insulators [18], interfaces
between metallic layers, e.g., Bi/Ag [19,20] or Cu/Bi [21] in-
terfaces, and conducting interfaces between LaAlO3/SrTiO3

insulating oxide layers [22]. Heterostructures involving metal-
oxide interfaces [23] as well as graphene [24,25], in which
RSOC is enhanced by proximity to, e.g., transition metal
dichalcogenides [9,17], also present systems where RSOC is
prominent in 2D substructure within 3D materials.

The remaining sections are laid out as follows. In Sec. II,
we calculate the bound-state and free-state wave functions
of a symmetric interdimensional model. The cutoff of the
inner energy band of interface states is discussed in Sec. III.
We present analytic results for the bound-state and free-state
density of states for the symmetric model in Sec. IV. In
Secs. V and VI, we generalize our results to a surface or
an asymmetric interface with different potentials above and
below the interface. In particular, Sec. VI D also presents re-
sults for systems with only a potential step across the interface

FIG. 1. The spin-split dispersion relation for a 2D electron gas
with RSOC for ky = 0 in arbitrary units. The red (green) curve
corresponds to E+ (E−) in Eq. (6) with a minimum energy of Emin =
−mα2/2h̄2. Up and down arrows correspond to +y and −y spin
alignment for ky = 0.
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and no confining potential in the interface. Our findings are
summarized in Sec. VII.

II. INTERDIMENSIONAL EFFECTS OF ELECTRONS
WITH RSOC INTERFACE

Motivated by materials which exhibit novel features in
interfaces or surfaces as a result of RSOC, as well as het-
erostructures where RSOC in the interface is enhanced by the
neighboring substrate [9,17], we construct a Hamiltonian as a
superposition of a 3D free electron gas and a 2D interface or
quantum well with RSOC at z = z0. Namely, we extend the
work of Ref. [1] to include an RSOC term [6] in the interface,

HSO = α[σ × k‖] · ẑ. (9)

This yields the second-quantized Hamiltonian,

H =
∫

d3x
h̄2

2m
∇ψ†(x) · ∇ψ (x)

− L⊥
∫

d2x‖(iαψ†(x‖, z0)(σ‖ × ∇‖) · ẑψ (x‖, z0)

+V0ψ
†(x‖, z0) · ψ (x‖, z0)), (10)

where x = (x‖, z) and σ‖ = (σx, σy). The Hamiltonian yields
energy expectation values and matrix elements for single-
particle wave functions, say, ψk(x) through evaluation of
matrix elements between second-quantized states |ψk〉 =∫

d3xψ†(x)|0〉ψk(x). Reported quantum well depths are about
400 meV, e.g., in semiconductor heterostructures [10,11] and
in surface quantum wells in PtSe2 with a submonolayer of
rubidium atoms deposited on the surface [15]. Widths vary
from 2 nm [13] to about 12.5 nm [11] in semiconductor
heterostructures, and can be about 1 nm in surface quantum
wells [15]. The δ-function approximation is applicable to
these systems since the excitation and ionization energies far
exceed the thermal energy kBT 	 25 meV at room tempera-
ture. For example, the InAs quantum well probed in Ref. [11]
with m 	 0.038 me would host two energy levels separated
by an excitation energy of about 190 meV, so that only the
lowest quantum-well state is populated at room temperature.
For thin quantum wells of width a and depth V , the model pa-
rameter W ≡ V0L⊥ in the Hamiltonian in Eq. (10) is roughly
equivalent to Va, but it would be naive to assume the direct
analogy, V0 = V and L⊥ = a. We are primarily interested in
exploring the consequences of a 2D electron gas with RSOC
embedded in a bulk, but the model (10) would certainly be
too simple to serve as a first-principles microscopic model for
real materials. Like the RSOC constant α, the quantum-well
parameter W is to be considered as a fitting parameter for
using the model to capture quantitative features of 2D RSOC
substructure in 3D systems.

Inversion asymmetry that results in RSOC can arise from
proximity to a surface in a 3D material, which results in a
slight bending of the potential inside the quantum well [11], or
due to different atomic layers above and below the conduction
plane as in, e.g., BiTeI [26,27] and YBCO [28,29]. Bulk
quantum wells and interfaces which are weakly polarized by
such proximity effects can be modeled by the Hamiltonian
(10) to gain insight into bulk effects on the local density of
states. In particular, we find below a cutoff energy for the

inner Rashba cone in the spin-momentum-locked dispersion
relation. On the other hand, surfaces and systems with more
pronounced asymmetry across substructure will require asym-
metric models where the bulk properties above and below the
2D electron gas are different. Furthermore, the assumption
of an attractive (or repulsive, V0 < 0) interface potential is
not suitable for metal-metal interfaces, which may exhibit
RSOC due to the dipolar field built up across the interface. We
therefore generalize the Hamiltonian (10) for such systems
with strong asymmetry in Sec. V and confirm that a cutoff
energy for the inner cone also exists in asymmetric systems as
long as asymmetry is not too large. We also find complete
suppression of the subdominant interface energy band and
partial suppression of the dominant energy band of interface
states in the presence of large asymmetry.

The single-particle eigenvalues and eigenfunctions of the
Hamiltonian in Eq. (10) are separated into states which are
bound to the interface (E < h̄2k2

‖/2m) and free states (E �
h̄2k2

‖/2m).
The bound states are with κ ≡ κ± > 0 (we set z0 = 0):

ψk‖,κ± (x‖, z) = 〈x‖, z|k‖, κ±〉

= exp(ik‖ · x‖)

2π

√
κ± exp(−κ±|z|)ϕ±(k‖),

(11)

E± = h̄2

2m
(k2

‖ − κ2
±) = h̄2k2

‖
2m

− mL2
⊥

2h̄2 (V0 ± αk‖)2, (12)

where

ϕ±(k‖) = 1√
2

(
1

±ik+/k‖

)
, (13)

k± = kx ± iky, and

κ± = (mL⊥/h̄2)(V0 ± αk‖). (14)

The free states consist of two sets of even (+) and odd (−)
parity eigenstates (k⊥ � 0, E = h̄2(k2

‖ + k2
⊥)/2m),

ψk‖,k⊥,+(x‖, z)±

= 〈x‖, z|k‖, k⊥,+〉±

= exp(ik‖ · x‖)

2
√

π3
√

1 + (mL⊥/h̄2k⊥)2(V0 ± αk‖)2
ϕ±(k‖)

×
(

cos(k⊥z) − mL⊥
h̄2k⊥

(V0 ± αk‖) sin(k⊥|z|)
)

, (15)

ψk‖,k⊥,−(x‖, z)± = 〈x‖, z|k‖, k⊥,−〉±

= exp(ik‖ · x‖)

2
√

π
3 sin(k⊥z)ϕ±(k‖). (16)

We could have used any 2-spinor basis ϕs for representation of
the odd states in Eq. (16), since they are not affected by RSOC.
We use the chiral spin-momentum-locked basis ϕ±(k‖) also
for these states for convenience.

The spinors ϕ±(k‖) satisfy the eigenvalue equation,

(k‖ × σ) · ϕ±(k‖) = ±ẑk‖ϕ±(k‖). (17)
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Namely, ϕ+(k‖) yields mathematically positive (counter-
clockwise) spin orientation along a 2D Fermi surface k‖ =
const. in the kxky plane, while ϕ−(k‖) yields mathematically
negative (clockwise) spin orientation. We thus call ϕ+(k‖) and
ϕ−(k‖) the right- and left-chiral spinors, respectively.

Note that the bound states in the interface in Eq. (11)
have even parity. We call these states interface states in the
following for consistency with the notation used in Sec. V,
where we also encounter states that are bound in the bulk
region on one side of the interface. In order for the ground-
state energy to exist as a lower bound in Eq. (12), we require

η2 � 1, (18)

where η = mαL⊥/h̄2. Without this restriction E → −∞ as
k‖ → ∞. The restriction (18) will always be fulfilled in 2D
systems that we propose to model with the Hamiltonian in
Eq. (10). Equation (18) implies

L⊥ � h̄2

mα
= 832 nm (19)

for the values α = 2.41 × 10−3 eV nm and m = 0.038 me ob-
served in InAs quantum wells [10]. This upper bound is much
larger than, e.g., the width 12.5 nm of the InAs quantum well
studied in Ref. [11]. Moreover,

L⊥ � h̄2

mα
	 2 nm (20)

for the values α = 0.385 eV nm and m 	 0.1 me observed in
BiTeI [26]. This upper bound is still much larger than the
separation � 0.2 nm between the atomic layers in BiTeI.

For interpretation of the constraint (18), we note that vR =
α/h̄ corresponds to a velocity. This “Rashba velocity” impacts
the motion of particles in the RSOC interface or quantum well
through

v‖,± = 1

h̄

∂E±
∂k‖

= h̄k‖
m

± vRk̂‖. (21)

The condition (18) then states that the shift in the kinetic
momenta mv‖,± due to RSOC should not resolve the effective
width L⊥ of the interface or quantum well,

mvR � h̄/L⊥. (22)

The Hamiltonian in Eq. (10) yields the dispersion relation
in Eq. (12),

E = E (|k‖|, κ±) ≡ E±(k‖), (23)

for the interface states |k‖, κ±〉 with E < h̄2k2
‖/2m, and

E = E (|k‖|, k⊥) = h̄2

2m
(k2

‖ + k2
⊥) (24)

for the free states |k‖, k⊥,±〉± with E � h̄2k2
‖/2m. The corre-

sponding DOS is given by [1]

�(E , x) =
∑
±

∫
d2k‖

(
δ(E − E±(k‖))|〈x|k‖, κ±〉|2

+ �(E − h̄2k2
‖/2m)

∣∣∣∣∂k⊥(E , k‖)

∂E

∣∣∣∣|〈x|k‖, k⊥〉±|2
)

,

(25)

where the sum over even- and odd-parity free states is im-
plicitly assumed, and as such + and − for parity have been
removed from the eigenvectors. Hence,

�(E , x) =
∑
±

(∫ 2π

0
dθ k‖

∣∣∣∣∂k‖(E±)

∂E±

∣∣∣∣
E±=E

|〈x|k‖, κ±〉|2

+
∫

d2k‖ �(E − h̄2k2
‖/2m)

×
∣∣∣∣∂k⊥(E , k‖)

∂E

∣∣∣∣〈x|k‖, k⊥〉±|2
)

. (26)

Note that only the interface states (11) yield the spin-split
dispersion relation in Eq. (12). However, for the even-parity
free states in Eq. (15), the Rashba term still induces a spin
preference for a given momentum k‖ + k⊥ẑ,

|〈x‖, z|k‖, k⊥,+〉+|2
|〈x‖, z|k‖, k⊥,+〉−|2

= 1 + (mL⊥/h̄2k⊥)2(V0 − αk‖)2

1 + (mL⊥/h̄2k⊥)2(V0 + αk‖)2

× (cos(k⊥z) − (mL⊥/h̄2k⊥)(V0 + αk‖) sin(k⊥|z|))2

(cos(k⊥z) − (mL⊥/h̄2k⊥)(V0 − αk‖) sin(k⊥|z|))2
.

(27)

In particular, the right-chiral free states are suppressed relative
to the left-chiral free states in the interface z = z0 ≡ 0.

We evaluate different contributions to the DOS in Eq. (26)
in the interface in Sec. IV.

III. DISPERSION RELATION OF INTERFACE STATES
AND CUTOFF OF ONE INTERFACE ENERGY BAND

In a purely 2D system with RSOC, an applied electric
field along +x causes electrons to move in the −x direction
and populate states with kx < 0 at the expense of states with
kx > 0. Figure 2 illustrates the shift of the inner and outer
Fermi circles due to an applied electric field in the x direction.
An increase in −y and +y spin polarization states for ky = 0
creates a net −y spin polarization, as the outer Fermi circle
dominates over the inner one with a larger number of states.
This is the well-known Edelstein effect [9,16,17], where a
charge current is converted to an accumulation of spin in
the transverse direction. Likewise, the inverse Edelstein effect
is the conversion of a spin current to a transverse charge
current [9,17,19].
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FIG. 2. The shifted Fermi surfaces of a 2D electron gas with
RSOC due to an applied electric field in the x direction. The red
(green) circle corresponds to the E+ (E−) branch for the applied
electric field E = 0 and the maroon (olive) circle corresponds to the
E+ (E−) branch for E = 0.

In our 3D model we find that the requirement κ− > 0 in
Eq. (14) implies k‖ < V0/α in order for an interface state
with the left chirality to exist. This restricts the energy E−
in Eq. (12) to a maximum value of E−,max = h̄2V 2

0 /2mα2.
The spin-split energy bands in Eq. (12), made dimensionless
as ε± = (2mL2

⊥/h̄2)E±, are plotted as a function of kxL⊥
for ky = 0 in Figs. 3 and 4. We use the dimensionless
parameters,

β = mV0L2
⊥

h̄2 = 0.131
m

me

V0

eV

(
L⊥
Å

)2

, (28)

η = mαL⊥
h̄2 = 0.131

m

me

α

0.1 eV nm

L⊥
Å

. (29)

We use these angstrom-scale width parameters for illustra-
tive purposes because the most interesting aspects of the

FIG. 3. The spin-split energy bands ε± = (2mL2
⊥/h̄2)E± of inter-

face states as a function of kxL⊥ for ky = 0 and small values of kxL⊥.
The orange (blue) curve corresponds to E− (E+) in Eq. (12) with a
minimum dimensionless energy of 2mEminL2

⊥/h̄2 = −β2/(1 − η2).
Here, β = 0.1 and η = 0.15. The arrows indicate spin projection
along the y axis.

FIG. 4. The spin-split energy bands ε± = (2mL2
⊥/h̄2)E± of in-

terface states as a function of kxL⊥ for ky = 0. The orange (blue)
curve corresponds to E− (E+) in Eq. (12). Due to the requirement
κ− > 0, E− is restricted to a maximum dimensionless energy of
(V0L⊥/α)2 = β2/η2. The cutoff is indicated by the green line. Here,
β = 0.1 and η = 0.15.

model (10) occur within atomic-scale layers. Note from
Eq. (12) or Figs. 3 and 4 that E− � E+ where both branches
exist.

As shown below, there is an upper bound E−,max on the
interface energy band E−(k‖) corresponding to a transition
where this band merges into a bulk energy band. The transition
energy E−,max can be within accessible energy ranges for
interfaces or atomic layers with a large denominator mα2,
e.g., for heavy-fermion systems with giant RSOC. For ex-
ample, for BiTeI we have m 	 0.1 me and α = 0.385 eV nm
along atomic layers in the bulk [26]. This yields the upper
bound,

E− � 2.6 eV

(
V0

eV

)2

. (30)

This might be reduced further for BiTeI surface states where
even larger RSOC constants and effective masses have been
reported [27], and it would be ideal to have a surface or
interface system with a sub-eV limit on E−. As emphasized
earlier, the strength W = V0L⊥ of the attractive potential
is a model parameter to be determined from model fitting
rather than from first principles; however, V0 can be taken as
proxy for the binding energies of valence electrons. These
are expected to be in the eV energy range for atomic lay-
ers within materials, but can also be weaker especially on
surfaces and within interfaces. Observation of the transition
energy E−,max is therefore achievable not only in giant-
Rashba heavy-fermion systems, but also in interface or surface
systems with weekly bound fermions experiencing strong
RSOC.

The possible competition or interplay between interface-
bound and free states for the spin-charge correlation in an
RSOC interface warrants a more detailed analysis in terms
of the corresponding densities of states, as presented in the
following section.
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FIG. 5. The DOS in Eq. (31) at z = z0 for Emin � E �
−mV 2

0 L2
⊥/2h̄2 in units of m/(π h̄2L⊥). The energy variable is ε =

2mEL2
⊥/h̄2. Only the E+ branch contributes in this energy range.

The green curve is the total density of interface states, while the blue
(orange) curve is the contribution from the + (−) sign choice in the
solutions for k‖ in term of E+. Parameters are β = 0.1 and η = 0.15.

IV. DENSITIES OF INTERFACE AND FREE
STATES AT z = z0

The restriction on the energy range for the E− branch also
impacts the density of interface states at z = z0. Substituting
Eq. (11) in Eq. (26) yields the DOS of the spin-split energy
bands in three energy ranges. For Emin ≡ −mV 2

0 L2
⊥/2h̄2(1 −

η2) � E < −mV 2
0 L2

⊥/2h̄2 only the E+ branch contributes to
the DOS:

�(E , z0) = �+(E , z0)

=
∑
(±)

∫ 2π

0
dθ k(±)

‖

∣∣∣∣∣∂k(±)
‖ (E+)

∂E+

∣∣∣∣∣
E+=E

|〈x‖, z0|k‖, κ+〉|2

= mη

π h̄2L⊥

2β2 + (1 − η2)ε

(1 − η2)2
√

(1 − η2)ε + β2
, (31)

where β = mV0L2
⊥/h̄2, η = mαL⊥/h̄2, and ε = 2mEL2

⊥/h̄2.
The summation

∑
(±) above refers to the contributions of the

two roots k(±)
‖ (E+) for the in-plane momentum as a function

of energy in this energy range.
Equation (31) also shows that the DOS for Emin � E <

−mV 2
0 L2

⊥/2h̄2 contains a van Hove singularity [30] at E =
Emin ⇒ ε = εmin = −β2/(1 − η2). This singularity occurs
at the bottom of the E+ branch, which is analogous to the
van Hove singularity at E = −mα2/2h̄2 in the purely 2D
model [6]. The two-dimensional results have already demon-
strated that the van Hove singularity, through its enhancement
of the differential tunneling conductance dI/dV , can be used
to probe the Rashba spin splitting in scanning tunneling
spectroscopy [27,31]. The peak in the DOS is also expected
to impact the polaronic properties [32,33], superconductiv-
ity [29], and the low-energy scattering [34] of electrons in
interfaces with RSOC. Shown in Fig. 5 is the DOS in the
energy range Emin � E < −mV 2

0 L2
⊥/2h̄2.

The densities of interface states for E � −mV 2
0 L2

⊥/2h̄2 are
displayed in Fig. 6 and are given for the two spin-split energy

FIG. 6. The spin-split and total DOS at z = z0 for E �
−mV 2

0 L2
⊥/2h̄2 in units of m/(π h̄2L⊥). The energy variable is ε =

2mEL2
⊥/h̄2. The green curve is the total density of interface states,

while the blue and orange curves correspond to, respectively,
�+(E , z0) and �−(E , z0) in Eq. (32). Parameters are β = 0.1 and
η = 0.15.

bands in Eq. (12) by

�±(E , z0) =
∫ 2π

0
dθ k‖

∣∣∣∣∂k‖(E±)

∂E±

∣∣∣∣
E±=E

|〈x‖, z0|k‖, κ±〉|2

= m

2π h̄2L⊥

√
β2 + (1 − η2)ε ± ηβ

(1 − η2)2

× β ± η
√

β2 + (1 − η2)ε√
β2 + (1 − η2)ε

×�
(
E + mV 2

0 L2
⊥/2h̄2). (32)

The total density of interface states for −mV 2
0 L2

⊥/2h̄2 � E �
h̄2V 2

0 /2mα2 is

�(E , z0) = β(1 + η2)

L⊥(1 − η2)2
�d=2(K2), (33)

where K2 = E + mV 2
0 L2

⊥/2h̄2 is the kinetic energy of elec-
trons whose wave functions are exponentially suppressed
perpendicular to the interface and �d=2(K2) = �(K2)m/π h̄2

is the DOS of free electrons in two dimensions.
Equation (33) demonstrates that the total DOS in the

energy range where both spin-split bands contribute is pro-
portional to the free 2D DOS, scaled by L⊥ to reflect the
3D nature of the system. For E > h̄2V 2

0 /2mα2 the E− branch
no longer contributes and the bound-state DOS is given by
�+(E , z0) in Eq. (32). This is shown in Fig. 6.

The density of free states in the interface has contributions
from the right- and left-chiral states with even parity in
Eq. (15),

� f (E , z0) = � f +(E , z0) + � f −(E , z0), (34)

where

� f ±(E , z0) =
∫

d2k‖ �(E − h̄2k2
‖/2m)

∣∣∣∣∂k⊥(E , k‖)

∂E

∣∣∣∣
× |〈x|k‖, k⊥〉±|2. (35)

235401-6
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FIG. 7. The spin-split density of free states at z = z0 in units of
m/(π h̄2L⊥). The blue and orange curves correspond to, respectively,
� f +(E , z0) and � f −(E , z0) in Eq. (37). At 2mEL2

⊥/h̄2 = β2/η2,
� f −(E , z0) exhibits a cusp, which is related to the appearance of the
interface states in �−(E , z0), see Fig. 6. Parameters are β = 0.1 and
η = 0.15.

Substitution of the wave functions leads to

� f ±(E , z0) = m�(E )

2π2h̄2L⊥

∫ √
2mEL2

⊥/h̄

0
dx

×
x
√

2mEL2
⊥/h̄2 − x2

2mEL2
⊥/h̄2 − x2+ (mL⊥/h̄2)2(V0L⊥± αx)2

.

(36)

Integration then yields

� f ±(E , z0)

= m�(E )

2π2h̄2L⊥

b±(E , β, η)

(1 − η2)
√

d (E , β, η)

×
⎡
⎣

√
2mEL2

⊥
h̄2 −c±(E , β, η) arctan

⎛
⎝

√
2mEL2

⊥/h̄2

c±(E , β, η)

⎞
⎠

⎤
⎦,

(37)

where

d (E , β, η) = β2 + 2mEL2
⊥

h̄2 (1 − η2),

b±(E , β, η) =
√

d (E , β, η) ± ηβ,

h±(E , β, η) =
(√

d (E , β, η) ± ηβ

1 − η2

)2

,

c±(E , β, η) =
√

h±(E , β, η) − 2mEL2
⊥/h̄2. (38)

The spin-split densities of free states in Eq. (37) are pre-
sented in Fig. 7. The result for � f −(E , z0) contains a cusp at
2mEL2

⊥/h̄2 = β2/η2, which corresponds to k‖ = V0/α, k⊥ =
0 and the energy cap on the E− branch. This cusp origi-
nates in the ∂k⊥/∂E ∼ 1/k⊥ term in Eq. (26). k⊥ = 0 does
not necessarily generate a critical point in the DOS due to
|〈x|k‖, k⊥〉±|2 multiplied to |∂k⊥/∂E | in Eq. (26), with the
wave function given in Eq. (15) vanishing sufficiently quickly.

FIG. 8. The spin-split DOS at z = z0 in units of m/(π h̄2L⊥). The
blue and orange curves correspond to �+(E , z0) + � f +(E , z0) and
�−(E , z0) + � f −(E , z0), respectively. Parameters are β = 0.1 and
η = 0.15.

However, when the interface states cease to exist in the E−
branch, the 1/k⊥ divergence in the integrand in Eq. (36) for
� f −(E , z0) is no longer compensated, while the singularity is
still integrable. This results in the cusp.

Consistently with the enhancement of the free left-chiral
wave functions in the interface in Eq. (27), Fig. 7 shows
that the left chirality dominates the contribution from the free
states, contrary to the interface bound states in Fig. 6. How-
ever, the sum of the free-state and bound-state densities of
states still exhibits domination of the right-chiral states in the
interface, which is shown in Fig. 8. These figures also demon-
strate that the interface states dominate overall in the interface,
which means that the “3D+2D” model lends credibility to the
2D model for discussing features of RSOC interfaces.

There is no cusp in the sum �−(E , z0) + � f −(E , z0) at the
energy parameter 2mEL2

⊥/h̄2 = β2/η2 where the left-chiral
interface states in �−(E , z0) are cut off and the corresponding
free-state DOS, � f −(E , z0), has a cusp. For the right-chiral
states, we can maintain the distinction between transver-
sally damped interface states in �+(E , z0) and free states in
� f +(E , z0) throughout the energy ranges where we expect
these states to exist. In contrast, for the left-chiral states the
interface states (which have the energy cap shown in Fig. 4
from κ− > 0) appear like a missing segment of the free states.

Figure 8 shows that the model with 2D RSOC substructure
embedded in a 3D bulk as in Eq. (10) still predicts the
domination of the right chirality as does the purely 2D model.
However, Figs. 6 and 7 also imply that this occurs through
a competition of interface and free states. Kinetic transport
in a 2D electron gas with combined Rashba and Dresselhaus
spin-orbit coupling has been analyzed by Schliemann and
Loss [35]. We here use a relaxation time approximation for
the 2D isotropic case of pure Rashba coupling. This yields
again the electrical conductivity σe = σe,+ + σe,−, where the
contributions from the two oppositely polarized branches are

σe,± = n±
e2τ

m
= e2τ

m

∫ EF

E±,min

dE �(E±, z0). (39)

The net spin current density with spin-polarization αẑ ×
Ê/|α| associated with the electric current density je = σeE

235401-7
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TABLE I. States in the potential in Eq. (42).

Case ψ (z > 0) ψ (z < 0) Energy Designation and notation for z-dependent factors

I exp(ikzz), kz ∈ R exp(±ikiz), ki > 0 E � � Free states 〈z|k‖, ki, ±〉 f

II exp(−κz), κ > 0 exp(±ikiz), ki > 0 E � 0 Bound states (or semi-free states) 〈z|k‖, ki, ±〉b

III exp(−κ±z), κ± > 0 exp(−κi,±z), κi,± > 0 E � − h̄2κ2
i,±/2m∗ Interface states 〈z|k‖, ±〉

is then

js = −(n+ − n−)eh̄τE/2m. (40)

There appears an extra minus sign in the spin conductivity,
σs,± = ∓(h̄/2e)σe,±, because electrons as the carriers of spin
projections ±h̄/2 flow in the −E direction. The extra minus
sign would be absent for hole transport. The (inverse) Edel-
stein effect for in-plane charge-spin correlation is a conse-
quence of

n+(z0) =
∫ EF

−h̄2β2/[2mL2
⊥(1−η2 )]

dE (�+(E , z0) + � f +(E , z0))

> n−(z0) =
∫ EF

−h̄2β2/2mL2
⊥

dE (�−(E , z0) + � f −(E , z0)), (41)

similarly as in the 2D model.

V. AN ASYMMETRIC MODEL FOR RSOC INTERFACE

The analysis so far has been aided by the assumption
of symmetry across a thin interface. However, Rashba spin
orbit coupling would naturally occur in an asymmetric setting.
Furthermore, the resulting chiral spin structure and related
Edelstein effect would usually be observed on surfaces. There-
fore, in this section, we analyze the density of states and its
impact on the Edelstein effect on a surface or asymmetric
interface which is modeled by a step function of height � > 0
combined with an attractive δ-function potential and a RSOC
term,

V (z) = �(z)� − Wδ(z) + α̃(σ × p/h̄) · ẑδ(z). (42)

In the following, we address systems that can be described by
the above potential as an interface for brevity; however, this
asymmetric model can also describe surfaces or atomic layers
with a skewed potential across the layers due to proximity
effects.

In description of a surface in terms of V (z), the bulk
material is located at z < 0 and the work function for the bulk
states would be W = � − EF , where EF is the Fermi energy.
The attractive δ-function potential accounts for the possibility
of surface states. These states will supply the 2D electron gas
that experiences RSOC. The length parameter L⊥ has been
absorbed into the RSOC constant, α̃ = αL⊥.

To make the model as realistic as possible for a surface or
an interface connecting two different materials, we also allow
for different effective masses, m and m∗, on either side of the
interface,

m(z) = m�(z) + m∗�(−z), (43)

for the discussion of interface states. We also continue to
assume α̃ � 0, since changing the sign of α̃ only reverses
the direction of chiral spin structure in each band, and all

our analytic results for the corresponding states are swapped
between the two bands under α̃ → −α̃.

The potential in Eq. (42) admits states of the form,

〈x|�〉 = exp(ik‖ · x‖)

2π
ϕ±(k‖)ψ (z), (44)

which can be damped exponentially or propagate freely on
either side of the interface. We will use the nomenclature
outlined in Table I.

For simplicity, we denote the states in cases II and III as
bound states and interface states, respectively, although we
have to keep in mind that exponentially suppressed states in
the z direction can elastically scatter into free states if E � �.
The designation of the bound states is motivated by modeling
of a surface, where case II corresponds to bulk states in the
material.

Continuity of exp(−iEt/h̄) relates wave numbers or damp-
ing coefficients:

I. E = � + h̄2

2m
(k2

‖ + k2
z ) = h̄2

2m∗
(k2

‖ + k2
i ), (45)

II. E = � + h̄2

2m
(k2

‖ − κ2) = h̄2

2m∗
(k2

‖ + k2
i ), (46)

III. E = � + h̄2

2m
(k2

‖ − κ2
±) = h̄2

2m∗
(k2

‖ − κ2
i,±). (47)

For calculation of the states we have taken into account that
the Schrödinger equation with a local mass m(x) is

E�(x) = −∇ · h̄2

2m(x)
· ∇�(x) + V (x)�(x). (48)

This follows from hermiticity of the Hamiltonian, or equiva-
lently from replacing the mass m in the Lagrange density of
the Schrödinger field,

L = ih̄

2

(
�† ∂�

∂t
− ∂�†

∂t
�

)
− h̄2

2m
∇�† · ∇� − �†V �,

(49)
with a local mass m(x). In case of a change of mass from
the effective mass m∗ inside to m outside of the interface, this
replaces the smoothness condition for ψ (z) across the step
with the continuity condition,

ψ (0 + ε) = ψ (0 − ε), (50)

and the discontinuity condition for the normal derivative,

ψ ′(0 − ε)

m∗
− ψ ′(0 + ε)

m
= 2

h̄2 (W ± α̃k‖)ψ (0), (51)

where ε → 0+. For the bulk states I and II, the junction
conditions (50,51) do not determine the wave numbers ki, but
only the ratios of the expansion coefficients; e.g., for a free

235401-8



INTERDIMENSIONAL EFFECTS IN A … PHYSICAL REVIEW B 101, 235401 (2020)

state (ki >
√

2m�/h̄)

ψki,k‖ (z) = F (ki, k‖)[�(z) exp(ikzz)

+�(−z)A(ki, k‖) exp(ikiz)

+�(−z)B(ki, k‖) exp(−ikiz)], (52)

or for a bound state (0 < ki <
√

2m�/h̄)

ψki,k‖ (z) = F (ki, k‖)[�(z) exp(−κz)

+�(−z)A(ki, k‖) exp(ikiz)

+�(−z)B(ki, k‖) exp(−ikiz)]. (53)

Thus, these states will not exhibit the Rashba spin splitting
of energy bands, contrary to the 2D electron gas of interface
states III, where the junction conditions completely determine
the damping coefficients and hence the energy bands in terms
of W , α̃ and k‖.

A. Interface states in the asymmetric model

The interface states are

ψk‖,±(z) = 〈z|k‖,±〉

=
√

2κ±κi,±
κ±+κi,±

[�(z) exp(−κ±z) + �(−z) exp(κi,±z)],

(54)

with the damping coefficients,

κ± = − 2mm∗
h̄2

W ± α̃k‖
m − m∗

+
[

4m3m∗
h̄4

(W ± α̃k‖
m − m∗

)2

+ 2m2�

h̄2(m − m∗)
− m

m∗
k2
‖

] 1
2

,

(55)

κi,± = 2mm∗
h̄2

W ± α̃k‖
m − m∗

−
[

4mm3
∗

h̄4

(W ± α̃k‖
m − m∗

)2

+ 2m2
∗�

h̄2(m − m∗)
− m∗

m
k2
‖

] 1
2

(56)

if m > m∗, and

κ± = 2mm∗
h̄2

W ± α̃k‖
m∗ − m

−
[

4m3m∗
h̄4

(W ± α̃k‖
m∗ − m

)2

− 2m2�

h̄2(m∗ − m)
− m

m∗
k2
‖

] 1
2

,

(57)

κi,± = − 2mm∗
h̄2

W ± α̃k‖
m∗ − m

+
[

4mm3
∗

h̄4

(W ± α̃k‖
m∗ − m

)2

− 2m2
∗�

h̄2(m∗ − m)
− m∗

m
k2
‖

] 1
2

(58)

if m < m∗.

The “−” branch is again restriced by the requirement W −
α̃k‖ > 0, which follows from κi,− > 0 if m > m∗, or from
κ− > 0 if m < m∗. Furthermore, the requirements κ± > 0 and
κi,± > 0 also imply for m � m∗ the conditions,

� − 2m

h̄2 (W ± α̃k‖)2 < h̄2k2
‖

m − m∗
2mm∗

< � + 2m∗
h̄2 (W ± α̃k‖)2, (59)

while the conditions for m � m∗ are

� + h̄2k2
‖

m∗ − m

2mm∗
<

2m

h̄2 (W ± α̃k‖)2. (60)

Note that these are different constraints for the two Rashba
spin-split dispersion relations,

E±(k‖) ≡ E (k‖, κi,±(k‖)) = h̄2

2m∗
(k2

‖ − κ2
i,±), (61)

where the inner-cone dispersion E−(k‖) � E+(k‖) has a
tighter constraint. The outer-cone dispersion E+(k‖) will al-
ways persist for larger momentum ranges than E−(k‖), thus
always favoring the Edelstein charge-spin conversion effects.

The general expressions are rather unwieldy. Therefore let
us look at the case m = m∗ in more detail. The solutions for
the damping coefficients in this case reduce to

κ± = m

h̄2 (W ± α̃k‖) + �

2(W ± α̃k‖)
, (62)

κi,± = m

h̄2 (W ± α̃k‖) − �

2(W ± α̃k‖)
, (63)

while the conditions (59) or (60) reduce with W ± α̃k‖ > 0
(which follows from from κ± > 0) to

W ± α̃k‖ > h̄

√
�

2m
. (64)

For the interface energy band E+(k‖), this implies

k‖ >
1

α̃

(
h̄

√
�

2m
− W

)
, (65)

which provides a lower cutoff only if � > 2mW2/h̄2, as
κi,+ > 0 would not hold for smaller values of k‖. Since κi,+ =
0 for the lower bound in Eq. (64), the minimum energy for
E+(k‖) in this case is

E+(k‖) >
h̄2

2mα̃2

(
h̄

√
�

2m
− W

)2

. (66)

This appearance of a minimum cutoff for the interface mo-
mentum and energy band may seem surprising at the first
sight, but can be understood as a consequence of the k‖-
dependent enhancement of the attractive interface potential in
the E+(k‖) branch: W → W + α̃k‖. An attractive δ potential
at a potential step of height � cannot support a bound state if
the step is too high, � > 2mW2/h̄2. However, the spin-orbit
coupling enhances the effect of the attractive potential in the
E+(k‖) branch, and therefore can reestablish the bound state
if the enhancement is strong enough. Since the effect is linear
in k‖, we have the conditions (65,66) for the existence of
interface states in the presence of a large potential step.
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FIG. 9. The spin-split interface energy bands ε± =
(2mL2

⊥/h̄2)E± as a function of kxL⊥ for ky = 0 and for weak
asymmetry, γ < 2β2. The blue (orange) curve corresponds to E+
(E−) in Eq. (61). Due to the requirement κi,− > 0, ε− is restricted
to a maximum value of (β − √

γ /2)2/η2. The cutoff is indicated by
the green line. Here, β = 0.1, γ = 0.01, and η = 0.15.

For the interface energy band E−(k‖), condition (64)
implies

k‖ <
1

α̃

(
W − h̄

√
�

2m

)
, (67)

which generalizes the condition found earlier for � = 0.
We also note that if E+(k‖) is restricted at all, i.e., if � >

2mW2/h̄2 holds and (65) must be satisfied, then the inner-
cone energy band E−(k‖) is eliminated completely. Again,
this can be understood through the effective modification of
the interface potential through the spin-orbit coupling. For
the E−(k‖) branch, the effective modification W → W − α̃k‖
further weakens the attractive potential and thus cannot help
with creating an interface band. This k‖-dependent weakening
of the attractive potential in the E−(k‖) branch also explains
termination of the E−(k‖) band for large k‖ in the case � <

2mW2/h̄2.
In addition to the parameters (28) and (29) we also use the

dimensionless parameter,

γ = m�L2
⊥

h̄2 = 0.131 × m

me
× �

eV
×

(
L⊥
Å

)2

, (68)

for the asymmetric embedding of the Rashba interface.
We have found that the case � < 2mW2/h̄2 (γ < 2β2)

behaves qualitatively like the symmetric case � = 0 discussed
above. We can therefore label the case γ < 2β2 as weak asym-
metry across the RSOC interface or layer. This is illustrated in
Fig. 9.

On the other hand, if we increase the asymmetry so that
� > 2mW2/h̄2 (γ > 2β2), only the E+(k‖) band of interface
states exists. We will see in Sec. VI that it emerges from
a band of bound states (case II in Table I). This defines a
regime of strong asymmetry across the RSOC interface. The
corresponding energy band of interface states is illustrated in
Fig. 10.

FIG. 10. The interface energy band ε+ = (2mL2
⊥/h̄2)E+ as a

function of kxL⊥ for ky = 0 and for strong asymmetry, γ > 2β2.
The requirement κi,+ > 0 restricts the in-plane momentum for the
interface states to k‖L⊥ > (

√
γ /2 − β )/η. Here, β = 0.1, γ = 0.03,

and η = 0.15.

B. Bulk bound states in the asymmetric model

The states referred to as case II in Table I are with m = m∗
given by

ψ
(b)
k‖,ki,±(z) = 〈z|k‖, ki,±〉b

= Fb,±(ki, k‖)[�(z) exp(−κz)

+�(−z)Ab,±(ki, k‖) exp(ikiz)

+�(−z)A∗
b,±(ki, k‖) exp(−ikiz)], (69)

where

k2
i = 2m�

h̄2 − κ2, (70)

Ab,±(ki, k‖)= 1

2
− i

(2m/h̄2)(W ± α̃k‖)−
√

(2m�/h̄2) − k2
i

2ki
,

(71)

and

Fb,±(ki, k‖) = 1√
2π |Ab,±(ki, k‖)| . (72)

C. Free states in the asymmetric model

The free states (case I in Table I) are with m = m∗ given by

ψ
( f )
k‖,ki,±(z) = 〈z|k‖, ki,±〉 f

= Ff ,±(ki, k‖)[�(z) exp(ikzz)

+�(−z)A f ,±(ki, k‖) exp(ikiz)

+�(−z)B f ,±(ki, k‖) exp(−ikiz)], (73)

where

k2
i = 2m�

h̄2 + k2
z , (74)

A f ,±(ki, k‖)= 1

2
+

√
k2

i − (2m�/h̄2) − i(2m/h̄2)(W ± α̃k‖)

2ki
,

(75)
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B f ,±(ki, k‖)= 1

2
−

√
k2

i − (2m�/h̄2) − i(2m/h̄2)(W ± α̃k‖)

2ki
,

(76)

and

Ff ,±(ki, k‖)

= 1√
π

[
kz(ki )

ki
+ |A f ,±(ki, k‖)|2 + |B f ,±(ki, k‖)|2

]−1/2

.

(77)

VI. DENSITIES OF STATES IN THE ASYMMETRIC
MODEL

We indicate the full three-dimensional states through bold-
face notation for the momentum parallel to the interface.
Namely, the interface states are |k‖,±〉 = |k‖〉 ⊗ |k‖,±〉 ⊗
|ϕ±(k‖)〉, while the bound and free states are |k‖, ki,±〉 =
|k‖〉 ⊗ |k‖, ki,±〉 ⊗ |ϕ±(k‖)〉, where |k‖〉 are the plane-wave
states for motion parallel to the interface and |ϕ±(k‖)〉 are
the chiral spin-momentum-locked states with components
ϕ±,a(k‖) given by Eq. (13).

The states are normalized to (with s, s′ ∈ {+,−})
〈k‖, s|k′

‖, s′〉 = δs,s′δ(k‖ − k′
‖), (78)

〈k‖, s|k′
‖, ki, s′〉 = 0, (79)

and

〈k‖, ki, s|k′
‖, k′

i, s′〉 = δs,s′δ(k‖ − k′
‖)δ(ki − k′

i ). (80)

Note that the factor δ(k‖ − k′
‖) = 〈k‖|k′

‖〉 originates in the
plane-wave states, and the presence of this factor in turn im-
plies the factors δs,s′ = 〈ϕs(k‖)|ϕs′ (k‖)〉. The remaining parts
of the relations can then be verified using the well-known
relations, ∫ 0

−∞
dz exp[i(k − iε)z] = πδ(k) − iP 1

k
, (81)∫ ∞

0
dz exp[i(k + iε)z] = πδ(k) + iP 1

k
. (82)

The completeness relation for the states is∫
d2k‖

[
�(β −

√
γ /2 − ηL⊥k‖)|k‖,−〉〈k‖,−|

+ �(β −
√

γ /2 + ηL⊥k‖)|k‖,+〉〈k‖,+|

+
∫ √

2m�/h̄

0
dki

∑
s∈{+,−}

|k‖, ki, s〉b b〈k‖, ki, s|

+
∫ ∞

√
2m�/h̄

dki

∑
s∈{+,−}

|k‖, ki, s〉 f f 〈k‖, ki, s|
]

= 1. (83)

The Heaviside functions take into account that the momentum
ranges for the interface states in the left- or right-chiral
sector are limited if β >

√
γ /2 or β <

√
γ /2, respectively.

The completeness relation can be verified through confir-
mation that the matrix elements of LHS in the Fourier ba-
sis |k, σ 〉 = |k〉 ⊗ |σ 〉 yields δ(k − k′)δσ,σ ′ . Here |k〉 are the
three-dimensional plane-wave states and |σ 〉, σ ∈ {↑,↓}, are
the standard spinors of the Pauli matrices.

A. Densities of interface states

We continue to use the dimensionless energy variable ε =
2mL2

⊥E/h̄2 for the DOS. The energies of the right- and left-
chiral interface states are then with ξ ≡ k‖L⊥,

ε±(ξ ) = ξ 2 −
(

β ± ηξ − γ

2(β ± ηξ )

)2

. (84)

Due to the condition (67), left-chiral interface states contribute
to the local density of states only if the asymmetry is not too
large,

√
γ /2 < β, and for energy values −[β − (γ /2β )]2 �

ε � η−2[β − √
γ /2]2. The contribution from the left-chiral

interface states is thus

�−(E , x) = 1

2π
�(β −

√
γ /2)k‖(E )|dk‖(E )/dE |

×|〈z|k‖(E ),−〉|2, (85)

where k‖(E ) is the solution to ε−(k‖L⊥) = 2mL2
⊥E/h̄2. This

solution is unique due to ε′
−(ξ ) > 0. The trivial contributions

from the plane waves and spin factors have already been
evaluated in this expression.

The contribution from the right-chiral interface states is

�+(E , x) = 1

2π
�(β −

√
γ /2)�(−ε − [β − (γ /2β )]2)

×
∑
(±)

k(±)
‖ (E )

∣∣∣∣dk(±)
‖ (E )

dE

∣∣∣∣|〈z|k(±)
‖ (E ),+〉|2

+ 1

2π
�(ε + [β − (γ /2β )]2)

×k‖(E )|dk‖(E )/dE ||〈z|k‖(E ),+〉|2, (86)

where k(±)
‖ (E ) are the two roots of the condition ε+(k‖L⊥) =

2mL2
⊥E/h̄2 in the energy range ε � −[β − (γ /2β )]2, which

is accessible only in the weakly asymmetric case.
The primary novel feature of the asymmetric case is the

emergence of a single interface energy band with the right
chirality at finite energy (66), ε+ � η−2(

√
γ /2 − β )2, in the

strongly asymmetric case γ > 2β2. Figure 11 presents such
an example.

B. Densities of free states

The densities of free states in the two chiral sectors are

� f ±(E , x) = 1

2π

∫ √
2m(E−�)/h̄

0
dk‖ k‖

∣∣∣∣∂ki(k‖, E )

∂E

∣∣∣∣
×|〈z|k‖, ki(k‖, E ),±〉 f |2, (87)

respectively, and the “internal” momenta in the z direction are

ki(k‖, E ) =
√

2mE

h̄2 − k2
‖ . (88)
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FIG. 11. The density of interface states at z = 0 as a function of
energy ε = (2mL2

⊥/h̄2)E and for strong asymmetry, γ > 2β2. Here,
β = 0.1, γ = 0.03, and η = 0.15.

The presence of the potential step across the interface implies
an energy threshold for the free states,

E > � (ε > 2γ ). (89)

The densities of free states in Eq. (87) at the interface, z = 0,
are shown in Fig. 12.

C. Densities of bound states

The densities of bound states in the two chiral sectors are

�b±(E , x) = 1

2π

∫ √
2mE/h̄

�(E−�)
√

2m(E−�)/h̄
dk‖ k‖

∣∣∣∣∂ki(k‖, E )

∂E

∣∣∣∣
×|〈z|k‖, ki(k‖, E ),±〉b|2, (90)

where ki(k‖, E ) is still given by Eq. (88), but now k2
i <

2m�/h̄2. This leads to the constraint,

k‖ � �(E − �)
√

2m(E − �)/h̄, (91)

for the momentum parallel to the RSOC interface. The result-
ing densities of bound states in Eq. (90) at the interface, z = 0,
in the strongly asymmetric case are presented in Fig. 13.

FIG. 12. The density of right- and left-chiral free states as a
function of energy ε = (2mL2

⊥/h̄2)E . The blue (orange) curve cor-
responds to � f + (� f −) in Eq. (87) and in the interface, z = 0. Here,
β = 0.1, γ = 0.03, and η = 0.15.

FIG. 13. The density of right- and left-chiral bound states as a
function of energy ε = (2mL2

⊥/h̄2)E in the case of strong asymmetry
across the interface. The blue (orange) curve corresponds to �b+
(�b−) in Eq. (90) and in the interface, z = 0. Here, β = 0.1, γ =
0.03, and η = 0.15.

As expected from our observation of thresholds in the
interface and free states, the density of right-chiral bound
states �b+ shows cusps at the thresholds,

εi,+ = 1

η2

(√
γ

2
− β

)2

, (92)

for the onset of interface states in the presence of strong
asymmetry, and

ε f ,± = 2γ (93)

for the onset of free states, whereas �b− only has a cusp
at the threshold (93). Note that εi,+ < ε f ,± ⇔ η > 0.5 −
(β/

√
2γ ).

The threshold (93) is manifestly visible in the lower bound
of the integral in Eq. (90). However, the threshold (92) arises
in �b+(E ) from the contribution near the upper bound. The
integrand near the upper bound vanishes as (

√
ε − ξ )1/2 for

generic values of ε, but for right-chiral states diverges as
(
√

ε − ξ )−1/2 at the threshold value (92). The total densities

FIG. 14. The total density of right- and left-chiral states as a
function of energy ε = (2mL2

⊥/h̄2)E in the case of strong asym-
metry across the interface. The blue (orange) curve corresponds to
�b+ + �+ + � f + (�b− + � f −) in the interface, z = 0. Here, β = 0.1,
γ = 0.03, and η = 0.15.
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FIG. 15. The density of interface states at z = 0 as a function
of energy ε = (2mL2

⊥/h̄2)E and for β = 0. Here, γ = 0.01 and η =
0.15.

of right- and left-chiral states are smooth, although the second
derivatives change at the critical value (93), see Fig. 14.

The right-chiral states continue to dominate in the
“3D+2D” models, although for the contributions from the
bound and free states, this is a consequence of “spin-
split wave functions” entering the local densities of states
through |〈z|k‖, ki(k‖, E ),±〉|2, instead of spin-split energy
bands themselves. The spin-charge correlation through the
(inverse) Edelstein effect is therefore also maintained in the
“3D+2D” models.

D. Densities of states for V0 = 0

As mentioned in Sec. II, the case V0 = W/L⊥ = 0 may be
of special interest for metallic interfaces. In this case, the sub-
dominant inner interface band (E−(k‖) for α > 0) is always
suppressed, and we have the threshold k‖L⊥ > η−1√γ /2,
ε+ > γ/2η2 for the dominant outer interface energy band.
Corresponding densities of interface states, free states, and
bound states are illustrated in Figs. 15–17, respectively. Fig-
ure 16 shows only one curve because the densities of right-
and left-chiral free states in the interface are identical for

FIG. 16. The density of right- and left-chiral free states as a
function of energy ε = (2mL2

⊥/h̄2)E for β = 0 and in the interface,
z = 0. In this case, we have � f + = � f −, since the corresponding
wave functions only differ in phase. Here, γ = 0.01 and η = 0.15.

FIG. 17. The density of right- and left-chiral bound states as a
function of energy ε = (2mL2

⊥/h̄2)E for β = 0. The blue (orange)
curve corresponds to �b+ (�b−) in Eq. (90) and in the interface, z = 0.
Here, γ = 0.01 and η = 0.15.

β = 0. The sums of all three partial densities of states are
again smooth in both chiral sectors, as can be seen in Fig. 18.

VII. CONCLUSIONS

We have constructed model Hamiltonians for electrons in
three-dimensional systems with two-dimensional substructure
such as a surface or an interface, in which the electrons
experience Rashba spin-orbit coupling. We have obtained
analytic results for the wave functions and densities of states
at the location of the interface. In the case of weak asymmetry
across the interface, there are two spin-split energy bands
of interface states, E+(k‖) and E−(k‖), just like in the two-
dimensional Bychkov-Rashba model [6]. However, if the in-
plane momentum k‖ = |k‖| increases beyond a critical value,
the subdominant interface band (the left-chiral band E−(k‖)
for α > 0) is absorbed into a bulk energy band due to the
effective weakening of the attractive potential with V0 − |α|k‖.
In the case of strong asymmetry across the interface, there
is only one energy band of interface states (the right-chiral
band E+(k‖) for α > 0) emerging from a bulk energy band

FIG. 18. The total density of right- and left-chiral bound states as
a function of energy ε = (2mL2

⊥/h̄2)E for β = 0. The blue (orange)
curve corresponds to �b+ + �+ + � f + (�b− + � f −) in the interface,
z = 0. Here, γ = 0.01 and η = 0.15.
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if k‖ increases beyond a critical value, due to the effective
strengthening of the attractive interface potential with V0 +
|α|k‖.

The total density of bulk + interface states is always
dominated by the right chirality for α > 0 (or the left
chirality for α < 0), just like in the two-dimensional
Bychkov-Rashba model. Thus, the “3D+2D” models studied
in this work support the (inverse) Edelstein charge-spin cor-
relation effects. However, for the contributions from the bulk
bands, this is not a consequence of spin-split energy bands,

but of a larger weight of the wave functions of the preferred
chirality.
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