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Band alignment at the CaF2/Si(111) interface through advanced electronic structure calculations
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We determine the band alignment at the CaF2/Si(111) interface through various advanced electronic structure
methods. This interface is experimentally well studied and serves as an ideal test case to examine the accuracy
of theoretical schemes. We use both global and range-separated hybrid functionals as well as GW calculations
including self-consistency and vertex corrections. Our calculation procedure accounts for residual strain resulting
from the small mismatch in the lateral lattice constants at the interface to minimize the systematic error in
the comparison with experiment. Both the hybrid functional and the GW schemes give band alignments in
overall good agreement with the experimental characterization. However, the considered methods yield sizable
variations in the calculated band offsets, which do not originate from incorrect evaluations of the band gaps
but rather from different inherent relative positions of the band edges. The comparison with experiment reveals
that the global hybrid functional and the quasiparticle self-consistent GW with vertex corrections give the most
accurate description of the band alignment. We then determine the variation of the band offsets as a function of
the amount of excess fluorine at the interface and attribute the experimental spread in the measured offsets to
uncontrolled fluorine contamination.
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I. INTRODUCTION

Insulator-semiconductor heterostructures are encountered
in a broad variety of modern electronic devices. The precise
understanding of their properties is of great practical im-
portance [1]. However, an accurate theoretical description of
such heterostructures is not trivial. It requires the appropriate
prediction of the band gaps of the involved materials and
the determination of their band alignment at the interface.
The calculation of these quantities within density functional
theory (DFT) in standard semilocal approximations [2,3] suf-
fers from severe band-gap underestimations [4,5]. Advanced
methods for electronic structure calculation like the many-
body perturbation theory [6–9] and hybrid functionals [10–12]
can overcome this deficiency and have therefore intensively
been used for studying the interfacial band alignment [4,5,13–
23]. It is worth noting that that these methods tend to position
the band edges differently even when they give the same band
gap [24–26]. This phenomenon is not yet fully understood and
has direct implications on the prediction of band offsets in
heterostructures [22].

For addressing this issue, it is necessary to determine band-
edge positions with different electronic structure methods.
However, band-edge levels from periodic bulk calculations
cannot directly be compared with experimental references
[24]. To circumvent this limitation, theoretical schemes have
been examined through their accuracy in predicting ionization
potentials at surfaces [9,27], band offsets at interfaces [22,23]
or defect levels with respect to band edges [25,28]. While a
comparison between theoretical schemes is relatively straight-
forward, the validation of the calculated band edges against
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experimental data is more difficult. Indeed, the latter requires
the availability of realistic structural models accounting for
the detailed surface reconstruction [9] or the specific bonding
pattern at interfaces [4,29]. In the absence of such models, it
is an arduous task to draw conclusions concerning the quality
of competing electronic structure methods.

In this context, the CaF2/Si(111) interface can serve as an
ideal test case. The CaF2 layer is epitaxially grown on the
silicon substrate [30] and the structural [31–37] and electronic
[30,38–43] properties have been experimentally characterized
in great detail. Furthermore, the combination of a semicon-
ductor like Si with a wide band-gap insulator like CaF2 leads
to sizable band offsets. Therefore, differences between com-
putational approaches are expected to be more pronounced
than for heterostructures involving similar semiconductors
[22,23].

In this work, we determine band offsets at the
CaF2/Si(111) interface using various advanced electronic
structure schemes to examine their accuracy in comparison
with the experimental characterization. Our investigation in-
cludes both hybrid-functional and GW calculations. In partic-
ular, we use both global and range-separated hybrid function-
als and consider self-consistency and vertex corrections in the
GW calculations. Our study also encompasses the effect of
strain in the CaF2 overlayer to ensure that it does not affect
the comparison with experiment. In this way, we expect to
be able to identify the most suitable theoretical approach for
the band alignment. We then address the variation of the band
offset upon the occurrence of extra fluorine at the interface.

This work is organized as follows. In Sec. II, we present the
considered electronic structure methods and provide computa-
tional details of the calculations. Furthermore, we explain the
adopted band-alignment scheme and discuss the role of strain
effects in our modeling procedure. In Sec. III, we address bulk

2469-9950/2020/101(23)/235302(11) 235302-1 ©2020 American Physical Society

https://orcid.org/0000-0002-6592-5253
https://orcid.org/0000-0002-9142-2799
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.101.235302&domain=pdf&date_stamp=2020-06-01
https://doi.org/10.1103/PhysRevB.101.235302


BISCHOFF, RESHETNYAK, AND PASQUARELLO PHYSICAL REVIEW B 101, 235302 (2020)

TABLE I. Computational parameters used throughout this work:
k-point sampling, ground-state cutoff energy Ecut, cutoff energy E eps

cut

in the dielectric matrix, and total number of bands nb (occupied and
unoccupied) in the dielectric matrix and in the Green’s function.

k points Ecut (Ry) E eps
cut (Ry) nb

Si bulk 8 × 8 × 8 60 15 300
CaF2 bulk 6 × 6 × 6 100 30 500
CaF2/Si interface 8 × 8 × 1 100

materials and show their band gaps and band-edge positions
relative to the average electrostatic potential. Section IV is
devoted to the lineup of this potential at the CaF2/Si(111)
interface and to the discussion of the calculated band offsets.
In Sec. V, we study the effect of interfacial Si-F bonding on
the band offsets. We draw conclusions in Sec. VI.

II. METHODS

A. Advanced electronic structure calculations

In this work, we use various advanced electronic struc-
ture methods for determining the band alignment at the
CaF2/Si(111) interface. To this end, we perform calculations
for the bulk components and for an interface model, as further
explained in Sec. II B. First, we consider hybrid functionals
[10–12,44] which show an improved description of band
gaps [26] and offsets [4] compared to standard semilocal
functionals. In particular, we investigate global as well as
range-separated hybrid functionals. For the former, we use
the functional PBE0(α), which depends on the amount of
incorporated Fock exchange α [11]. For the latter, we consider
the functional HSE(α, μ) which additionally includes a range-
separation parameter μ [12,44]. For the purpose of this study,
it is sufficient to vary only the mixing parameter α whereas
μ is kept equal to 0.11 bohr−1 [44]. We remark that both
functionals revert to the semilocal Perdew-Burke-Ernzerhof
(PBE) functional [3] when α = 0. For all calculations, we
use plane-wave basis sets and norm-conserving pseudopoten-
tials to describe core-valence interactions [45,46]. Only the
outermost shells are treated among the valence states for Si
(3s23p2) and F (2s22p5). In the pseudopotential of Ca, we
include semicore shells (3s23p64s2) as these states have been
shown to be important in a previous GW study [47]. For
the bulk calculations, we adopt the well-known primitive unit
cells of Si and CaF2, respectively. More specifically, we model
Si bulk with a face-centered-cubic (fcc) cell with two Si atoms
located at the reduced coordinates (0, 0, 0) and ( 1

4 , 1
4 , 1

4 ) [48].
CaF2 bulk is described by a fcc lattice with one Ca atom at
(0, 0, 0) and two F atoms at ( 1

4 , 1
4 , 1

4 ) and (− 1
4 , − 1

4 , − 1
4 )

[47]. The structural details of the interface models are given
in Secs. IV A and V. The adopted k-point sampling and the
energy cutoff are given in Table I. We verified that the adopted
parameters ensure the convergence of the total energy of the
ground state within 10−3 eV/atom. In the particular case of
silicon, a dense k-point grid of 12 × 12 × 12 is necessary to
include the conduction-band minimum (CBM), which is not
located at a high-symmetry k point [48]. To avoid using such
a high-density grid in the more demanding electronic structure

TABLE II. Advanced electronic structure methods in this work:
global (PBE0) and range-separated hybrid functionals (HSE); one-
shot GW with (G0W̃0) and without (G0W0) vertex corrections using
wave functions and energies either from PBE0 or from HSE; quasi-
particle self-consistent GW with vertex corrections (QSGW̃ ). The
inclusion of vertex corrections in the screening results in the notation
W̃ for the screened Coulomb interaction. The notation with the
parameter α indicates that the fraction of Fock exchange is adapted
to match the experimental band gap.

Method Global Range separated

Hybrid functional PBE0(α) HSE(α)
One-shot G0W0 G0W0@PBE0(α) G0W0@HSE(α)
One-shot G0W̃0 G0W̃0@PBE0(α) G0W̃0@HSE(α)
QSGW̃

schemes, we proceed in the following way. We first perform
advanced and semilocal calculations with a coarser 8 × 8 × 8
k-point mesh. The differences are evaluated and interpolated
to match the denser 12 × 12 × 12 k-point grid. The final
results are achieved by combining the interpolated corrections
with a PBE calculation on the 12 × 12 × 12 k-point grid. This
way of proceeding is appropriate since the energy corrections
only weakly depend on the considered k point [49–51]. The
final band gaps differ only by ∼0.04 eV with respect to the
estimation achieved with the coarser 8 × 8 × 8 k-point mesh.

As a second kind of advanced electronic structure method,
we use many-body perturbation theory in the GW approxima-
tion [6]. This approach is often applied as a one-shot pertur-
bative correction to the single-particle eigenvalues resulting in
noticeably improved band gaps [22,26], ionization potentials
[26], and band offsets [13–16,19–22]. In our work, we per-
form one-shot GW calculations to correct the single-particle
energies obtained from hybrid functional calculations. In this
way, the adopted GW method depends on the fraction of Fock
exchange used in the preceding hybrid functional calculation.
Furthermore, we consider self-consistency [7–9] and vertex
corrections [9]. We account for vertex corrections through the
use of the bootstrap exchange-correlation kernel [9,52]. The
GW calculations are performed with nonlocal commutators
for the optical matrix element in the long-wavelength limit as
described in Ref. [53]. The dielectric function is calculated
with the formula of Adler and Wiser [54,55], including an
energy cutoff E eps

cut and a total number of bands nb as given in
Table I. The frequency dependence of the dielectric function
is evaluated through the contour deformation technique [56]
accounting for 10 real and 10 imaginary frequencies. In the
quasiparticle self-consistent GW (QSGW̃ ) approach [7,8], we
only update the lowest 100 bands self-consistently and keep
higher-lying states as obtained at the PBE level. The update
of more bands leads to indiscernible changes in the band
edges. Overall, we estimate that the quasiparticle energies
are converged within 0.05 eV. A summary of the electronic
structure methods investigated in this work is given in Table II.

All presented calculations for the bulk materials are carried
out with the code ABINIT [57], whereas the interface calcu-
lations are performed with the QUANTUM ESPRESSO software
package [58]. We use the same pseudopotentials in both cases
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FIG. 1. Band-alignment scheme for the calculation of the
valence-band offset �EV and of the conduction-band offset �EC at
the CaF2/Si(111) interface.

to ensure a meaningful combination of the results obtained
with the two codes.

B. Band-alignment scheme

In this study, we determine the band alignment following
the scheme outlined in Refs. [59,60]. A graphical representa-
tion is given in Fig. 1. The band-offset determination is based
on two individual bulk and on one interface calculation. The
bulk models are used to position the valence-band maximum
(VBM) EVBM of each component relative to the average
electrostatic potential V . In the interface model, the lineup of
the average electrostatic potential across the interface �V is
achieved. The valence-band offset �EV is found through

�EV = ESi
VBM − ECaF2

VBM + �V. (1)

The conduction-band offset �EC is then inferred from the
consideration of the band gaps of the two interface compo-
nents (cf. Fig. 1).

We apply this scheme to evaluate the band alignment
obtained through different electronic structure methods fol-
lowing the specific procedure outlined by Alkauskas et al.
[4]. First, we focus on the hybrid functionals, which contain
a single undetermined parameter α. For each interface com-
ponent, we empirically determine the optimal α for which
the calculated band gap of the bulk matches its experimental
counterpart. This scheme is preferred over nonempirical tech-
niques for fixing the free parameter [61–63], as ensuring the
correct band gaps of the interface components has been found
to be critical for accurately estimating the band offsets [4]. In
particular, we impose an indirect band gap of 1.17 eV [48] for
Si and a direct band gap of 12.0 eV [64] for CaF2. The latter
condition is equivalent to enforcing an indirect gap of 11.7 eV.
The optimal mixing parameters αSi and αCaF2 obtained in this
way for the PBE0(α) and HSE(α) hybrid-functional forms are
given in Table III.

The interfacial lineup is then computed with a hybrid func-
tional defined by the mean of the mixing parameters pertain-
ing to the two interface components [4]: ᾱ = (αSi + αCaF2 )/2.

TABLE III. Optimal mixing parameters αSi and αCaF2 that repro-
duce the experimental band gap of Si and CaF2, respectively. The
mean value ᾱ = (αSi + αCaF2 )/2 is used in the interface calculation
for the determination of the lineup.

G0W0@ G0W̃0@

PBE0 HSE PBE0 HSE PBE0 HSE

αSi 0.12 0.25 0.00 0.00 0.05 0.07
αCaF2 0.40 0.56 0.30 0.38 0.77 0.87
ᾱ 0.26 0.40 0.15 0.19 0.41 0.47

This approach is meaningful because the interfacial lineup
potential is almost independent of the mixing parameter
[4,18,22]. In this way, the combination of bulk and interface
calculations provides us with the band offsets corresponding
to a given hybrid-functional form. We remark that recent
work has proposed nonempirical procedures to determine
a spatially dependent mixing parameter in heterostructures
through the definition of local physical quantities [65,66].
Possibly, this could also be achieved through Koopmans’
condition applied to localized probes [62,63,67]. However, the
weak dependence of the potential lineup on the adopted hybrid
functional ensures that the band offsets are only marginally
affected by the adopted scheme.

Next, we consider the band alignment for the electronic
structure methods based on GW calculations. These calcu-
lations are performed for the bulk models of the interface
components. For the lineup in the one-shot GW schemes, we
follow the same procedure as for the hybrid functionals since
these GW schemes also depend on an underlying value of
α for the starting point. A specific value ᾱ is thus identified
as the mean of the optimal mixing parameters of the bulk
components given in Table III. Since the one-shot GW cal-
culations do not modify the charge density, we use the lineup
potential achieved with the hybrid functional defined by ᾱ. By
contrast, in the QSGW̃ scheme, the band-gap determination
does no longer depend on the value of α of the starting hybrid
functional because of the iteration toward self-consistency.
Therefore, a QSGW̃ calculation would in principle lead to a
distinct value of the lineup �V . However, such high-level GW
calculations are computationally demanding for large super-
cells and do not lead to any sizable variation in �V . Indeed,
Shaltaf et al. [5] calculated for the Si/SiO2 interface an effect
of only 0.02 eV on �V due to the self-consistency. This
property stems from the fact that QSGW only brings minor
variations to the charge density and thus to the electric dipoles,
as also seen in the case of small molecules [68]. In view of
these considerations, we use in our QSGW̃ scheme the same
value of �V as obtained with the hybrid functionals. In the
QSGW̃ scheme, the band gaps do not match the experimental
ones by construction. Hence, it should be considered that the
band offsets could suffer from this drawback [4].

C. Strain effects

We now devote special attention to the strain in our descrip-
tion of the CaF2/Si(111) interface. There are multiple reasons
to properly account for such effects. First, in experimental
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TABLE IV. Lattice constants (in Å) for Si and CaF2 considered
in this work. aSi

bulk and aCaF2
bulk are the experimental lattice constants

of bulk Si and bulk CaF2, respectively. aCaF2
layer is the lattice constant

in the growth direction for a CaF2 layer epitaxially grown on Si,
determined through the experimental Poisson ratio. aSi

model and aCaF2
model

are lattice constants in the growth direction as found in the respective
bulk regions of the relaxed model interface.

aSi
bulk aSi

model aCaF2
model aCaF2

bulk aCaF2
layer

5.431a 5.484 5.581 5.463b 5.587

aReference [48].
bReference [69].

conditions, the CaF2 layer grows epitaxially upon silicon
[30] with a residual mismatch, which causes this layer to
be subject to compressive strain in the in-plane directions
[30,38,39]. For the present interface, the experimental mis-
match is particularly small and corresponds to 0.59% (cf.
lattice constants in Table IV). Second, our interface modeling
englobes a structural relaxation (cf. Sec. IV A), which leads
the relaxed model interface to exhibit lattice constants in the
growth direction that differ from the targeted experimental
situation. Third, we have a preference for performing the
advanced calculations on bulk systems, on the one hand to
take advantage of the high symmetry, and, on the other hand,
to establish benchmark results for future reference. Fourth,
one of the motivations of this work consists in comparing
different advanced electronic structure methods to experiment
and it is thus important to reduce effects that could bias our
conclusions as much as possible. Hence, the motivation for
paying attention to strain effects arises from both experimental
and computational conditions. In this section, we describe
how these effects are accounted for.

We specifically distinguish between the lattice constants in
the lateral directions alat and in the growth direction az. These
quantities exhibit different values for bulk Si, bulk CaF2, the
interface model, and the strained CaF2 layer in the experi-
ment. A schematic illustration of the different configurations
is shown in Fig. 2. Our ultimate intention is to calculate
the alignment between unstrained silicon with experimental
lattice constant aSi

bulk, i.e. with alat = aSi
bulk and az = aSi

bulk, and
a CaF2 layer that is strained because of the lattice mismatch,
i.e., for which alat = aSi

bulk and az = aCaF2
layer . The value of aCaF2

layer is
determined through the experimental values for the mismatch
and the Poisson ratio of CaF2. For the latter, we here use the
value of ν = 0.26 from Refs. [70,71]. To achieve this goal,
our band-alignment scheme takes advantage of (i) bulk calcu-
lations of Si and CaF2 that are performed at their respective
experimental bulk lattice constants, aSi

bulk and aCaF2
bulk , and of (ii)

an interface model calculation, in which the in-plane lattice
constant is fixed at the target aSi

bulk, but the az lattice constants
of both components are allowed to relax according to the
electronic structure scheme used, giving aSi

model and aCaF2
model. The

various lattice constants used in this work are compiled in
Table IV.

To connect the two structural calculations of Si, we follow
the scheme for evaluating deformation potentials proposed
in Ref. [72]. We construct a superlattice in which regular Si

FIG. 2. Schematic illustration of the band alignment of bulk Si,
Si, and CaF2 within the interface model, bulk CaF2, and the strained
CaF2 layer. The lattice constants in the lateral directions alat and in
the growth direction az are indicated. The band gaps for Si and CaF2

are shown in correspondence of the unstrained bulk configurations.
The targeted valence-band offset �EV and conduction-band offset
�EC, corresponding to those measured in the experimental condi-
tions, are also indicated.

alternates with a Si layer in which the lattice constant along
the growth direction has been modified. We obtain in this
way a strain-induced shift in the electrostatic potential �V (Si
bulk → Si model). For CaF2, we proceed analogously. From
a superlattice calculation between regular and strained CaF2,
we obtained the effect of uniaxial strain on the electrostatic
potential and on the band edges. Based on the symmetry
and the linearity in the strain, we then extend the results
to the specific strain transitions between the three structural
configurations of CaF2 of interest to us. More specifically,
we derive in this way �V (CaF2 model → CaF2 bulk) and
the strain-induced band-edge shifts between bulk CaF2 and
the strained CaF2 layer, i.e., �EV(CaF2 bulk → CaF2 layer)
and �EC(CaF2 bulk → CaF2 layer). We perform these
calculations with the hybrid-functional schemes PBE0(α) and
HSE(α), i.e., with parameters α set as in the respective bulk
phases (cf. Table III). The results obtained are reported in
Table V.

We generally observe small effects due to strain, which is
consistent with the epitaxial growth found for this interface
[30]. More specifically, we find strain-induced shifts in the
electrostatic potential of −0.10 and 0.25 eV for �V (Si
bulk → Si model) and �V (CaF2 model → CaF2 bulk),
respectively. For the potential lineup between bulk Si and bulk
CaF2 this yields an overall correction of only 0.15 eV with
respect to the value obtained through the interface model. For
the band-edge shifts between bulk CaF2 and the strained CaF2

layer, we find with PBE0(α) a shift of −0.16 and 0.09 eV
for the VBM and CBM, respectively. The strain corrections
calculated with HSE(α) differ by at most 0.01 eV. We expect
corrections of similar size for the other electronic structure
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TABLE V. Strain-induced shifts (in eV) of the electrostatic po-
tential �V (Si bulk → Si model) and �V (CaF2 model → CaF2

bulk) and of the valence- and conduction-band levels �EV (CaF2

bulk → CaF2 layer) and �EC (CaF2 bulk → CaF2 layer), as
obtained with the hybrid functionals PBE0(α) and HSE(α). These
shifts are used for all electronic structure methods in this work.

PBE0(α) HSE(α)

�V (Si bulk → Si model) −0.10 −0.10
�V (CaF2 model → CaF2 bulk) 0.25 0.25
�EV(CaF2 bulk → CaF2 layer) −0.16 −0.17
�EC(CaF2 bulk → CaF2 layer) 0.09 0.08

methods considered in this work. In particular, we apply for
the one-shot GW schemes identical strain corrections as ob-
tained with the underlying hybrid functional. For the QSGW̃
scheme, we use the corrections as calculated with PBE0(α).

III. BAND GAPS AND BAND-EDGE LEVELS
OF BULK MATERIALS

We first focus on the bulk materials and determine band
gaps and band-edge levels with respect to the average elec-
trostatic potential. We devote special attention to the direct
or indirect nature of the band gaps. In particular, we consider
the direct (� → �) and the indirect (X → �) band gap for
CaF2 to enable a meaningful comparison with experiment.
A summary of the calculated band gaps is given in Table VI
together with experimental data for the fundamental band gap.
At the PBE level the well-known band-gap underestimation is
apparent. The advanced electronic structure methods provide
a more realistic description of the band gap even when the
hybrid-functional parameter is set to the default value α =
0.25 without applying any optimization. In particular, we ob-
serve that the PBE0(0.25) band gaps are generally larger than
the HSE(0.25) ones, in accord with the analysis in Ref. [18].
The G0W0 corrections tend to level out this difference when
the two hybrid functionals are used as starting points. The
inclusion of vertex corrections in the G0W0 only yields a
minor reduction of the band gap. Overall, QSGW̃ gives the
best agreement with experiment, further supporting the high
accuracy of this scheme for band-gap evaluations [7–9,75,76].

For a proper comparison with experiment, it is necessary
to consider the band-gap renormalization due to phonons. For

Si this effect is found to be 0.06 eV [77]. For CaF2, such an
estimate is unavailable in the literature but a sizable effect
on the order of ∼0.5 eV can be expected on the basis of the
result of a similar ionic compound such as MgO [78,79]. In
the band-offset calculations in which the calculated band gaps
reproduce their experimental counterparts, we assume that
phonon renormalization effects are implicitly accounted for
through the empirical tuning of the hybrid-functional parame-
ter α. This way of proceeding is justified as long as the phonon
renormalizations affect the band edges in a similar way as the
scaling of α. However, the effect of phonon renormalization
should be kept in mind when assessing the accuracy of QSGW̃
since this scheme does not rely on any band-gap tuning.

The band gaps calculated here are in good agreement
with other theoretical studies in the literature. For Si,
there are numerous computational studies including the ap-
plication of both hybrid-functional and GW calculations
[4,5,8,9,18,22,26,61,80]. Within this variety of references,
we particularly focus on the high-level GW calculations of
Refs. [8,9]. These studies found QSGW̃ band gaps of 1.24 and
1.30 eV, respectively, in excellent agreement with our QSGW̃
result of 1.28 eV. For CaF2, several studies based on the local
density approximation (LDA) for the exchange-correlation
energy report an indirect band gap ranging between ∼6.7 and
7.1 eV [47,73,81,82] These values agree well with our band
gap of 7.33 eV obtained with the semilocal PBE functional.
As for the more advanced electronic structure methods, we
refer to the GW calculations of Ma and Rohlfing [82], the
GW calculations of Shirley [73], and to the self-consistent
screened-exchange LDA (sX-LDA) calculations of Kim et al.
[81], which yield band gaps of 11.5, 11.38, and 11.66 eV,
respectively. These results are all in good agreement with our
QSGW̃ band gap of 11.47 eV.

We then turn to band-edge levels as obtained at the various
levels of theory. Our hybrid-functional results are illustrated in
Fig. 3, where the band-edge levels are displayed as a function
of the hybrid-functional parameter α. We generally observe
a linear dependence of the VBM and CBM on the fraction
of incorporated Fock exchange. The corresponding band-gap
opening is smaller for HSE(α) than for PBE0(α), in analogy
with the results in Ref. [18]. The linearity in α is preserved
when applying a one-shot GW correction, as also found in
Ref. [80] for other materials. In QSGW̃ such dependence on
the starting point is overcome through the iteration toward
self-consistency. For CaF2, all GW approaches provide almost

TABLE VI. Band gaps (in eV) for Si and CaF2 as calculated at various levels of theory. It is specified whether the band gaps correspond to
direct or indirect transitions. All the results in this table are obtained with hybrid functionals in which α = 0.25. The experimental data refer
to fundamental band gaps.

G0W0@ G0W̃0@

PBE PBE0(α) HSE(α) PBE PBE0(α) HSE(α) PBE PBE0(α) HSE(α) QSGW̃ Expt.

Si (indirect) 0.57 1.79 1.17 1.17 1.54 1.41 1.11 1.44 1.33 1.28 1.17a

CaF2 (indirect) 7.33 10.11 9.30 10.41 11.51 11.28 9.28 10.07 9.98 11.47 11.8b

CaF2 (direct) 7.58 10.37 9.57 10.72 11.80 11.57 9.59 10.37 10.28 11.76 12.0 ± 0.1,c 12.1d

aReference [48], extrapolated to T = 0 K.
bEstimation of Shirley [73] based on Ref. [74].
cReference [64], T = 15 K.
dReference [74], T = 90 K.
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FIG. 3. Band-edge levels (in eV) for Si and CaF2 as calculated
through various levels of theory. The VBM and the CBM are
displayed as a function of the fraction of Fock exchange α. We
show the results for Si as obtained with (a) the PBE0(α) and (b) the
HSE(α) functionals. The results for CaF2 are presented analogously
in (c) and (d). The band-edge levels obtained with the one-shot
GW methods are also given. The vertical bars indicate the value
of α needed to reproduce the experimental band gap. The red bar
highlights band edges as calculated with QSGW̃ and is positioned
at the mixing parameter for which the hybrid functional and QSGW̃
give the same band gap. The energy levels are aligned through the
average electrostatic potential.

symmetric band-edge corrections with respect to the hybrid-
functional starting points, i.e., the upward shift of the CBM
has a similar size to the downward shift of the VBM. Instead,
for Si the VBM and CBM are both subject to a negative energy

correction. Our results are generally consistent with the find-
ing of Chen and Pasquarello that different electronic structure
methods tend to position the band edges differently [26]. This
appears clearly when comparing the band edges from QSGW̃
with those from the hybrid functionals with optimal mixing
parameters, as can be seen in Fig. 3 and Table VII. For Si,
we observe that the valence-band edges as calculated with the
hybrid functionals are persistently higher by 0.3 to 0.6 eV
than corresponding ones in GW . For CaF2, no such simple
statement can be made. In this case, the most pronounced
differences are found for the band edges obtained with the
hybrid functionals. More specifically, the valence-band edge
from HSE(α) is ∼0.4 eV lower than that from PBE0(α). The
GW approaches yield values lying in-between those obtained
with the two hybrid functionals.

IV. BAND ALIGNMENT AT THE CaF2/Si(111) INTERFACE

A. Interfacial lineup potential

For the calculation of the interfacial lineup potential �V ,
we use the so-called T4 interface model in B-type orientation
[30,83], which is characterized by a predominance of Si-Ca
bonds at the interface. The interface is charge neutral and the
Ca atoms are located at the T4 sites of the Si(111)-(1 × 1)
surface. We remark that the precise interface morphology
has intensively been debated in the literature [30,31,34,38]
resulting in clear evidence for the presently adopted T4-
interface model [32,35–37,42]. Furthermore, computational
studies based on this model structure successfully accounted
for photoemission [84,85] and second-harmonic generation
measurements [83].

In our superlattice model, we use ∼21 Å of Si and ∼20 Å
of CaF2. We carefully check that such thicknesses ensure
a bulklike electrostatic potential far from the interface. In
order to mimic the epitaxial growth, the experimental lattice
constant of Si is adopted for the lateral directions. We further
find that the structural relaxation of the interfacial atomic
positions has a significant influence on the lineup potential
due to changes brought to the interface dipole. Therefore,
we fully relax the structure at the PBE level until the total
energy between two successive iteration steps is smaller than
10−5 Ry. The residual Hellmann-Feynman forces are then
smaller than 10−4 Ry/bohr. In this structural optimization,
we allow for the relaxation of both the atomic positions and
the supercell size in the growth direction. The two other
supercell dimensions are kept fixed. The model interface
obtained in this way is used in all subsequent calculations of
the interfacial lineup potential irrespective of the considered

TABLE VII. Valence band-edge levels (in eV) with respect to the average electrostatic potential for Si and CaF2 as calculated at various
levels of theory. The band-edge levels are expressed as shifts with respect to the reference PBE values at 4.35 and 1.21 eV for Si and CaF2,
respectively. Different calculations are aligned through the average electrostatic potential. For the parameter-dependent electronic structure
methods, the fraction of incorporated Fock exchange α is tuned to reproduce the experimental band gap (cf. Table III).

G0W0@ G0W̃0@

PBE0(α) HSE(α) PBE0(α) HSE(α) PBE0(α) HSE(α) QSGW̃

Si −0.33 −0.34 −0.68 −0.68 −0.73 −0.72 −0.90
CaF2 −3.18 −3.61 −3.24 −3.26 −3.30 −3.47 −3.66
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FIG. 4. Locally averaged (a) charge density ρ and (c) electro-
static potential V across the CaF2/Si(111) interface as obtained with
the semilocal PBE functional. (b) The charge density δρ and (d) the
electrostatic potential δV as obtained with the hybrid functionals
PBE0(0.25) and HSE(0.25) with respect to PBE are also given. The
interfacial lineup �V in PBE and its modification δ(�V ) in the case
of PBE0(0.25) are indicated. The shaded areas correspond to the
transition regions between Si and CaF2. In the top panel, the atomic
structure of the interface model is illustrated: Si, Ca, and F atoms are
shown in yellow, blue, and green, respectively.

level of theory. This is justified since structural relaxations at
the hybrid-functional level only lead to minor changes. For
instance, further relaxation with the functional PBE0(0.25)
affects �V by 0.03 eV with respect to the value achieved with
same functional but for the structure relaxed with the PBE
functional. This is consistent with the results of Weston et al.
[86].

We now study the lineup of the electrostatic potential at
the CaF2/Si(111) interface. To this end, we perform cal-
culations for the constructed interface model at the various
levels of theory considered in this work. We note that earlier
studies demonstrated that electrostatic properties are already
adequate at the semilocal DFT level [4,5,18,22]. Therefore,
we first focus on the PBE level of theory. The corresponding
charge density ρ and electrostatic potential V are given in
Figs. 4(a) and 4(c), respectively. For simplicity, the displayed
quantities are averaged in the lateral directions and broadened
with a Gaussian of width 2.5 Å in the growth direction. We
observe that ρ and V exhibit bulklike behavior away from
the interfacial transition regions. From the difference between

FIG. 5. Variation of the lineup potential δ(�V ) with respect to
the result obtained with PBE as a function of the mixing parameter
α in the hybrid functionals PBE0(α) and HSE(α). Calculations with
the optimal mixing parameters for bulk Si and CaF2 (cf. Table III)
are shown as triangles pointing to the left and the right, respectively.
Calculations with the mean of these mixing parameters are indicated
with a square. Other calculated data points are shown with circles.
Dashed lines are guides to the eye.

the plateau values in the electrostatic potential we infer a
lineup potential of �V = 2.56 eV at the PBE level. For the
more advanced electronic structure methods, we focus on the
differences in the charge density δρ and in the electrostatic
potential δV with respect to PBE, as shown in Figs. 4(b) and
4(d), respectively. In particular, we display the results for the
hybrid functionals PBE0(0.25) and HSE(0.25) as representa-
tive cases. We find that δρ and δV indeed correspond to minor
modifications, namely, on the order of ∼2 × 10−4 e/Å and
∼0.03 eV, respectively. We observe a charge transfer from
CaF2 to Si [cf. Fig. 4(b)], which produces a change in the
interfacial lineup potential δ(�V ) [cf. Fig. 4(d)]. This effect
amounts to 0.06 eV for the functional PBE0(0.25). An almost
identical value is found for the functional HSE(0.25).

To estimate the range of these deviations, we calculate
δ(�V ) as a function of the hybrid-functional parameter α.
The dependence is shown in Fig. 5 for both PBE0(α) and
HSE(α). We find a linear dependence on α at low values, but
a saturation becomes apparent at higher values. Overall, the
variations in the lineup potential are generally smaller than
0.1 eV conferring consistency to the applied band-alignment
scheme. To overcome the remaining dependence on the pa-
rameter, we follow the procedure outlined in Ref. [4]. This
consists in using the lineup potential as calculated with the
mean of the optimal mixing parameters of the bulk compo-
nents (cf. Table III). For the hybrid functionals PBE0(α) and
HSE(α), this yields almost identical lineup potentials of 2.62
and 2.63 eV, respectively. In the one-shot GW schemes, the
lineup is obtained through the underlying hybrid functional
defined with the mean value ᾱ given in Table III. In the QSGW̃
scheme, we use the value of �V = 2.62 eV obtained in
PBE0(α) following the discussion in Sec. II B. These different
choices for α lead to an uncertainty in the determination of
�V that amounts to 0.05 eV at most.
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TABLE VIII. Band offsets (in eV) for the CaF2/Si(111) interface as obtained at the various levels of theory considered in this work.
Experimental data are given for comparison.

G0W0@ G0W̃0@

PBE PBE0(α) HSE(α) PBE0(α) HSE(α) PBE0(α) HSE(α) QSGW̃ Expt.

�EV 5.73 8.58 9.01 8.28 8.31 8.31 8.48 8.49 8.7 ± 0.2a

�EC 0.96 1.90 1.45 2.18 2.14 2.17 1.99 1.63 1.8 ± 0.2b

aReferences [38,39,43].
bBased on measured �EV from Refs. [38,39,43] and the experimental band gaps considered in this work. The effect of strain in the CaF2

overlayer is included through strain corrections determined at the PBE0(0.40) level (cf. Table V).

B. Band offsets at the interface

We now have all the ingredients for the calculation of the
band offsets at the CaF2/Si(111) interface. For this we com-
bine the band-edge positions determined in Sec. III with the
interfacial lineup potential calculated in Sec. IV A. We also
account for strain effects as discussed in Sec. II C. The band
offsets obtained in this way are given in Table VIII, where they
are compared with experimental data [38,39,43]. We remark
that several differing experimental values for the band offsets
can be found in the literature [30,38–43]. In Table VIII, we
report an interval of experimental data that encompasses the
three measurements with the highest values for the valence-
band offset. We expect these results to be representative of
the CaF2/Si(111) interface with a low contamination of Si-F
bonds, as discussed in more detail in Sec. V.

All advanced electronic structure methods considered in
this work yield a reasonable agreement with the experimental
data showing errors of at most ∼0.4 eV, corresponding to
only 3% of the largest band gap involved. In particular, the
highest accuracy is found for the hybrid functional PBE0(α),
which yields band offsets within ∼0.1 eV from the exper-
imental ones. Interestingly, the high accuracy of the band
alignment achieved in the PBE0(α) scheme has already been
remarked previously in applications involving ionization po-
tentials [80], band offsets at semiconductor heterostructures
[22], and band alignments at solid-water interfaces [87]. At
variance, the hybrid functional HSE(α) overestimates �EV

by ∼0.3 eV and hence underestimates �EC by an equivalent
amount. Among the GW methods, the QSGW̃ achieves the
highest accuracy, resulting in both conduction- and valence-
band offsets underestimated by ∼0.2 eV. This result is partic-
ularly remarkable because the band gaps are not empirically
adjusted in the QSGW̃ scheme. However, the consideration of
band-gap renormalization effects especially for CaF2 might
lead to a further deviation of the QSGW̃ band offsets with
respect to the experimental ones (cf. Sec. III). For the one-shot
GW methods, the agreement with respect to experiment is
generally worse. In most cases, the valence-band offset is
underestimated by ∼0.4 eV irrespective of the starting point
and the use of vertex corrections. The only exception is
found for G0W̃0@HSE, which yields band offsets of accuracy
comparable with QSGW̃ . All advanced electronic structure
methods in this work overcome the band-gap problem encoun-
tered in the semilocal PBE approximation (cf. Table VIII) as
well as in previous LDA-based schemes [88–90], which yield
valence-band offsets underestimated by ∼2.0 to 2.4 eV.

Apart from the overall good agreement between theory
and experiment, it is noteworthy to remark that the band
offsets obtained with the various advanced electronic structure
methods show sizable variations. These variations prevalently
originate from the different positioning of the band-edge
levels with respect to the average electrostatic potential (cf.
Sec. III). The other ingredients of the modeling procedure,
such as the potential lineup or the strain effects, cannot
account for the size of the observed variations. At this point,
it is of interest to identify which electronic structure method
provides the most reliable description of the band-edge levels.

To address this issue, we focus on the two most accurate
schemes, i.e., PBE0(α) and QSGW̃ . The band offsets in these
two schemes are very close (cf. Table VIII), but the band-edge
levels are noticeably different. Indeed, the band-edge levels
of both Si and CaF2 calculated in QSGW̃ are deeper by
0.5–0.6 eV than the respective ones in PBE0(α). A similar
situation occurs for interfaces between cubic semiconductors
[22], which all belong to a similar class of materials from
both the electronic and structural points of view. In the present
case, this behavior is seen for two rather dissimilar materials
exhibiting different crystal structure, degree of ionic bond-
ing, and band gap. While this difference does not show up
in the band offsets calculated here, it nevertheless directly
affects the average electrostatic potential with respect to the
vacuum level and in principle can be investigated through
the comparison with experimental ionization potentials. In the
case of the Si(111) surface, it has already been shown that
the ionization potential calculated in the PBE0(α) scheme
accurately reproduces the experimental value [80], whereas
the QSGW̃ result shows a significant overestimation by about
0.5 eV [9]. For silicon, Grüneis et al. have shown that the
consideration of higher-order diagrams in GW leads to an
upward shift of about 0.3 eV [27], which would compensate
the discrepancy to a noticeable extent. However, the same
authors have shown that such a shift is not encountered for
large band-gap materials and would thus presumably not
apply to the case of CaF2. Thus, it appears clearly that further
investigations are necessary to understand the overall position
of the band structure with respect to the average electrostatic
potential or to vacuum level.

V. EFFECT OF INTERFACIAL Si-F BONDING

In this section, we address the reduction of the valence-
band offset at the CaF2/Si(111) interface as the fraction of
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Si-F bonding increases due to excess fluorine. The possibility
of a Si-F termination has been amply discussed when deter-
mining the precise interface morphology [30–32,38]. While a
predominance of Si-Ca bonds has clearly been identified at the
interface [30,32,35–37,42,83,84], evidence for a certain per-
centage of Si-F bonds has also been established [30,33]. De-
spite the considerable efforts deployed [30,33,35,36,38,92],
the quantitative dependence of the valence-band offset on
the fraction of interfacial Si-F bonding has so far remained
elusive.

Having established the accuracy of advanced electronic
structure calculations, we are now in a suitable position for
addressing this issue. For this purpose, we construct various
interface models showing fractions of Si-F bonding corre-
sponding to 25%, 50%, 75%, and 100% fluorine termination.
To account for the intermediate fractions of fluorine termina-
tion, we double the size of the interfacial repeat unit used so
far in both lateral directions, resulting in models with a total
number of atoms multipled by four. Following Refs. [30,39],
we position the F atoms at the T sites of the Si(111)-(1 × 1)
surface and the Ca atoms at the T4 sites. In particular, for each
of the intermediate percentages, we consider three interface
models differing in the specific arrangement of Si-F and Si-
Ca bonds. We apply the computational setup described in
Sec. II, which includes a relaxation at the PBE level. We check
that the considered percentages of Si-F bonds are preserved
through the structural relaxation. The multiple structural mod-
els at the intermediate fractions show total energies differing
by at most 0.7 eV per surface Si atom. In this way, the
interface is described through a set of low-energy structural
configurations. A shifted 2 × 2 × 1 k-point mesh is found to
give converged lineup potentials. For the calculation of the
band offsets, we use the hybrid functional PBE0(α), which
has been shown in Sec. IV B to yield the highest accuracy
among the electronic structure methods considered in this
work.

The results of our study are illustrated in Fig. 6, in which
the valence-band offsets are displayed versus the fraction
of Si-F bonding. We observe a general reduction of the
valence-band offset with increasing fraction of Si-F bonding.
In particular, we determine a sizable difference of 4.7 eV
between pure Si-Ca and pure Si-F bonding. When considering
the various structural models at a given intermediate fraction,
we find valence-band offsets falling in a range of ∼0.6 eV due
to the varying bonding patterns. The descending trend of the
valence-band offset is nevertheless well supported.

Our results demonstrate that the valence-band offset sensi-
tively depends on the amount of interfacial Si-F bonding. In
view of this dependence, we attribute the large spread from
7.0 to 8.8 eV in the experimental data [30,38–43,91,92] to
different amounts of generally uncontrolled F contamination.
On the basis of our calculations, we estimate that the utilized
samples might contain up to 50% of Si-F bonding. In partic-
ular, in the experiment of Olmstead et al. [30], the fraction of
Si-F bonding could be estimated resulting in a data point lying
consistently with respect to the results of our calculations (cf.
Fig. 6). This agreement supports the dependence found in
Fig. 6.

FIG. 6. Valence-band offset (in eV) versus the fraction of in-
terfacial Si-F bonding. Calculated values are given as circles. The
most stable and higher-energy structures are shown in blue and
cyan, respectively. The dashed line is a guide to the eye. The
shaded area indicates the interval of valence-band offsets measured
in experiments in which the interfacial fraction of Si-F bonds has not
been determined explicitly. The upper and lower bounds correspond
to 8.8 eV [38] and 7.0 eV [91,92], respectively. The experimental
result of Olmstead et al. [30] is illustrated with a red triangle at the
estimated fraction of interfacial Si-F bonding.

VI. CONCLUSIONS

In this work, we investigated the band alignment at the
CaF2/Si(111) interface through various advanced electronic
structure methods based on hybrid-functional and GW cal-
culations. This allowed us to assess the accuracy of these
theoretical schemes for an interface that has been extremely
well characterized from the experimental point of view. In
particular, we considered both PBE0(α) and HSE(α) hybrid-
functional forms, several one-shot GW methods with various
starting points, with or without vertex corrections, and the
self-consistent QSGW̃ scheme. All applied schemes were
empirically tuned to reproduce the experimental band gap,
with the only exception being the fully ab initio QSGW̃ .
We determined the band offsets by combining the band-edge
levels calculated for the bulk components with the lineup of
the average electrostatic potential at the interface.

All electronic structure methods considered in this work
perform satisfactorily, yielding band offsets within 0.4 eV
from the experimental values. The highest accuracy encoun-
tered is 0.1 eV and is found for the empirically tuned PBE0(α)
hybrid functional. This result is particularly interesting since
it further extends the range of successful applications of this
scheme [22,80,87]. QSGW̃ is the next most accurate scheme
reproducing the experimental band offsets within 0.2 eV. This
is particularly remarkable since the band gap of the interface
components is not imposed in this scheme, but determined in
a fully ab initio fashion.
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Apart from finding an overall good agreement with exper-
iment, our study reveals significant differences between the
band offsets calculated with the applied electronic structure
methods. Due to their size, the origin of these differences
can be reconducted to the position of the band-edge levels
with respect to the average electrostatic potential in each
electronic structure scheme. In particular, it is interesting to
compare PBE0(α) and QSGW̃ . While both schemes give band
offsets agreeing within at most 0.2 eV with the experiment,
the band edges with respect to the average electrostatic po-
tential consistently differ by 0.5–0.6 eV in the two interface
components. This difference does not affect the band offsets
at the CaF2/Si(111) interface, but leads to different ionization
potentials. In this respect, results in the literature for silicon
suggest that it is the PBE0(α) scheme that yields a better
agreement with the experiment [9,80]. However, PBE0(α)
is an empirical scheme and thus remains unsatisfactory. In
the presence of increasing support in favor of PBE0(α)
[22,80,87], it is legitimate to inquire whether the fully ab
initio QSGW̃ scheme still misses a crucial ingredient. Grüneis
et al. proposed to go beyond such a GW scheme by including
higher-order diagrams [27]. However, such corrections were

found to be insignificant for large-gap materials [27] and
would thus leave the band edges of CaF2 unaffected. There-
fore, it appears clearly at this stage that further investigations
are necessary for allowing a consistent picture to emerge.

In the final part of our work, we determined the reduction
of the valence-band offsets as a function of the amount
of extra fluorine at the interface. Our results are consistent
with the experimental characterization and offer an expla-
nation for the large spread in the measured band offsets.
The present analysis suggests that the bonding structure at
the CaF2/Si(111) interface should be carefully characterized
prior to the achievement of benchmark results for the band
offsets.
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