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Layered perovskite ruthenium oxides exhibit a striking series of metal-insulator and magnetic-nonmagnetic
phase transitions easily tuned by temperature, pressure, epitaxy, and nonlinear drive. In this work, we combine
results from two complementary state-of-the-art many-body methods, auxiliary field quantum Monte Carlo and
dynamical mean field theory, to determine the low-temperature phase diagram of Ca2RuO4. Both methods predict
a low-temperature, pressure-driven metal-insulator transition accompanied by a ferromagnetic-antiferromagnetic
transition. The properties of the ferromagnetic state vary nonmonotonically with pressure and are dominated by
the ruthenium dxy orbital, while the properties of the antiferromagnetic state are dominated by the dxz and dyz

orbitals. Differences in the details of the predictions of the two methods are analyzed. This work is theoretically
important as it presents the first application of the auxiliary field quantum Monte Carlo method to an orbitally
degenerate system with both Mott and Hunds physics and provides an important comparison of the dynamical
mean field and auxiliary field quantum Monte Carlo methods.
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I. INTRODUCTION

The quantum many-body problem is one of the grand
challenge scientific problems of our time [1]. Recent work
[2–4] suggests that an important route towards a solution is
to attack important problems via complementary methods.
In this paper, we use the auxiliary field quantum Monte
Carlo (AFQMC) and dynamical mean field theory (DMFT)
methods to study the low-temperature phase diagram and
physical properties of Ca2RuO4. In the form used in this
article, AFQMC is a zero-temperature, finite-system method
that employs an imaginary-time projection which samples the
space of non-orthogonal Slater determinants to estimate the
ground-state wave function [5,6]. In contrast, DMFT uses a
self-energy locality assumption to approximate Green’s func-
tions at nonzero temperature [7]. The completely different
natures of the approximations made and computational chal-
lenges faced by the two methods mean that a comparison of
results yields important insights into both the actual physics
of the systems studied and the validity of the different approx-
imations.

The material chosen for study, Ca2RuO4 (Fig. 1), is
a member of a fascinating and extensively studied fam-
ily of ruthenium-based compounds with chemical formulas
Srn+1RunO3n+1 and Can+1RunO3n+1. This family of materials
has been of intense interest for their remarkable properties,
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including their unconventional superconductivity [8], variety
of magnetic phases [9,10], nematicity metal-insulator tran-
sitions [11,12], and unusual nonequilibrium properties [13],
all of which are believed to be due to strong Hubbard and
Hunds electron-electron interactions among the electrons in
the Ru-derived t2g orbitals [14].

Ca2RuO4 forms a Pbca symmetry structure derived from
the n = 1 Ruddlesden-Popper structure by rotations and tilts
of the RuO6 octahedra. The unit cell contains four Ru ions,
equivalent up to a translation and rotation of the RuO6

octahedron. At ambient pressure, the material undergoes a
metal-insulator transition as the temperature is decreased be-
low ∼350 K and becomes antiferromagnetic below ∼110 K
[9,15–17]. Increasing pressure decreases the metal-insulator
transition temperature [11,12], with the system remaining
metallic at room temperature at pressures above ∼0.5 GPa
[11,12] and down to very low temperatures for P > 2 GPa
[18]. Low-T ferromagnetism is reported for pressures of sev-
eral GPa, with Tc varying from 10 to 30 K [18]. The material
may exist in two closely related forms: S-Pbca (for short)
and L-Pbca (for long), distinguished by whether the apical
Ru-O bond length and c-axis lattice parameter are relatively
longer (L) or shorter (S). The S-Pbca structure is associated
with insulating and antiferromagnetic (AFM) behavior, and
the L-Pbca structure with metallic and ferromagnetic (FM)
behavior. Capturing the interplay between structural and elec-
tronic properties is an important challenge for theory.

Previous publications have studied Ca2RuO4 using den-
sity functional theory (DFT) and its “+U” [19,20] and plus
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FIG. 1. Crystal structure of Ca2RuO4 (central portion), with
calcium shown in blue, oxygen in gray, and ruthenium in red. The
primitive vectors �a, �b, and �c are defined using the orthorhombic
convention. Left side: Depiction of the short-bond RuO6 octahedron
occurring in the low-T , ambient-pressure S-Pbca structure (top) with
a depiction of the dominant Ru multiplet term in the local electronic
structure of the insulating state beneath. The dxy orbital (red bar) is
fully occupied and the xz/yz orbitals (blue bars) are half-filled and
in a high-spin state. Right side: Depiction of the long-bond RuO6

octahedron occurring in the high-T or high-P L-Pbca structures
(top), with a depiction of the dominant Ru multiplet term in the
ferromagnetic state beneath. A nearly half-filled, spin-polarized xy
orbital (red bar) with the remaining hole is in a superposition of xz/yz
states (blue bars).

dynamical mean field theory (DFT + DMFT) [21–24] exten-
sions. However, these works primarily focused on ambient
pressure phases and have each presented results from only
one theoretical method. Further, +U methods treat the many-
body physics via a Hartree-type approximation, while DMFT,
which transcends static mean field theory, makes a strong
self-energy locality assumption that may be questioned for
electronically two-dimensional materials such as the ruthen-
ates. For this reason, cross-comparison with another many-
body method, such as AFQMC method considered here, is
invaluable.

The remainder of the paper is organized as follows. In
Sec. II, we outline the model and structural conditions and
adapt them to the AFQMC and DMFT methods. In Sec. III,
we present systematic results regarding the metal-insulator
and magnetic phase transition between the two methodologies
and demonstrate the substantially similar results for the nature
of the electronic and physical properties. We conclude with a
discussion of this work and its potential applications to the
strongly correlated systems in Sec. IV.

II. MODEL AND METHODOLOGY

We downfold the full electronic structure of Ca2RuO4 to a
material-based, three-band Hamiltonian representing the cor-
related frontier orbitals for several different crystal structures
by first using the non-spin-polarized generalized gradient
approximation (GGA) [25–28] to obtain an electronic band
structure. We then extract frontier orbitals near the Fermi-
surface states from the GGA calculations via a maximally
localized Wannier function construction as implemented in
Wannier90 [29,30]. The GGA calculations are performed us-
ing experimentally determined atom positions obtained from

ambient-pressure studies performed at room temperature and
T = 400 K [15,17], as well as room-temperature studies per-
formed at pressures of 1–5 GPa [12]. For simplicity, we denote
the experimentally determined structures as S-295 K for the
structure at 295 K, ambient pressure (S-Pbca symmetry), and
L-5GPa for the structure at 295 K, 5GPa (L-Pbca symmetry).
For all of the other experimentally determined geometries
we study in the paper, we use L-400K for the structure at
400 K, ambient pressure (L-Pbca symmetry); L-1GPa for
the structure at 295 K, 1 GPa (L-Pbca symmetry); and L-
3GPa for the structure at 295 K, 3 GPa (L-Pbca symmetry).
Local Coulomb “U” and “J” interaction terms are then added,
with U = 2.3 eV and J = 0.35 eV, parameters previously
found to produce reliable representations of the properties and
phase diagrams of perovskites including CaRuO3, SrRuO3,
and BaRuO3 [31–33], as well as Sr2RuO4 [34] (see also
Ref. [35] for a direct determination of the Hund’s coupling
from photoemission measurements on Ca2RuO4). The re-
sulting low-energy theory is a three-band Hubbard-Kanamori
Hamiltonian [36,37]:

Ĥ =
∑

i jνν ′σ

tνν ′
i j ĉ†

iνσ ĉ jν ′σ + U
∑

iν

n̂iν↑n̂iν↓

+
∑

i, ν �= ν ′, σσ ′
(U − 2J − Jδσσ ′ )n̂iνσ n̂iν ′σ ′

+ J
∑

i, ν �= ν ′
(ĉ†

iν↑ĉ†
iν ′↓ĉiν↓ĉiν ′↑ + ĉ†

iν↑ĉ†
iν↓ĉiν ′↓ĉiν ′↑). (1)

In the above, ĉ†
iνσ creates an electron with spin σ in Wannier

state ν at lattice site i and n̂iνσ denotes the corresponding
number operator. The index ν labels states derived from the
Ru t2g-symmetry d orbitals (with the appropriate admixture
of oxygen wave functions). The first term in the Hamiltonian
describes the near-Fermi-surface band structure, the second
describes the intraorbital Coulomb repulsion, the third de-
scribes the interorbital Coulomb repulsion, and the last con-
tains the electron pair-hopping and exchange contributions.
The ab initio parameters, tνν ′

i j , are obtained from a Wannier
analysis. (See Ref. [38], Sec. I, for more details about the
one-body matrix and its raw data.) The on-site i = j term is
a 3 × 3 matrix parametrizing the energy splitting between the
different t2g-symmetry d orbitals. In a basis aligned with the
local RuO6 octahedron, ti= j is diagonal, with two degenerate
eigenvalues giving the on-site energy of the dxz/yz orbitals and
a third eigenvalue giving the energy of the dxy orbital. The
crystal-field level splitting, � = εyz − εxy, is generally larger
in the S-Pbca structure than in L-Pbca structures. For exam-
ple, � = 0.23 eV for the ambient-pressure, 295 K S-Pbca
structure, while � = 0.10 eV for the ambient-pressure, 400 K
L-Pbca structure. As pressure is applied, the crystal-field
splitting decreases to � = 0.06 eV for the L-1GPa structure
and even to a negative value of � = −0.02 eV for the L-5GPa
structure. It is important to emphasize that � is a “bare”
parameter, which is small compared to the bandwidths but
whose effects may be strongly enhanced by correlations.

We treat the interactions using the AFQMC and DMFT
methods. Extending the AFQMC methodology, which has
heretofore mainly been applied to variants of the single-
orbital Hubbard model, to the multiband, Hunds metal case
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has been an important challenge. Here, we employ the
methods introduced in Ref. [36] to overcome this challenge. In
AFQMC, one typically studies three-dimensional Lx × Ly ×
Lz supercells. We have found that correlations along z are
typically very weak and therefore set Lz = 1 for most of
the calculations. A 1 × 1 × 1 unit cell contains 4 Ru ions;
the largest cell we study is 4 × 4 × 1, containing 64 Ru ions.
The AFQMC method uses imaginary-time propagation of a
trial wave function to converge to a ground state. Our calcu-
lations use different types of trial wave functions including
free-electron, as well as AFM and FM Hartree-Fock states.
The self-consistent procedure in Ref. [39] is applied to find
the best single-determinant trial wave function. (See Ref. [38],
Sec. II A, for more details about the preparation of our trial
wave functions.)

We solve the three-band model employing the single-shot
(no charge self-consistency) DMFT [22,24,31–33] approxi-
mation, which treats the experimental crystal structure and
uses the hybridization expansion variant of the continuous-
time quantum Monte Carlo (CT-HYB) solver as implemented
in the Toolbox for Research on Interacting Quantum Systems
(TRIQS) library [40,41]. Within our DMFT calculations, the
single-site approximation is made and the orbital basis at
each of the four crystallographically inequivalent Ru sites is
aligned with the local octahedral axes to minimize the sign
problem.

III. RESULTS AND DISCUSSION

We now present our results, beginning with the ambient-
pressure, low-T S-Pbca structure. In this structure, Ca2RuO4

is an antiferromagnetic insulator (AFM-I) with an essentially
fully occupied dxy orbital and half-filled dxz/yz orbitals [22,35].
The half-filled orbitals are in a high-spin configuration and
the Ru sites are antiferromagnetically ordered below a Néel
temperature of approximately 110 K. Our calculations re-
produce the observed insulating, AFM ground state. Our
AFQMC simulations are for finite-sized systems and have
no spontaneous symmetry breaking, but calculations of the
spin-spin correlation function reveal that the spatial extent
of the correlations is at least the size of the computational
system. Our DMFT calculations were conducted at 60 K
and recover a fully polarized AFM state and a very low
imaginary self-energy. The upper panels in Fig. 2 present the
gap to charge excitations computed in both methods. The left
panel shows the many-body density of states computed within
DMFT for the ambient pressure, T = 295 K structure using
maximum-entropy analytical continuation of imaginary-time
quantum Monte Carlo measurements of the Green’s function.
The right panel shows the AFQMC charge gap computed
from the difference of ground-state energies having different
particle numbers: �g = EN−1 + EN−1 − 2EN . The charge gap
was calculated for 2 × 2 × 1, 3 × 3 × 1, and 4 × 4 × 1 su-
percells (note that the 1 × 1 × 1 unit cell was not included in
our extrapolation due to its finite-size effects (See Ref. [38],
Sec. II B, for further details regarding our extrapolations.), and
linear extrapolation was performed with respect to the inverse
of the total number of unit cells in the computational system,
revealing an M → ∞ charge gap that is ∼0.8 eV. This is
larger than the 0.6-eV DMFT charge gap but consistent with
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FIG. 2. Comparison of the charge gap predictions from DMFT
and AFQMC for the L-Pbca and S-Pbca structures. DMFT results
are calculated at 60 K and AFQMC results are calculated at 0 K.
Left: Spectral functions per Ru obtained using DMFT simulations
with analytical continuation for the S-295K structure (a) and L-5GPa
structure (c). Right: Extrapolation of the charge gap to the thermody-
namic limit in AFQMC calculations of the S-295K structure (b) and
L-5GPa structure (d). In (b) and (d), the M on the x axis represents
the number of unit cells used in the AFQMC simulations.

the energy separation between the density-of-states maxima
seen in the DMFT calculations. Within the DMFT calcula-
tions, the physics of the insulating state is evident: from the
orbitally resolved density of states (for details see Ref. [38],
Figs. 3 and 4 and Table III), one sees a fully occupied xy
band and half-occupied xz/yz states with clear upper and
lower Hubbard band structure. The near-quantitative agree-
ment between the two calculations is strong evidence that both
methods correctly represent the insulating AFM state. The
reported experimental optical gap in the AFM phase is of the
order of 0.6–0.7 eV [20].

We next turn to the 5GPa L-Pbca structure, experimentally
known to host a metallic state with a ferromagnetic transition
at temperatures below 10 K [18]. For this structure, both our
DMFT and our AFQMC calculations uncover a ferromagnetic
metal (FM-M). The DMFT Néel temperature of roughly 70 K
is determined by applying a magnetic field H , computing
the resulting magnetization, and plotting the data according
to the Arrott relation, m2 = c1H/m − c2(T − Tc). Note that,
because DMFT neglects spatial fluctuations, it is expected to
overestimate the ordering temperature. In order to determine
the ground state magnetic order in AFQMC, we break the spin
symmetry of the AFQMC trial wave function and compare
the QMC energies of the different symmetry sectors. The
DMFT density of states is shown in the lower-left panel in
Fig. 2 and is clearly metallic. The extrapolated gap based on
the AFQMC calculations is shown in the lower-right panel
and, again, is consistent with a metallic state. We rational-
ize the appearance of the metallic state by noting that the
increased pressure decreases the crystal field splitting, thereby
promoting the transfer of electrons from the dxy to the dxz/yz
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FIG. 3. Comparison of magnetic moment distributions and or-
bital occupancies obtained by DMFT at 60 K and AFQMC at 0 K for
the experimentally acquired L-Pbca L-5GPa structure. (a) Magnetic
moment distributions from DMFT: 60% of the magnetic moment is
in the dxy band. (b) Magnetic moment distributions from AFQMC:
68% of the magnetic moment is in the dxy band. (c) Orbital occupan-
cies from DMFT and AFQMC: the y axis is shifted by an average
density of 4/3. A smaller dxy band occupancy results from a negative
crystal field splitting.

orbitals. The lower panels in Fig. 3 show the deviations of
orbital occupancy from the equal occupancy value of 4

3 for
different structures; the two methods agree very well. The
relatively small changes in crystal field splitting are enhanced
by interaction effects, leading to almost equally occupied
orbitals in the L-Pbca structure and fully occupied dxy orbitals
in the S-Pbca structure.

To further characterize the metallic, magnetic state, we
present in the upper panels in Fig. 3 the orbital content of the
magnetic moments determined from DMFT and AFQMC cal-
culations of the L-Pbca ferromagnetic state. The two methods
agree that, despite the nearly equal occupancies of the three
orbitals, the dominant contribution to the ferromagnetism
comes from the dxy orbital. The enhanced contribution of the
xy orbital to the magnetic moment may arise from the strong
van Hove singularity occurring near the Fermi surface in the
dxy density of states.

The ground-state phase diagram of Ca2RuO4 at various
pressures is depicted in Fig. 4. Both AFQMC and DMFT
find the S-Pbca, S-295K structure to be an AFM-I, consistent
with experimental findings [15,17]. Both methods also find
all of the L-Pbca structures studied, including the L-400K,
L-1GPa, L-3GPa, and L-5GPa structures, to possess a metallic
ground state and the L-5GPa structure to be in the FM-M state.
However, AFQMC and DMFT predict different magnetic
properties for many of the L-Pbca structures. For the L-400K,
L-1GPa, and L-3GPa structures, AFQMC finds an FM-M
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FIG. 4. (a) Phase diagram of Ca2RuO4 for different lattice struc-
tures. Both DMFT and AFQMC predict the S-295K structure to
be an AFM-I and the L-5GPa structure to be an FM-M. At in-
termediate pressures, both DMFT and AFQMC find Ca2RuO4 to
be a metal, but AFQMC predicts an FM-M state, while DMFT
predicts a paramagnetic metal (PM-M) state (based on the range of
temperatures we could access). (b) The red line depicts the ground-
state magnetic moments obtained using AFQMC as a function of
the pressure. The green line is a guide for the eye that denotes
the critical temperature obtained as a function of the pressure with
DMFT. Pressures at which there is no FM order are depicted
as having negative critical temperatures. Note that the structure
at P = 6 GPa shown in (b) is obtained by linear extrapolation
of experimentally determined atom positions at P = 1 GPa and
P = 3 GPa. (See Ref. [38], Sec. III B, for details regarding the
interpolations).

state, while DMFT finds a PM-M state. Note, however, that
this conclusion relies on an extrapolation from the lowest
temperature that we could study (60 K). It will be interesting
in the future to reconsider this extrapolation as improved
DMFT solvers [42] able to reach much lower temperatures
become available. Interestingly, Ca2RuO4 was found to be
in a mixed AFM-FM state at pressures of less than 3 GPa
[43]. For pressures above 5 GPa, experiments find FM order,
but the critical temperature exhibits a nonmonotonic behavior
with pressure and peaks between 3 and 5 GPa in experiments
[18]. We plot the critical temperature from DMFT (obtained
from Arrott plots; see Ref. [38], Sec. III C, for details.) as a
function of the pressure in Fig. 4(b). A dome-shaped curve
of critical temperature vs pressure is observed, with a peak
around 5 GPa. We depict the critical temperature as being
negative when DMFT does not recover an FM state. While
the AFQMC ground state is always ferromagnetic, magnetic
moments also exhibit a nonmonotonic behavior, which in-
dicates that FM order is favored at intermediate pressures.
The maximum critical temperature indicated by the magnetic
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moment is shifted to lower pressures in AFQMC, with its peak
instead occurring around 3 GPa.

IV. SUMMARY

In summary, we have employed two state-of-the-art elec-
tronic structure methods—a new implementation of AFQMC
suitable for multiorbital and Hunds-coupled models, and
DMFT—to study Ca2RuO4’s phase diagram and physical
properties as a function of the pressure. Our calculations are
based on a model Hamiltonian with bare electronic parameters
taken from Wannier fits to density functional calculations
for different experimentally reported structures. We find that
the two theoretical methods yield substantially similar results
for the nature of the electronic state (metal vs insulating)
and basic electronic properties including gaps and the orbital
content of magnetic moments. As noted in previous work
[21–24,35], the key to the physics is the enhancement, by
interactions, of structurally induced differences in the on-
site splitting between the different electronic states, which,
although small in comparison to the overall bandwidths,
drive substantial differences in the occupancies of its t2g

orbitals.
The agreement between methods, occurring despite their

very different approximations and sources of errors, adds
confidence both to the methods and to the emerging phys-
ical picture. The most significant discrepancy between the
methods is the different magnetic phase diagram for the high-
pressure phases of Ca2RuO4’s magnetic ordering between 1
and 5 GPa. The two methods agree on the qualitative features
including the presence of a dome of magnetization, with the
strongest magnetic state occurring at an intermediate pressure,
but disagree on the exact range of pressures where magnetism
is observed and on the pressure that maximizes the tendency
toward magnetism. The difference may be due to intersite ef-
fects requiring a cluster dynamical mean field treatment in this
quasi-two-dimensional system, limitations in extrapolating
DMFT results down to very low temperatures (calling for the
development of improved solvers), or bias in AFQMC from

the choice of initial wave function or the constrained path
approximation.

Our work suggests several interesting extensions. The
methodology employed here is directly applicable to
Ca2−xSrxRuO4 materials, strontium-doped versions of
Ca2RuO4 that interpolate between the AFM-I Ca2RuO4

studied here and metallic and superconducting Sr2RuO4

[8]. Past works have shown that increasing x is analogous
to increasing the temperature or pressure in this work,
leading to the evolution of a metal for large values of x
[17,44]. Nevertheless, Ca2−xSrxRuO4 exhibits a number of
yet-to-be-explained exotic phases, including a metamagnetic
phase that emerges for 0.2 < x < 0.5 [44]. Beyond these
specific applications, the methodologies employed here are
ripe for application to the many 4d- and 5d-transition metal
oxides whose complex interplay of spin-orbit coupling,
exchange, and crystal field effects have and continue to reveal
unexpected physics. Most importantly, despite their algorith-
mic limitations, our new multiband AFQMC methodology
and DMFT predict similar insulating and magnetic orders
over wide swaths of Ca2RuO4’s phase diagram, differing
only in their predictions of Ca2RuO4’s magnetic ordering for
L-Pbca structures at moderate pressures.
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