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Magneto-optical absorption in silicene and germanene induced by electric and Zeeman fields
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We study the optical absorption properties of silicene and germanene in the presence of the perpendicular
magnetic and electric fields. Their low-energy Landau level (LL) spectra are controllable by an external electric
field, where the spin- and valley-degeneracy of the LLs are strongly influenced by the electric and Zeeman fields.
The electric field has removed spin-degeneracy at a given valley. Analytical expressions for the magneto-optical
absorption coefficient (MOAC) are expressed in the presence of the interaction between carriers and random im-
purities and the intrinsic phonons including the spin and valley effects. The results evaluated for the topological
insulator and valley-spin-polarized metal phases showed that when the electric field is included, the MOAC peaks
are separated for opposite spin cases where the splitting in germanene is stronger than that in silicene. The peak’s
intensity caused by the carrier-photon-impurity scattering is the highest, the next is the carrier-photon scattering,
while the carrier-photon-phonon scattering shows the lowest in both materials. Among the different phonon
modes, the out-of-plane (ZA) mode in silicene dominates the others, being attributed to its buckled atomic
structure, which does not exist in graphene. When the ZA mode is taken into account, the estimated resultant
mobility from the full-width at half-maximum is significantly supported by the experimental result in silicene.

DOI: 10.1103/PhysRevB.101.205408

I. INTRODUCTION

Besides graphene [1], one of the most widely studied two-
dimensional (2D) materials, recently silicene and germanene,
the other 2D group-IV materials, have also attracted great
interest for their extraordinary properties [2,3]. Silicene and
germanene have been reported not to exist in the planar geom-
etry but in the low-buckled honeycomb structures, which have
been verified by experimental observations [4,5]. Although
they have low-buckled structures, silicene and germanene
have the same physical properties as graphene, such as the
linear band dispersion at K and K ′ points, attributing an im-
portant feature that their charge carriers have the characteristic
of massless Dirac fermions, just like graphene. Moreover, in
comparison to graphene, the opening of a band gap in silicene
is more convenient by applying an external electric field
[6]. Besides, the spin-orbit coupling (SOC) in silicene and
germanene is also bigger in comparison to that in graphene.
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†sskubakaddi@gmail.com
‡Corresponding author: hvphuc@dthu.edu.vn

Therefore, the spin Hall effect in these two novel materials is
stronger than that in graphene [7–9]. Another important char-
acteristic of silicene comes from its buckled structure, which
allows us to control its properties by an electric field [10],
exchange field [11], or the circular polarized radiation [12].
These properties make silicene and germanene promising for
wide applications, especially in the silicon-based electronics
technology [13].

Spintronics and valleytronics have been playing increas-
ingly important roles and considered as the keys of the new
period of the electronics technology [9]. The spin- and valley-
polarized transport have been proved to be the most vital
properties of the 2D materials and have been of significant
interest and studied widely [14–18]. When studying the elec-
tron transport through the barriers in monolayer WSe2, Tahir
et al. [16] found that the spin splitting is essential to the
valley-polarized transport. Besides, the spin-polarized current
is easily controlled by the spin and valley Zeeman terms in
this material. The spin-orbit interactions and spin and valley
filtering have been also demonstrated to significantly affect
the transport gap [14] and spin- and valley-Hall conduc-
tivities [15] in monolayer MoS2. Yuan et al. [17] studied
the dependence of electron transport on the spin and valley
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polarization in monolayer MoS2. Their results showed that
the spin- and valley-dependent line-type peaks occur for large
incident angles, and can be adjusted by the exchange field as
well as structural parameters. The orientation of circularly po-
larized light has been also demonstrated to be able to control
the valley-dependent transmission in monolayer WSe2 [18].
Further, the spin- and valley-polarized transport properties of
silicene and germanene have been of interest to study exten-
sively [19–23]. A fully spin- and valley-polarized current has
been found to oscillate with the length of the ferromagnetic
silicene [19], to be controlled by an electric field [20], and to
be achieved for sufficiently large electric or exchange fields
[21]. When a gate voltage U is taken into account, it can be
used to control the spin and valley polarizations in a silicon
junction system by changing its polarity [22]. By studying the
intrinsic spin and valley Hall effects, Tabert and Nicol [23]
showed that it is suitable to use the incident light to control
the Hall conductivity in silicene and germanene.

The magneto-optical absorption is one of the important
properties studied in the literature in bulk semiconductors
[24], low-dimensional systems [25–27], and more recently in
monolayers of graphene [28] and transition-metal dichalco-
genides (TMDCs) [29–31]. In this phenomenon, in quantizing
magnetic field, optical absorption takes place by absorbing a
photon and making inter-Landau level transition with/without
the assistance of impurity or phonons scattering. The energy
levels of the TMDCs are governed by the product of the valley
index, τ , and the spin index, s, i.e., depending on the product
sτ . This means that the bands of K and K ′ valleys can be
corresponded by interchanging the spin directions. Therefore,
the four transitions in monolayer TMDCs could be divided
into two pairs, K↑ (K ′↓) and K↓ (K ′↑) because of their
spin-valley coupling. Although rigorous study of the valley
and spin-polarized transport [19–23] and electrical transport
[32–36] properties are underway in silicene and in germanene
[37], the MOAC has been not addressed in these materials yet.
It is expected that the MOAC in these materials to be fairly
different from that in TMDCs due to different band structure.

In this paper, we study the magneto-optical absorption
in silicene and germanene in quantizing magnetic field. We
derive and discuss their Landau levels (LLs) structure in
the presence and absence of electric and Zeeman fields.
The magneto-optical absorption coefficients (MOACs) are
evaluated for three values of electric field including the
interaction between the carriers and impurities [38,39] and
phonons [40–43]. The impurity scattering is considered in
the short-ranged potential case [44] and is demonstrated to
play a substantial role, especially in the low-temperature
regime. As for the phonon scattering, all three acoustic [out-
of-plane (ZA), transverse (TA), and longitudinal (LA)] and
optical (ZO, TO, LO) phonon modes of silicene [32,42,45]
are included and discussed meticulously, making the present
work’s results much more fulfilled than our previous works
[29,31]. The full-width at half-maximum (FWHM) of the
resonant peaks is obtained by the computational method and
discussed in detail. When the ZA mode is taken into account,
the predicted resultant mobility in silicene, which is obtained
from the FWHM data, has been found to reduce from 1218
to 285.8 cm2/(V s), which is in agreement with experimental
observation at T = 300 K in silicene.

The paper is organized as follows. In Sec. II we present the
basic information including the eigenfunctions and eigenval-
ues and the interaction mechanisms. In Sec. III we present
the analytical results for the MOAC expressions in both
two- and three-particle scatterings. The numerical results are
presented in Sec. IV. Finally, our conclusions and summary
are presented in Sec. V.

II. BASIC FORMULATION

We consider a silicene/germanene sheet oriented in the
(xy) plane with a magnetic field B = (0, 0, B) applied to
the system. Including the Zeeman field, Mz = gμBB/2 with
g = 4 and μB = eh̄/2m0 being the electron spin factor and
Bohr magneton [46], respectively, to the effective low-energy
Hamiltonian for carriers of Ref. [39], we have

He = vF (τσxπx + σyπy) − (τ sλSO − �z )σz + sMz. (1)

Here, vF presents the Fermi velocity, τ = ±1 is the valley
index, the terms σx, σy, σz are the Pauli matrices, λSO is the
strength of SOC, �z = edEz, with Ez being the perpendicular
applied electric field, and 2d being the vertical distance be-
tween the two sublattices. For visual understanding of silicene
structure, the readers are referred to Fig. 1 of Ref. [39]
for more detail. Furthermore, π = p + eA is the momentum
operator with the vector potential A = (0, Bx, 0), s = ±1 is
the spin index. It is noted that there is also a Rashba SOC in-
teraction [9,11,47], however, it is typically neglected because
of its small magnitude. Note that the effective Hamiltonian
Eq. (1) has the same form of that in TMDCs systems [31]
because both TMDCs and silicene as well as germanene are
the 2D systems. The main differences between them come
from the energy gap and the SOC terms. While in TMDCs
the large natural band gap is the cause of their large energy
gap term (for example, � = 0.83 eV in MoS2, see Table I of
Ref. [31]), there is a complete lack of this term, i.e., � = 0, in
silicene and germanene as shown in Eq. (1).

The wave functions corresponding to Eq. (1) can be
expressed in the form ψ (r, ky) = eikyyψ (x)/

√
Ly while the

eigenvalues are

Eξ = E τ,p
n,s = p

[
n(h̄ωc)2 + (

�z
τ,s

)2]1/2 + sMz. (2)

Here the electronic state is presented through the quantum
numbers as |ξ 〉 = |n, s, τ, p, ky〉, p = ±1 is the band index
for conduction and valence bands, n (n � 1) is the Landau
level index, �z

τ,s = −τ sλSO + �z, and ωc = vF

√
2/αc is the

cyclotron frequency with the magnetic length αc = (h̄/eB)1/2.
The associated eigenfunctions are

ψ+1,p
n,s (x) =

(
C+1,p

n,s φn−1(x − x0)

D+1,p
n,s φn(x − x0)

)
, (3)

ψ−1,p
n,s (x) =

(
−C−1,p

n,s φn(x − x0)

D−1,p
n,s φn−1(x − x0)

)
, (4)

where Cτ,p
n,s and Dτ,p

n,s are the normalization constants. Further-
more, φn(x − x0) are the harmonic oscillator wave functions
centered at x0 = α2

c ky. The eigenvalues for n = 0 are

E τ
0,s = −τ sλSO + �z + sMz. (5)
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FIG. 1. The LLs of silicene [the left panels: (a), (c), (e), (g)] and
germanene [the right panels: (b), (d), (f), (h)] versus the magnetic
field.

Unlike the case of n �= 0, where each value of LL index, n,
includes two values of p corresponding to electrons (p > 0)
and holes (p < 0), the lowest 0LL is for both electrons and
holes with the shared eigenfunctions ψ+1

0,s = (0, φ0)Tr and
ψ−1

0,s = (φ0, 0)Tr , where Tr refers to the transpose operator.
Depending on the value of the ratio �z/λSO the system is

referred to three different phases: if �z/λSO < 1 the system
shows topological insulator (TI) phase, �z/λSO = 1 is for the
valley-spin-polarized metal (VSPM) phase, and �z/λSO > 1
the system is referred to as the band insulator (BI) phase,
respectively [46]. In Fig. 1, we show the magnetic field-
dependent LLs of silicene and germanene in both with (VSPM
phase) and without (TI phase) electric and Zeeman fields us-
ing parameters in Table I. For (i) �z = Mz = 0 [see Figs. 1(a)
and 1(b)], all LLs with n �= 0 in both silicene and germanene
are quadruple spin and valley degenerate, while the lowest
LLs n = 0 are twice degenerate and are independent of mag-
netic field. The LLs for the conduction (p = +1) and valence
(p = −1) bands are symmetrical through the centerline (E =
0). With the stronger SOC, the spin splitting in germanene
is larger in comparison to that in silicene. For (ii) �z = λSO

TABLE I. List of material parameters. Values of a (Å), vF (×105

m/s), and λSO (meV) are taken from Ref. [48], d (Å) is taken from
Ref. [11], me (in units of m0) is taken from Refs. [49,50], and the
relative dielectric constant ε is taken from Refs. [39,51].

a vF d λSO me ε

Silicene 3.86 5.42 0.23 3.9 0.26 4.0
Germanene 4.02 5.24 0.33 43.0 0.12 2.4

and Mz = 0 [see Figs. 1(c) and 1(d)], each LL is twice spin
degenerate with K↑ = K ′↓ and K↓ = K ′↑. Furthermore, the
LLs spectrum for the spin-up of K valley (K↑) and the spin-
down of K ′ valley (K ′↓) in both silicene and germanene are
like those of the pristine graphene monolayer. This is because
the value of electric field Ez = λSO/ed canceled the SOC
terms for K↑ and K ′↓. The results will be for K↓ and K ′↑ if
the direction of Ez is reversed, being in agreement with those
reported in unmodulated silicene [39]. For (iii) �z = 0 and
Mz �= 0 shown in Figs. 1(e) and 1(f), the LLs (except for n =
0) are twice valley degenerate, i.e., K↑ = K ′↑ and K↓ = K ′↓.
Due to the Zeeman field effect, each of the LLs, in this case,
is separated into two levels for spin-up and spin-down. For
(iv) the case of �z = λSO and Mz �= 0 shown in Figs. 1(g)
and 1(h), the results obtained here are the combination of the
results of the second and the third cases: the electric field
cancels the SOC terms and the Zeeman term separates the
LLs due to spin-up and spin-down. In this case, the LLs are
separated and are nondegenerate. This means that the electric
field has broken the spin degeneracy at the given valley. Note
that, at this critical electric field value (�z = λSO), the 0LL at
each valley rolls into the Dirac point, which refers to a new
type of metal phase called the VSPM phase [11,46].

Now, with the propagation of an electromagnetic field (or
radiation) polarized in the plane of the layer and assuming
carriers to interact with the random impurities and phonons,
the total Hamiltonian is

H = He + Hph + Hept + Hei + Hep, (6)

where Hept = (−e/me)(π · A) is the electron-photon interac-
tion energy. The phononic part of Hamiltonian in Eq. (6) is

Hph =
∑
q,ν

h̄ωq,νb†q,νbq,ν , (7)

where b†q,ν and bq,ν are the creation and annihilation operators
of phonon, respectively, and h̄ωq,ν is the phonon energy. The
interaction parts of Hamiltonian (6), between carriers with
impurities and phonons, are given as follows [52]:

Hei =
∑
q,a

∑
ξ,ξ ′

U (q)Jξ,ξ ′ (q)eiq(r−ra )c†ξ cξ ′ , (8)

Hep =
∑
q,ν

∑
ξ,ξ ′

gν
qJξ,ξ ′ (q)eiqrc†ξ cξ ′ (b†−q,ν + bq,ν ). (9)

Here, U (q) and gν
q are the scattering potentials between car-

riers and impurity and the carrier-phonon coupling matrix,
respectively. The term ra is the position of impurity. The
notation c†ξ (cξ ′ ) is the carrier creation (annihilation) operator,
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and the form factor is

Jξ,ξ ′ (q) =
∫ +∞

−∞
eiqxxdx

[
ψ

τ ′,p′
n′,s′ (x)

]†
ψτ,p

n,s (x), (10)

which has the same form as Eq. (A1) of Ref. [31], but with the
eigenfunctions shown in Eqs. (3) and (4).

III. MAGNETO-OPTICAL RESPONSE

This section is devoted to introduce the general formalism
to evaluate the magneto-optical absorption coefficients in both
cases: with and without the scattering between carriers and
impurities and/or phonons. Here, we only study the undoped
silicene and germanene, where the Fermi level locates at the
zero level. This means that only optical interband transitions
from the valence (v) to the conduction bands (c) can occur
while the intraband transitions are forbidden.

A. Two-particle scattering case

When the scattering between carriers and impurities
and/or phonons is not taken into account we have the two-
particle scattering case, i.e., we only study the interaction
between the carrier and photon. In this case, the MOAC can
be given as follows [53]:

K0(�) = 2π�

cε0V0

∑
c,v

∑
ky,k′

y

∣∣M0
cv

∣∣2
δ(Ec − Ev − h̄�), (11)

where we have used MKS units instead of the CGS-units
as done in the Ref. [53]. In Eq. (11), ε0 is the vacuum
permittivity, � is the incident photon frequency, c is the light
speed, V0 is the sample volume, Ec (Ev ) is the energy shown
in Eq. (2) for the conduction (valence) band. The optical
transition matrix element is

M0
cv = eh̄

me

〈c; k′
y|px|v; ky〉

Ec − Ev

= eh̄

me

Bc,v

Ec,v
δk′

y,ky , (12)

with e being the electron charge, Bc,v = 〈c|px|v〉 is the dipole
moment with px = −ih̄∂/∂x being the carrier momentum
operator in the x direction, and Ec,v = Ec − Ev denotes the
LLs separation between conduction and valence bands.

To evaluate the sum over ky, we use the following prescrip-

tion
∑

ky
→ (Ly/2π )

∫ Lx/2α2
c

−Lz/2α2
c

dky = A/2πα2
c with A = LxLy

being the sample area. Inserting Eq. (12) into Eq. (11) we have

K0(�) = 2π h̄αS

m2
e�dα2

c

∑
c,v

|〈c|px|v〉|2δ(Ec,v − h̄�), (13)

where αS = e2/4πε0 h̄c is the Sommerfeld’s fine structure
constant. Using Eqs. (3) and (4), the expression for the dipole
moment, Bc,v = 〈c|px|v〉, is expressed as follows:

Bc,v = ih̄

αc

√
2

(
Cτ ′,+1

n′,s′ Cτ,−1
n,s + Dτ ′,+1

n′,s′ Dτ,−1
n,s

)
× (

√
n + 1δn′,n+1 − √

nδn′,n−1)δs,s′δky,k′
y
, (14)

where the relation |τ |2 = |τ ′|2 = 1 is used. Finally, using the
Lorentzian representation of the delta function, i.e., δ(x) →
(γ /π )(γ 2 + x2) with γ ∝ √

B (meV), the absorption coeffi-
cient in Eq. (13) can be evaluated.

B. Three-particle scattering case

When the interaction between carriers and impurities
and/or phonons is taken into account we have the case
of the interaction of three particles (carrier, photon, and
impurity/phonon), and the MOAC can be evaluated as follows
[54–56]:

Kη(�) =
√

ε

N�c

∑
c,v

∑
ky,k′

y

Wη,±
c,v fv (1 − fc). (15)

Here, the index η refers to im or ν for impurity and/or
phonon scatterings, respectively. The term ε is the dielectric
constant, N� is the number of incident photons of energy h̄�,
and fv (c) is the carrier distribution function at the valence
(conduction) band. The term (1 − fc) implies that the final
states at the conduction band are unoccupied. The transition
matrix element is [57,58]

Wη,±
c,v = 2π

h̄3�2

∑
i,k′′

y

∑
q

∞∑
k=1

∣∣Mη,±
c,i

∣∣2∣∣Mpt
i,v

∣∣2

× (α0q)2k

(k!)222k
δ
(
Ec − Ev ± h̄ωη

q − kh̄�
)
, (16)

where the +(−) sign corresponds to the phonon emission
(absorption) process. The quantity h̄ω

η
q is equal to zero for

impurity and/or h̄ων
q for phonon scattering, respectively, k

is the number of absorbed photons, and α0 = 7 nm refers
to the dressing parameter [29]. For the physical meaning
of the transition matrix element, the readers are referred to
Ref. [31] for further details, where we have redenoted the
initial, intermediate, and final states as |α〉 ≡ |v; ky〉, |α′′〉 ≡
|i; k′′

y 〉, and |α′〉 ≡ |c; k′
y〉, respectively. In Eq. (16), Mη,±

c,i and
Mpt

i,v describe the two separation parts of the interactions:
carrier-impurity/phonon and carrier-photon, respectively. The
former is∣∣Mη,±

c,i

∣∣2 = Nη,±
q

∣∣gη
q

∣∣2
cos2

(
θ

2

)
|Jc,i(q)|2δs′,s′′δk′′

y ,k′
y∓qy .

(17)

Here, the quantity Nη,±
q is Ni for the impurity scattering, with

Ni = 1 × 109 cm−2 being the impurity density [39], and is
Nν,±

q for the phonon scattering, with Nν,±
q = Nν

q + 1/2 ± 1/2
(Nν

q is the phonon distribution function), and θ denotes the
scattering angle. Furthermore, the term gη

q stands for U (q) for
impurity and/or gν

q for phonon interactions, respectively. The
form factor Jc,i(q) is shown in Eq. (10), where the symbol c (i)
stands for the final (intermediate) state ξ ′ (ξ ′′).

In Eq. (16), the carrier-photon interaction part is given by
[55,59]

Mpt
i,v = − eh̄

me

(
2πN�

εV0 h̄�

)1/2

Bi,v, (18)

where Bi,v = 〈i|px|v〉 is the dipole moment for the valence
and intermediate bands.

1. Carrier-photon-impurity scattering

For the carrier-photon-impurity scattering, we have h̄ω
η
q =

0 and gη
q = U (q), where the intravalley scattering potential is
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[38,39]

U (q) = U0

(q2 + q2
0 )1/2

. (19)

Here U0 = e2/(2Aε0ε) and q0 = e2√ne/
√

πε0εh̄vF is the
screening wave vector [44]. For the carrier density of ne =
3 × 1012 cm−2 [43] we attain q0 = 1.24 × 109 m−1 in sil-
icene and q0 = 2.13 × 109 m−1 in germanene, respectively.
Therefore, in the short-ranged potential case, it is suitable to
use the following reduced expression U (q) ≈ U0/q0, which
is the result of the relation q � q0. Using these formulas
in Eq. (15), the MOAC expression for the carrier-photon-
impurity scattering is found

Kim(�) = 4NiU 2
0

q2
0α

4
c

∑
c,v,i

Fc,v,i

{
G (1)

c,i δ(Ec,v − h̄�)

+ α2
0

8α2
c

G (2)
c,i δ(Ec,v − 2h̄�)

}
, (20)

where the sum over k in Eq. (16) is taken from 1 to 2 for the
one- and two-photon absorption processes, and

Fc,v,i = Ae2α2
0

16cm2
e

√
εh̄2�3dα2

c

|Bi,v|2 fv (1 − fc). (21)

Here, the dipole moment Bi,v is calculated as the same form as
Eq. (14) but with c state replaced by i state. The dimensionless
integral G (k)

c,i in Eq. (20) is defined as

G (k)
c,i =

∫ ∞

0
uk|Jc,i(u)|2du, u = α2

c q2/2, (22)

which would be analytically evaluated by using Eqs. (A1)–
(A4) of Ref. [60]. The Dirac functions in Eq. (20) are ap-
proximated by the Lorentzians of width �im

c,v , where (�im
c,v )2 =

(AU 2
0 /2πq2

0α
2
c )G (0)

c,vδs,s′ is obtained using the collision-
broadening model [61]. Here, G (0)

c,v is given in Eq. (22) for
k = 0 and the i state is replaced by the v state. This clearly
indicates that the Lorentz width, �im

c,v , is proportional to
(B/ne)1/2, which looks identical to that of the LL broadening
in graphene [62].

2. Carrier-photon-phonon scattering

For the carrier-photon-phonon scattering, we have h̄ω
η
q =

h̄ων
q and gη

q = gν
q. The deformation potential theory of

electron-phonon coupling in buckled silicene and germanene
is discussed in Refs. [32,36,41]. According to that, the
coupling matrix element, for the deformation potential, is
given by

∣∣gν
q

∣∣2 = h̄

2Aρωλ
q,ν

∣∣Dλ
q,ν

∣∣2
, (23)

where ρ = 7.2 × 10−7 (1.6 × 10−6) kg/m2 is the mass den-
sity of silicene (germanene) [42]. Furthermore, the electron-
phonon coupling strength can be expressed in the first order
Dλ

q,ac = Dλ
1q for the acoustic phonon (ν = ac) or in the zeroth

order Dλ
q,op = Dλ

0 for the optical phonon (ν = op), respec-
tively. Here, the phonon mode indices λ refer to ZA, TA, LA,
or ZO, TO, and LO.

For the acoustic phonon interaction, the LA and TA
branches of silicene and germanene are linear while the out-
of-plane (ZA) branch is nonlinear in the vicinity of � point
[40,42]. However, in a previous work, Kuang et al. observed
that even the ZA branch of group-IV buckled monolayers is
also the linear dispersion [63]. Therefore, in this work, we
assume a simple linear frequency dispersion model, ωλ

q,ac =
vλ

s q, for all three acoustic modes. Here, vλ
s is the sound

velocity. Then, the MOAC in Eq. (15) will turn out to be

Kac(�) = 2kBT D2
1

V0ρv2
s α

4
c

∑
c,v,i

Fc,v,i

{
G (1)

c,i δ(Ec,v − h̄�)

+ α2
0

8α2
c

G (2)
c,i δ(Ec,v − 2h̄�)

}
, (24)

where the phonon energy in the arguments of Dirac functions
is neglected due to its much smaller values in comparison to
Ec,v , kBT is the thermal energy, the dimensionless integrals
G (1,2)

c,i are defined in Eq. (22) for k = 1, 2. The corresponding
Lorentz width is (�ac

c,v )2 = (D2
1kBT/4πρv2

s α
2
c )G (0)

c,vδs,s′ .
The MOAC expression for the optical phonon interaction

is found as follows:

Kop(�) = h̄D2
0

V0ρωopα4
c

∑
c,v,i

Fc,v,i(P1 + P2), (25)

where we have used the dispersionless frequency, ω
op
q = ωop,

and

P1 = G (1)
c,i

[
Nop,−

q δ
(
X op,−

1

) + Nop,+
q δ

(
X op,+

1

)]
, (26)

P1 = α2
0

8α2
c

G (2)
c,i

[
Nop,−

q δ
(
X op,−

2

) + Nop,+
q δ

(
X op,+

2

)]
, (27)

with Nop,±
q = Nop

q + 1/2 ± 1/2, in which Nop
q is the Bose

distribution function for optical phonon. The arguments of δ

functions are

X op,±
k = Ec,v ± h̄ωop − kh̄�. (28)

Finally, the Lorentz width for optical phonon scattering is
(�±,op

c,v )2 = (h̄D2
0/4πρωopα

2
c )G (0)

c,vNop,±
q δs,s′ , which is depen-

dent on the LLs.

IV. RESULTS AND DISCUSSION

A. Two-particle scattering case

In Fig. 2, the photon energy dependence of the valley
and spin breakdown parts and the total MOAC are depicted
in silicene and germanene for three cases of electric fields:
�z = 0, 0.5λSO, and λSO, with Mz �= 0. While �z = 0 stands
for the case of without electric field, the latter are chosen to
present the two special phases of silicene and germanene: the
case of �z = 0.5λSO refers to the TI phase while the case of
�z = λSO is for the VSPM phase [46]. The momentum matrix
element in Eq. (14) guarantees that the optical transitions
satisfy the selection rule of n′ = n ± 1, which has been ob-
served in silicene [64] and also in other 2D materials such as
graphene [65], topological insulator [66], phosphorene [67],
and the TMDCs [68,69]. In Fig. 2, the main peaks are due
to the transitions between the 0LL and the 1LL. The values
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FIG. 2. The valley and spin breakdown parts and the total MOAC
as a function of photon energy, in (a), (c), (e) silicene and (b), (d), (f)
germanene at the field B = 2 T, γ = √

B (meV), and Mz �= 0.

of the peak intensities are largest at the transition from the
0LL and then reduce when n increases due to the quantity
(
√

n + 1 − √
n) as depicted in Eq. (14) of the momentum

matrix element. In the absence of electric field [see Figs. 2(a)
and 2(b)], although there is a separation between LLs due
to spins up and down in each valley K and K ′ as shown in
Figs. 1(e) and 1(f), the LL spacings due to spins up and down
in the given valley are equal. Consequently, the absorption
peaks due to all four valley and spin breakdown transition
parts are in the same position, leading to the enhancement of
the total MOAC. In the presence of electric field shown in
Figs. 2(c) and 2(d) for the TI phase and Figs. 2(e) and 2(f)
for the VSPM phase, each absorption peak in the previous
case is split into two due to the Zeeman effect. The separation
between the two peaks would be larger when the �z increases.
This can be explained from the influence of the electric field
on the LLs spectrum as follows: With the increase of �z the
bandgap in K↑ and K ′↓ cases are reduced while those in
K↓ and K ′↑ are enhanced. Therefore, when the �z increase,
the peaks due to K↑ (K ′↓) are shifted to the lower-energy
region (the left-hand side) while the peaks due to K↓ (K ′↑)
are shifted to higher-energy region (also see Fig. 3 for more
clarity). Since the separation of the peaks is proportional to
the �z, these terms in the TI phase are smaller than those in
the VSPM phase in both silicene and germanene. This reveals
that the spin and valley effects in the TI phase are weaker
than that in the VSPM phase. Besides, because of its stronger
SOC strength, the separation of the peaks in germanene is
larger than in silicene. This also shows that the spin and valley
effects in germanene are much stronger in comparison to those
in silicene.

In Fig. 3, we show the total MOAC caused by the main
transitions (the peaks due to transitions including the 0LL) as
a function of h̄� for three values of B in three cases: �z = 0,

FIG. 3. The photon energy-dependent MOAC due to the main
transition for different values of B and �z in (a), (c), (e) silicene and
(b), (d), (f) germanene. The results are evaluated for γ = √

B (meV)
and Mz �= 0.

0.5λSO, and λSO. The values of absorbed photon energies are
determined from the selection rule

h̄� = ∣∣E τ,p
1,s − E τ

0,s

∣∣. (29)

For �z = λSO [Fig. 3(e) and 3(f)], to each value of the
field B = 1, 2, 3 T the corresponding peak positions for K↑
(and also for K ′↓), for example, are h̄� = 19.68, 27.83,
and 34.08 meV (19.02, 26.90, and 32.95 meV) in silicene
(germanene), respectively. The corresponding peak positions
for K↓ (and also for K ′↑) in silicene (germanene) are
h̄� = 28.97, 36.70, and 42.76 meV (174.08, 176.11, and
178.10 meV). It is clear that when the magnetic field in-
creases, the MOAC displays a blue shift in its position and
an enhancement in its intensity. This result is general and has
been also observed in other 2D systems such as graphene
[28,60,70,71], silicene [46], and monolayer MoS2 [29]. The
blue shift is the consequence of the increase of LLs spacing
while the increase of the peak intensity is the result of the
reduction of the magnetic length αc with an increase of B.
One can see from Eq. (13) that the MOAC is proportional to
α−5

c ∼ B5/2. Therefore, with the increasing field, the MOAC’s
intensity increases rapidly by the law of B5/2 as observed in
Fig. 3. Besides, the very similar behavior of the absorption
spectrum in silicene and germanene is the consequence of
their graphenelike LL spectra under the influence of an elec-
tric field. It is noted that this result only shows up in the K↑
and K ′↓ cases at �z = λSO because the electric field cancels
the SOC term only in these cases. The slightly small values
of the absorbed photon energies in germanene in comparison
to those in silicene is explained by the slightly small value
of the Fermi velocity in germanene in comparison to that in
silicene. Because, in these cases, we have the product τ s = 1,
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FIG. 4. The MOAC due to impurity-scattering in (a), (c), (e)
silicene and (b), (d), (f) germanene as a function of photon energy
at B = 2 T, T = 4 K, and Mz �= 0.

therefore, �z
τ,s = 0, the graphenelike LL spectra of silicene

and germanene are reduced to E τ,p
1,s = ph̄ωc + sMz and E τ

0,s =
sMz, which result in |E τ,p

1,s − E τ
0,s| = h̄ωc = vF (2eB/h̄)1/2, be-

ing proportional to the Fermi velocity.

B. Three-particle scattering case

1. Carrier-photon-impurity scattering

Figure 4 depicts the MOAC due to impurity scattering as
a function of h̄� in Figs. 4(a), 4(c) silicene and 4(b), 4(d)
germanene. The results are evaluated for the valley and spin
breakdown parts as well as the total MOAC for three cases
of electric field: �z = 0, 0.5λSO, and λSO. Similar to the case
of two-particle scattering (see Fig. 2), here we also observe a
series of peaks in which the highest (main) peak is generated
by the transition between the 0LL and the 1LL. The other
peaks come from the transitions between the higher-order
LLs, whose peak values gradually reduce with increasing n.
In the absence of the electric field [see Figs. 4(a) and 4(b)],
the peak positions due to four valley and spin breakdown
parts coincide but the peak intensities are different. The peak
intensities of the K↓ (K ′↑) are slightly smaller than those of
the K↑ (K ′↓) in both silicene and germanene. Besides, with
its larger SOC, the band gap of germanene is bigger than that
of silicene [see Figs. 1(e) and 1(f)]. Therefore, the absorbed
photon energies in germanene are bigger than those in silicene
as shown in Figs. 4(a) and 4(b), where MOACs peaks in
germanene appear in the higher regime in comparison to those
in silicene. When an electric field is taken into account shown
in Figs. 4(c) and 4(d) for the TI phase and in Figs. 4(e) and
4(f) for the VSPM phase, the absorption peaks are separated
into two opposite directions for spins up and down caused by
the Zeeman effect. While the peaks due to K↑ (K ′↓) move to

FIG. 5. The photon energy dependence of the total MOAC due
to the main transition for different values of magnetic field and �z

in (a), (c), (e) silicene and (b), (d), (f) germanene. The results are
calculated at Mz �= 0 and T = 4 K.

lower energies due to the band gap reducing, the peaks due to
K↓ (K ′↑) move to higher ones in comparison to the case of
�z = 0. Because of its strong SOC effect, the splitting occurs
stronger in germanene than that in silicene. A noted feature in
Fig. 4 is the appearance of the two-photon absorption peaks
whose positions are at the left-hand side of the corresponding
one-photon absorption peaks (also see Fig. 5 for more clarity).
In comparison to that of the one-photon process, the peak
intensity of the two-photon one is smaller but comparable.
For example, the ratio of peak intensities between the two-
and one-photon processes in Figs. 4(e) and 4(f) is about
13.75% (13.55%) for silicene (germanene), which shows the
significant contribution of the two-photon process. We also
note that the peak intensities obtained here in silicene and ger-
manene are higher than those in the monolayer TMDCs [31].
The difference in the peak heights of TMDCs and silicene
and germanene for the case of impurity scattering is due to
the difference in dielectric constants. With smaller dielectric
constants, the peak intensities in silicene and germanene are
found to be higher than those in monolayer TMDCs.

The effect of varying the magnetic field and electric field
are displayed in Fig. 5 for silicene and germanene, respec-
tively. The obtained results here are almost the same as those
presented in Fig. 3: with the increase of B, the absorption
peaks shift their positions to the higher-energy regime and
enhance their intensities. The differences between them are
the values of the peak intensities and the increasing rate of the
peak intensity with the magnetic field. The total MOAC due
to impurity scattering is proportional to α−7

c ∼ B7/2 instead
of B5/2 shown in the previous case. Besides, similar to the
case shown in Fig. 3, here we also found that in the presence
of the electric field, the spin degeneracy at a given valley is
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FIG. 6. The magnetic field-dependent FWHM for the (a) one-
and (b) two-photon absorption processes. The results are calculated
at �z = λSO, Mz �= 0, and T = 4 K.

removed, leading to the splitting of the peaks. The separation
of the two peaks increases with the increase of the electric
field. Note that the peaks due to the K↓ and K ′↑ cases in
germanene are in much higher-energy region and are not
shown in Figs. 5(b), 5(d), 5(f). Apart from affecting the peak
position and the peak intensity, the magnetic field also raises
another important feature of the resonant peak, the FWHM,
which will be presented in detail in the following.

The magnetic field-dependent FWHM is presented in
Fig. 6. Due to its close relationship with the Lorentz width,
�im

c,v , which is proportional to α−1
c or B1/2, the FWHM is found

to increase with the magnetic field in both silicene and ger-
manene, agreeing with that in conventional low-dimensional
systems [72], in graphene [60,70,73], and in MoS2 monolayer
[29]. In detail, the magnetic field-dependent FWHM can be
calculated as FWHM (meV) = βB

√
B [T], in which, the fitted

parameters are found in the unit of meV/T1/2 as follows: βB =
2.78 (2.02) for the one-photon process and βB = 0.54 (0.51)
for the two-photon process in silicene (germanene), respec-
tively. The smallness of the FWHM due to the two-photon
process in comparison to that due to the one-photon, which is
a universal feature because the contribution of the nonlinear
process (the two-photon) is always smaller than the linear
one. Moreover, we can easily see from the expression of the
Lorentzian width that �im

c,v ∼ vF /a. In comparison to that in
germanene, this ratio in silicene is bigger. This explains why
the FWHM in silicene is bigger than that in germanene as
observed in Fig. 6.

2. Carrier-photon-phonon scattering

The total MOAC in silicene caused by carrier-phonon
scattering versus h̄� is shown in Fig. 7, where we have taken
account of three acoustic and optical modes, i.e., out-of-plane
(ZA, ZO), transverse (TA, TO), and longitudinal (LA, LO)
modes. The results are evaluated for three values of electric
field: �z = 0, 0.5λSO, and λSO. Since the electric field affects
only the electronic band structure and is independent of the
scattering mechanism, the influence of the electric field on the
absorption spectrum due to phonon scattering here is similar
to those caused by the carrier photon (see Fig. 2) and the

FIG. 7. The photon energy dependence of the total MOAC due
to (a), (c), (e) acoustic phonon and (b), (d), (f) optical phonon
scatterings in silicene. The results are calculated for three values of
the electric field at B = 2 T, T = 4 K, and Mz �= 0.

carrier-photon-impurity (see Fig. 4) scattering mechanisms.
Indeed, in the case of �z = 0, the peaks due to all four
spin and valley breakdown parts (K↑, K↓, K ′↑, and K ′↓)
are located at the same position in both acoustic and optical
phonon branches. Meanwhile, in the presence of electric field
�z = 0.5λSO and �z = λSO, the peaks due to K↑ (K ′↓) and
K↓ (K ′↑), are separated; they are symmetrical through the
peak position of the �z = 0 case. These displacements of the
resonant peaks are equal to �z, i.e., the stronger the electric
field is the larger the displacements are. In comparison to
other scattering mechanisms (see Figs. 2 and 4), the values of
MOAC due to phonon scattering are much smaller, being in
agreement with the previous prediction in monolayer TMDCs
[31]. This is because the illustrations in Ref. [31] and in the
present work are for T = 4 K. At this temperature, scattering
by phonons is much smaller than that due to impurity for
both the systems, which is generally true for a system with
disorders.

For the particular case of acoustic phonon interaction, since
the MOAC intensity for different phonon modes is mainly
proportional to the ratio D2

1/v
2
s [see Eq. (24)], with the highest

value of this ratio (see Table II), ZA mode displays the highest
MOAC intensity; the next is of TA mode, while the LA

TABLE II. Material parameters for silicene [32,45].

ZA TA LA ZO TO LO

vs (×103 m/s) 0.63 5.4 8.8 - - -
D1 (eV) 2.0 8.7 3.2 - - -
D0 (×109 eV/m) - - - 6.3 18.0 19.0
h̄ωq,ν (meV) 0 0 0 22.7 68.8 68.8
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FIG. 8. The photon energy dependence of the total MOAC due to
the main transitions in silicene for different values of B. The panels
(a), (c), (e) and (b), (d), (f) are for acoustic and optical phonon
scatterings, respectively. The results are calculated at �z = λSO,
Mz �= 0, and T = 4 K.

mode shows the lowest intensity. This result is in line with
that reported for the electron scattering rates in silicene [32].
However, the positions of the MOAC peaks are the same in all
three acoustic phonon modes, because the resonant condition,
kh̄� = Ec,v is independent of the acoustic phonon modes.
Meanwhile, in the case of the optical phonon interaction, the
MOAC intensity caused by ZO mode displays the highest.
Since the phonon energies of the TO and LO modes are bigger
than that of the ZO mode (see Table II), the absorption spectra
due to the TO and LO modes shift to higher-energy regime in
comparison to that of the ZO mode.

The magnetic field effect on the MOAC in silicene caused
by phonon interaction is shown in Fig. 8. When the magnetic
field increases, the MOACs increase in their intensities and
shift to the higher-energy region in their positions for all
modes of acoustic and optical phonons. This is similar to that
in the previous scattering mechanisms as shown in Figs. 3
and 5, and is in agreement with that obtained in graphene
[60,70] and in monolayer TMDCs [31], and with the optical
conductivity in silicene [46].

In Fig. 9, we show the FWHM in silicene versus magnetic
field for different phonon modes. Similar to the previous
case (see Fig. 6), a usual

√
B-dependent FWHM has been

also found in this case. This reveals that the magnetic field-
dependent FWHM is independent of the scattering mecha-
nism. In comparison to the impurity interaction [see Fig. 6(a)]
at the low temperature (T = 4 K), the FWHM due to phonon
interaction is about from 4 (for ZA) to 37 (for LA) times
smaller in value. In silicene, as seen in Fig. 9, the electron-
phonon interaction contribution to the FWHM increases in the
following order: LA, ZO, TO, LO, TA, and ZA, conforming
to a previous work reported for the scattering rate [32] and the

FIG. 9. The magnetic field dependent FWHM of the one-photon
peaks due to the acoustic (a), (c) and optical (b), (d) phonon scatter-
ings, respectively. The other parameters are the same as in Fig. 8.

electronic linewidth [74]. The dominant contribution of the
ZA branch is caused by its large coupling strength through
D2

1/v
2
s [32], which is different from that in graphene [75].

The increased electron scattering by ZA phonons in silicene
in comparison to that in graphene can be attributed to its
buckled atomic structure. In more detail, it is well known
that the FWHM has a close relationship with the Lorentzian
width, which is dependent on phonon modes. For the acoustic
phonon, the phonon mode dependence of the Lorentzian width
is mainly governed by the ratio of D2

1/v
2
s . With the highest

ratio, the ZA mode displays the biggest FWHM whereas
the LA mode expresses the smallest among three acoustic
phonon modes. Meanwhile, among the three optical phonon
modes, the LO mode displays the highest FWHM caused by
its strongest ratio of D2

0/h̄ωop. Moreover, the increase of the
FWHM, in comparison between T = 4 K [see Figs. 9(a) and
9(b)] and 300 K [see Figs. 9(c) and 9(d)], is attributed to
the enhanced electron-phonon interaction strength when the
temperature increases.

The FWHM can be used to estimate the carrier mobility,
μλ, using the Landau broadening expression [62]

�λ(B) = evF

π

√
2α�B

neμλ

, (30)

with α� = 0.1 being the broadening parameter. Using FWHM
data shown in Figs. 9(c) and 9(d) we will obtain the individual
contribution of phonon branches [in the unit of cm2/(V s)]
as follows: μLA = 1.523 × 104, μTA = 1.167 × 103,
μZA = 313, μLO = 3.031 × 104, μTO = 3.377 × 104, and
μZO = 5.72 × 104 at T = 300 K and ne = 3 × 1012 cm−2.
These values of μLA and μTA are in agreement with those
in previous work [42], but are slightly smaller than those of
Shao et al. [76]. Besides, the mobility due to ZA mode is one
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TABLE III. Material parameters for germanene [41,79,80].

acoustic phonon optical phonon

vs (×103 m/s) 5.31 -
D1 (eV) 4.4 -
h̄ωop (meV) - 37.0
D0 (×1010 eV/m) - 1.26

to two orders of magnitude lower than that of the remaining
modes. This is due to the strong coupling of the ZA mode
in comparison to the others [32,43]. Furthermore, using the
Matthiessen’s rule μ−1 = ∑

λ(μλ)−1 with λ being the phonon
mode index (λ = ZA, TA, LA, ZO, TO, and LO) we obtain
the resultant mobility of silicene of μ = 1015 cm2/(V s)
at T = 300 K and ne = 3 × 1012 cm−2 for the without
out-of-plane branches (ZA and ZO) cases. This is almost two
orders of magnitude smaller than that of graphene [43] and
is in agreement with that of silicene, where the mobility is
obtained in the range of 10–1200 cm2/(V s) at T = 300 K
for the case of neglecting the ZA and ZO branches [32,77]. If
the out-of-plane branches are included, the resultant mobility
at the given temperature will be found to reduce down to
238.2 cm2/(V s). This result is significantly supported by
an experimental observation, where the mobility measured
for silicene devices achieves a value of 100 cm2/(V s) at
T = 300 K [78].

The above results can also apply to germanene with the
input parameters being given in Table III. In Fig. 10, we show
the MOAC in germanene versus photon energy for different
magnetic fields in both with and without electric field. The
mainstream of the increase in the total MOAC intensities and
the blue shift in the peak positions with the increase of B
is also observed in germanene, similar to those in silicene
shown in Fig. 8. The peak positions appeared here satisfy the

FIG. 10. The photon energy dependence of the total MOAC due
to the main transitions in germanene for different magnetic fields.
The symbols ac (op) denotes the acoustic (optical) phonon. The
results are evaluated at T = 4 K, and only for one-photon absorption
process.

FIG. 11. The magnetic field-dependent FWHM of the one-
photon peaks due to the (a) acoustic and (b) optical phonon scat-
terings, respectively. The results are evaluated for K↑ and �z = λSO,
Mz �= 0 case.

condition

kh̄� = Ec,v + h̄ωac/op, (k = 1), (31)

which are derived from the energy conservation law, i.e., the
arguments of δ functions in Eqs. (24) and (25) are equal to
zero. For example, at �z = 0, with each value of the magnetic
field of 1, 2, and 3 T, the peak positions due to acoustic
(optical) phonon are at 90.02, 93.72, and 97.17 meV (127.02,
130.72, and 134.17 meV), respectively. Meanwhile, in the
case of �z = λSO, since the SOC terms of the K↑ and K ′↓
have been canceled by the electric field, the LLs spectrum
of germanene reduced to that of the pristine graphene [see
Fig. 1(h)]. Consequently, the peak positions shift to the lower-
energy regime in comparison to those of the case of �z = 0.
The corresponding peak positions for the acoustic (optical)
phonon interaction are 19.02, 26.90, and 32.95 meV (56.02,
63.90, and 69.95 meV), respectively. We can also see that in
both cases with and without electric field, the peak positions
due to the optical phonon interaction are always at the right-
hand side of those due to the acoustic phonon with the shift
being exactly equal to the optical phonon energy.

The FWHM due to phonon interactions in germanene
as a function of B for different temperatures is shown in
Fig. 11. Similar to silicene shown in Fig. 9, the

√
B-dependent

FWHM is also observed for the phonon interaction in ger-
manene. The fitted expression for the FWHM can be ex-
pressed as FWHM (meV) = αB

√
B [T], where the fitted pa-

rameters at T = 4, 200, and 300 K are αB = 0.11, 0.75,
and 0.92 meV/T1/2 for the acoustic phonon interaction and
αB = 0.30, 0.32, and 0.34 meV/T1/2 for the optical phonon
interaction, respectively. It is clear that the FWHM increases
with temperature with different rates depending on the phonon
branch. This rate is bigger for the acoustic phonon in compari-
son to the optical phonon interaction, being in agreement with
what happened in the monolayer transition-metal dichalco-
genides [31]. Using these FWHM data and the equation
(30), the mobility of germanene can be evaluated in the unit
of cm2/(V s) as μac = 8.846 × 103 and μop = 6.297 × 104

at T = 300 K and ne = 3 × 1012 cm−2, which leads to a
resultant mobility value of μ = 7.756 × 103 cm2/(V s). In
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comparison, the mobilities due to the acoustic phonon in-
teraction in germanene have achieved at μTA = 8.82 × 104

cm2/(V s) and μLA = 1.34 × 105 cm2/(V s) [42], which leads
to a resultant mobility of μac = 5.319 × 104 cm2/(V s). In
another work, Ye et al. [37] showed that the electron mobility
due to acoustic phonon interaction in germanene can reach
a value of 6.24 × 105 cm2/(V s), which is still very high in
comparison to our result. Besides, the recent studies reported
that the mobility of germanene can achieve up to 2.2 × 105

cm2/(V s) or in the range of 1 − 9 × 105 cm2/(V s) if the
substrate MX (M = Ga, In; X = S, Se, Te) [81] or the CdI2-type
materials [82] are included, respectively.

V. SUMMARY AND CONCLUSIONS

We have studied the magneto-optical absorption proper-
ties of the 2D honeycomb group-IV crystals silicene and
germanene in the presence of magnetic and electric fields
including the spin and valley effects. The results are evaluated
for different types of electron interactions: (i) electron-photon
only; (ii) electron-photon-impurity; and (iii) electron-photon-
phonon. The electric field and Zeeman term have a strong
effect on the LLs of silicene and germanene: from quadruple
spin and valley degenerate in the case of �z = Mz = 0 to
nondegenerate in the case of �z �= 0, Mz �= 0 for all LLs
with n �= 0. Therefore, these two quantities affect strongly the
absorption spectrum in these two materials.

A series of peaks has been observed in the absorption
spectra in all scattering mechanisms in which the main peak
is generated by the transition between the 0LL and 1LL and

displays the highest intensity. The high-order peaks come
from the transitions between the higher-order LLs, whose
peak values gradually reduce with the increase of LL index n.
In the absence of electric field, the peak positions due to K↑
(K ′↓) and K↓ (K ′↑) in each material are coincident but the
peaks in germanene appear in the higher regime in comparison
to those in silicene due to its stronger SOC strength. When an
electric field is taken into account, the absorption peaks are
separated into two opposite directions for spins up and down
under the Zeeman effect. Because of its strong SOC effect, the
splitting is stronger in germanene than that in silicene

Among the scattering mechanisms, the peak value due to
impurity scattering is the highest (for the present choice im-
purity density), followed by that of the two-particle scattering,
while the phonon scattering shows the lowest in both materi-
als. For the effect of different phonon modes, the ZA mode
in silicene dominates the others due to its largest coupling
strength. This is attributed to its buckled atomic structure,
which could not exist in graphene. When the ZA mode is
included, the resultant mobility of silicene is estimated down
from 1218 cm2/(V s) to 285.8 cm2/(V s) at T = 300 K,
which is significantly supported by the experimental obser-
vation.
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