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Signature of Dirac semimetal states in gray arsenic studied by de Haas–van Alphen and
Shubnikov–de Haas quantum oscillations

Linlin An ,1,2 Xiangde Zhu,1 Yuting Qian,3,4 Chuanying Xi,1 Wei Ning ,1,*

Hongming Weng,3,4,5,6 and Mingliang Tian1,7,8,†
1Anhui Province Key Laboratory of Condensed Matter Physics at Extreme Conditions, High Magnetic Field Laboratory,

Chinese Academy of Sciences, Hefei 230031, Anhui, China
2Department of Physics, University of Science and Technology of China, Hefei 230026, China

3Beijing National Laboratory for Condensed Matter Physics, and Institute of Physics, Chinese Academy of Sciences, Beijing 100190, China
4University of Chinese Academy of Sciences, Beijing 100049, China

5Songshan Lake Materials Laboratory, Dongguan, Guangdong 523808, China
6CAS Center for Excellence in Topological Quantum Computation, University of Chinese Academy of Sciences, Beijing 100190, China

7School of Physics and Materials Sciences, Anhui University, Heifei 230601, China
8Collaborative Innovation Center of Advanced Microstructures, Nanjing University, Nanjing 210093, China

(Received 8 September 2019; revised manuscript received 4 February 2020; accepted 6 April 2020;
published 7 May 2020; corrected 2 July 2020)

We report systematically studies of de Haas–van Alphen (dHvA) and Shubnikov–de Haas (SdH) quantum
oscillations under high magnetic fields on gray arsenic, which has been suggested to be a topological insulator
by first-principles calculations and angle-resolved photoemission spectroscopy. We observed large unsaturated
magnetoresistance and pronounced quantum oscillations in two methods. By analysis of these quantum
oscillation spectra, we obtained two major frequency branches around 3.8–18 and 153–162 T, and the light
effective quasiparticle mass and nontrivial Berry phase. These results suggest that bulk crystals of gray arsenic
may belong to the category of topological Dirac semimetals rather than topological insulators.
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I. INTRODUCTION

Topological materials, in which the topology of electronic
bands in bulk materials lead to robust, unconventional sur-
face states and electromagnetic activity, have attracted much
attention because of their potential applications in hydro-
gen evolution catalysis [1,2], plasmonics [3–6], and next-
generation electronic devices [7–10]. While recent theoret-
ical work [11–13] has predicted a few thousand potential
candidates with a topological nature based on various sym-
metry indicators, only a small number of realistic materials
were experimentally confirmed to be topological, including
time-reversal [14,15], mirror-symmetric and nonsymmorphic
topological insulators [16,17], Dirac [18,19], Weyl [20–22],
nodal-chain semimetals [23], new fermions [24], and so on.
Except for the difficulty in synthesizing these predicted ma-
terials, there are still very few efficient ways to identify the
topological character of a material. One of the most popu-
lar and direct techniques is angular-resolved photoemission
spectroscopy (ARPES) [25], where the band structures with
linearly dispersed crossing near the Fermi surface can be
recognized, but this technique is limited by the sample surface
quality and the zero-magnetic-field condition. Another impor-
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tant way is to detect the electromagnetic responses combining
electrical transport and magnetization measurements, such
as by measuring the negative magnetoresistance due to the
chiral anomaly [26], the oscillations of magnetoresistance
(MR), or magnetization, i.e., the Shubnikov–de Haas (SdH)
[27,28] or the de Haas–van Alphen (dHvA) effect [29] under
high magnetic fields due to the Landau level quantization,
where the topological-related Berry phase as well as the band
structures can be identified.

Gray arsenic, which is a black phosphorene analog, has
recently attracted attention in the search for two-dimensional
(2D) materials with high mobility and excellent contact
with electronic materials [30]. ARPES experiments and first-
principles calculations have revealed a topological insulator
state [31], but recently SdH oscillation studies of gray arsenic
single crystals indicated that this state has a strong signature
of Dirac fermion characters [32]. Here we exhibited system-
atically both the dHvA and SdH effect measurements on gray
arsenic single crystals. The analysis of quantum oscillations
demonstrated that this material harbors nearly massless rel-
ativistic fermions along with a nontrivial Berry phase. From
fast Fourier transform spectra, two major frequency branches
were identified near 18 and 162 T by the SdH effect, or 3.8
and 153 T by the dHvA effect, indicating that there exists at
least two pockets near the Fermi surface. We found that both
experiments gave almost the same frequency value near 160 T,
but the lower one shows a significant difference between the
two techniques, which was not discovered in a previous SdH
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FIG. 1. (a) X-ray diffraction pattern of gray arsenic single crystal. The inset shows an optical image of a typical crystal. (b) Temperature
dependence of resistivity at a different magnetic field perpendicular to the (012) surface plane. (c) Angular dependence of magnetoresistance
(MR), Rxx (B)/Rxx (0T ), at 2 K.

study [24]. Analysis of the data provides evidence of the
nontrivial Berry phase for both bands, indicating that gray
arsenic may be a Dirac semimetal.

II. EXPERIMENTAL METHOD

Gray arsenic single crystals were synthesized by the Bi flux
method. The obtained crystals show an elongated rectangular
shape, as shown in the inset of Fig. 1(a). Phase purity and
structural analysis of the single crystals was done using the
high-resolution powder x-ray diffraction (XRD) technique
with Cu Kα radiation. Magnetization was measured using a
superconducting quantum interference device magnetometer
(SQUID, Quantum Design, Inc.). Figure 1(a) shows the XRD
patterns of a crystal. The sharp reflection peaks indicate
that the crystals have high crystallinity with a (012) surface
plane, which is different from that reported previously with a
(001) surface plane. Electrical transport measurements were
performed with the four-probe technique on the rectangular
crystal with a 14 T physical properties measurement system
(PPMS, Quantum Design) and the 40 T hybrid magnet in the
High Magnetic Field Laboratory in Hefei, China.

The band structure is calculated by the Vienna ab initio
simulation package (VASP) [33] with the projector augmented
wave method [34,35]. The exchange-correlation potential is
the Perdew-Burke-Ernzerhof (PBE) type generalized gradient
approximation (GGA) of Ref. [36]. The crystal structure
parameters employed in our calculations were from the Inor-
ganic Crystal Structure Database (ICSD). The k-mesh in the
self-consistent process for the Brillouin zone (BZ) integration
was set as 10 × 10 × 10. The electronic structures without
and with spin-orbit coupling (SOC) were carried out. The
Fermi surface (FS) was calculated using the interpolation
technique with WANNIER90 [37] and WANNIERTOOLS [38]
packages based on maximally localized Wannier functions.
The Wannier functions have been generated for As p orbitals.

III. RESULTS AND DISCUSSION

Figure 1(b) shows the magnetotransport properties of gray
arsenic with the magnetic field perpendicular to the (012)
surface plane and the current direction. The temperature

dependence of resistivity at zero magnetic field displays
metallic behavior with decreasing temperature down to 2 K.
With application of a magnetic field, an upturn of resistivity
in the low-temperature range was found. This magnetic-field-
induced enhancement of resistivity was also observed in many
other semimetals, such as TaP, NbP, WTe2, and TaAs [39–42].

Figure 1(c) shows the angle-dependent MR,
Rxx(B)/Rxx(0 T), by tilting magnetic fields from θ = 0◦
to parallel to the electric current (θ = 90◦) at 2 K, where
the θ is defined as the angle between the magnetic field
and the vector normal to the surface plane. The MR shows
a semiclassical quadratic field dependence in the low-field
range, while it becomes quasilinear and is accompanied by
significant resistance oscillations in the high-field range. As
the applied magnetic field is tilted from θ = 90◦ to 0◦, the
MR increases about 560% at 14 T. Such a large variation
indicates an anisotropy of the electronic structure because the
orbit effect of the MR caused by the change of the current
orientation with respect to the magnetic field is usually less
than 10% for a regular metal. By analyzing the corresponding
oscillation spectra, these resistance oscillations are from the
Landau quantization of the energy levels, i.e., the well-known
Shubnikov–de Haas (SdH) oscillations.

As shown in Fig. 1, the MR shows no saturation with
magnetic fields up to 14 T. To further investigate the MR
behavior, we performed MR measurements at θ = 0◦ with
magnetic fields up to 40 T by using the hybrid-magnet in
the High Magnetic Field Laboratory in Hefei, China. Figure
2(a) presents the resistance versus magnetic fields at different
temperatures. After subtracting a smooth background from the
Rxx [see Fig. 2(a)], we obtained the oscillatory component
of resistance versus 1/B at various temperatures, as shown
in Fig. 2(b). Compared with the low-field MR data shown
in Fig. 1(c), a clear Landau level splitting is observed in the
high-magnetic-field range, as shown in the inset of Fig. 2(b).
The splitting can be ascribed to Zeeman splitting, which is
gradually smeared out with the increase of temperature above
30 K. The fast Fourier transfer (FFT) of �Rxx [Fig. 2(b)]
yields two major frequencies of Fβ = 18 T and Fγ = 162 T
with their harmonic frequencies F2γ = 324 T, F3γ = 486 T,
and F4β+γ = 234 T. The lower frequency Fβ = 18 T was
not recognized in a previous report [24], probably due to
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FIG. 2. (a) Magnetic field dependence of resistance at various temperatures under magnetic fields up to 40 T, with the field perpendicular
to the (012) plane. (b) The oscillatory components of resistance at various temperatures. At high field the Zeeman splitting of an oscillation
peak was robust, which was gradually smeared out with raising temperature. (c) FFT spectra of the oscillations at different temperatures. The
insets show the amplitudes of the FFT spectra at various temperatures. The solid lines are the fitting by the Lifshitz-Kosevich formula.

the low range of magnetic field. The fit of the temperature
dependence of the FFT amplitude by the Lifshitz-Kosevich
(LK) formula [43], �Rxx(T, B)/�Rxx(B = 0) ∝ 2π2kBT m∗/eB

sinh( 2π2kBT m∗
eB )

,

yields the effective cyclotron mass of two bands, respectively,
mβ = 0.063m0 and mγ = 0.1m0, where e,m0, m∗, and kB are,
respectively, the electron charge, the free-electron mass, the
effective mass of the band carriers, and the Boltzmann con-
stant. The same results were also obtained correspondingly in
other samples.

Since the dHvA effect originates directly from the oscilla-
tions of the electron’s free energy, it can provide more direct
information on the Fermi surface [44,45]. Figure 3(a) shows
the isothermal in-plane magnetization [i.e., B‖(012) surface
plane] at different temperatures measured with fields up to 7 T.
The magnetization data reveal pronounced dHvA oscillations.
After subtracting a smooth background, the oscillatory com-
ponent of �M versus 1/B is shown in Fig. 3(b). The FFT of the
dHvA oscillations yields two major frequencies at Fα = 3.8 T
and Fγ = 153.5 T as shown in Fig. 3(c). The frequency of
153.5 T is close to the frequency at 162 T measured by the
SdH effect, but the frequency at Fα = 3.8 T is much lower
than Fβ = 18 T measured by the SdH effect. We think the
different values for the lower frequencies obtained by different
methods must come from the same pocket of the band. We will
discuss this issue qualitatively later on in the paper. Based on
the dHvA data, the cross-sectional areas of the Fermi surface
normal to the field are [46] Sα = 2πeFα

h̄ = 3.62 × 10−4 Å−2

and Sγ = 2πeFγ

h̄ = 1.46 × 10−2 Å−2. By assuming a circular

cross section, a very small Fermi momentum kα =
√

Sα

π
=

1.07 × 10−2 Å−1 and kγ =
√

Sγ

π
= 0.0682 Å−1 is estimated.

The dHvA oscillation can be described by the Lifshitz-
Kosevich formula [47]:

�M ∝ RT RDsin

[
2π

(
F

B
− γ − δ

)]
,

where RT = αT μ/[B sinh(αT μ)] is the thermal damping
factor and RD = exp(−αTDμ

B ) is the Dingle damping factor.

TD is the Dingle temperature, μ = m∗
m0

, and α = 2π2kBm0
h̄e . The

oscillation of �M is described by sin[2π ( F
B − γ − δ)] in

which γ = 1
2 − φB/2π and φB is the Berry phase. δ is an extra

phase factor that depends on the dimensionality of the Fermi
surface and takes the value 0 or ±1/8 (− for electronlike and
+ for holelike) for two and three dimensions, respectively.
We fitted the temperature dependence of the amplitude to the
equation of RT = αT μ/[B sinh(αT μ)] [31], yielding mα =
0.044m0 and mγ = 0.1m0, as shown in Fig. 3(d). The Dingle
temperature TD for the Fγ oscillation component is found
to be 10.0 K from the slope in the semilog plot of RD at
2 K, shown in the inset of Fig. 3(d). The corresponding
quantum relaxation time τq = h

4π2TDkB
is 1.214 × 10−13 s,

from which the quantum mobility μq = eτ/m�
γ is estimated

to be 2134.5 cm2/V s.
It is generally considered that the Berry phase close to

π for the quantum oscillation spectra is strong evidence for
topological nontrivial bands. Figure 3(e) presents the Landau-
level fan diagram for the two Fermi pockets, where the
maxima of the dHvA oscillations are assigned as n + 1/4 and
the minima are assigned as n − 1/4 (n denotes the integer LL
indices) [48]. From the linear extrapolation of the index plot,
the intercepts ninter are, respectively, −0.66 for Fα = 3.8 T
and 0.37 for Fγ = 153.5 T. From the values of the intercepts,
the estimated Berry phase φB = 2π (ninter + δ) is −1.06π for
the α band and 0.99π for the γ band, which clearly suggests
that the bands in gray arsenic are nontrivial. To verify our
results regarding the Berry phase, we also used the LK
formula to fit the dHvA oscillation at 2 K. After filtering the
lower-frequency component, the higher-frequency component
at 2 K can be obtained and the oscillation of �M is described
by the sine term with the phase factor −γ − δ, in which γ =
1
2 − φ

2π
, shown in Fig. 3(f) [49,50]. By fitting the oscillation

pattern to the LK formula (red solid line), we obtained the
phase factor −γ − δ of −0.12, from which the Berry phase
φB is determined to be 1.01π for δ = 1/8, which is consistent
with that of linear fitting. We also obtained the Dingle
temperature of 9.8 K, and the effective mass is 0.1m0. This
result is also consistent with the previous one by SdH study.
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FIG. 3. (a) Isothermal in-plane magnetization at different temperatures. (b) The temperature dependence of the dHvA oscillations vs
1/B obtained after the subtraction of the background. (c) The corresponding FFT spectrum of the dHvA oscillations. (d) The temperature
dependence of corresponding FFT amplitudes. The solid lines represent the fit for effective mass. The inset shows the Dingle plot for the
high-frequency oscillation component (F = 153.5 T) at 2 K. (e) Landau index n plotted against 1/B from the dHvA oscillations. The solid
lines are the linear fitting results. The inset shows the enlargement of the fittings near the origin. (f) The fitting of the high-frequency oscillation
component (black data points) to the LK formula. The black circles are experimental data, and the solid line is the fitting curve.

Figure 4(a) shows the isothermal out-of-plane magneti-
zation at different temperatures. We also observed strong
dHvA oscillations, which provided us with an opportunity
to further investigate the Dirac fermion properties of gray
arsenic. In Fig. 4(b) we show the oscillation component
�M by subtracting a polynomial background. The FFT of
�M yields two major frequencies at Fα = 4.2 T and Fγ =
158.5 T, as shown in Fig. 4(c), and the cross-sectional areas
of the Fermi surface are Sα = 2πeFα

h̄ = 4.0 × 10−4 Å−2 and

Sγ = 2πeFγ

h̄ = 1.51 × 10−2 Å−2, respectively. By fitting the
temperature dependence of the amplitude to the LK formula,
the effective masses corresponding to these two frequencies
are mα = 0.048m0 and mγ = 0.11m0, respectively. By fitting
the high-frequency oscillation at 2 K with the LK equation, we
get the Berry phase at φB = 1.05π for δ = 1/8, m∗ = 0.1m0,

and the Dingle temperature is Td = 8 K.
We found that both of the main frequencies measured by

the dHvA measurement are lower than the corresponding
oscillation frequencies measured by the SdH measurement. In
a metal, electron transport is governed by scattering mecha-
nisms, which always varies with the number of available states
into which electrons can be scattered. Resistance can be com-
plicated by the detailed scattering mechanisms, which leads
the observed SdH oscillation to deviate from the prediction
by the LK theory. Whereas the dHvA oscillation originates
from the oscillations of the electrons’ free energy and is not
affected by the scattering mechanism, it can be well fitted to
the LK model. Hence, the frequency of SdH oscillations is

only an approximation and is often bigger than that of dHvA
oscillations in many topological semimetals, such as ZrSiS
[51] and LaBi [52].

It is known that density functional theory (DFT) calcu-
lations without SOC show that the band crossings near the
Fermi level form a nodal line. Considering SOC, the band
crossings are fully gapped. The three-dimensional FS in the
first BZ consists of three electron pockets around L and one
multiply connected hole pocket around the T point. Complex
Fermi surfaces can generate multiple extremal orbits that
may be detectable by quantum oscillation measurements.
By carefully comparing our experimental and computational
results, we found when the FSs cross with the orange and
purple planes perpendicular to the (012) direction in Fig. 5(a),
two crossing sections are locally extremal momentum-space
areas of Sα = 2.5 × 10−4 Å−2 and Sγ = 1.46 × 10−2 Å−2,
which are roughly consistent with the observed oscillation
frequencies of Fα = 4.2 T and Fγ = 158.5 T in the dHvA
effect, respectively. These two FSs of hole pockets can be seen
from the band structure along the A-B and M-T paths chosen
to pass through these two FSs. It is well known that when
an electron circles a Dirac node in the cyclotron motion, it
can accumulate a geometrical phase of π . If the Dirac node
is gapped, the cycling electron will have a finite mass m
proportional to the gap size, and the accumulated geometrical
phase will decrease from π linearly with m [53]. As depicted
in the inset of Fig. 5(b), without SOC the band along M-T
is gapped to 2 meV since it deviates slightly from the nodal
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FIG. 4. (a) Isothermal out-of-plane magnetization under different temperatures. (b) The temperature dependence of the dHvA oscillations
vs 1/B obtained after the subtraction of the background. (c) The corresponding FFT spectrum of the dHvA oscillations. (d) The temperature
dependence of corresponding FFT amplitudes. The solid lines represent the fit for effective mass. (e) Landau index n plotted against 1/B from
the dHvA oscillations. The solid lines are the linear fitting results. The inset shows the enlargement of the fitting near the origin. (f) Fitting of
the high-frequency oscillation component (black data points) to the LK formula. The black circles are experimental data and the solid line is
the fitting curve.

line, and SOC enhances the gap to 10 meV. If the tiny band
gap is neglected, a nearly linearly dispersive crossing along
M-T just above EF enclosed by the α pocket may contribute
to a Berry phase ∼π , in agreement with the analysis from
the dHvA oscillations. Along the line A-B passing through the
calculated Sγ , the FS crosses with Sγ origins from the band
with a 50 meV (150 meV) gap near the EF without (with)
SOC. The quasilinear dispersion may play a role in giving

FIG. 5. (a) The FS in the first Brillouin zone (BZ). The locally
extremal momentum-space areas on the orange and purple planes are
pointed out by red arrows and are clearly visible. Four momenta for
band-structure calculation are A (0.095, −0.083, 0.144), B (−0.071,
0.124, 0.144), M (0.000, 0.183, 0.048), T (0.000, 0.000, −0.144) in
units of 2π/a. (b) Band structure along A-B-M-T with (black) and
without (red) spin-orbital coupling (SOC).

a Berry phase of 1.17π as suggested by dHvA oscillations,
although the gap is much larger than that of the α pocket.

To investigate the detailed angular dependence of the
magnetization, we performed dHvA effect experiments with
the magnetic field being rotated from the out-of-plane to the
in-plane direction, as shown in Fig. 6(a), where the magnetic
field normal to the (012) plane is defined as zero degrees,
θ = 0◦. After subtracting a smooth background, we obtained
the dHvA oscillations versus 1/B curves at various angles,
as shown in Fig. 6(b). It is interesting that the amplitude of
the oscillations decreases with the increase of the angle and
becomes almost undetectable at an angle of 30◦. Beyond 30◦,
the oscillations appear again, and the amplitude increases with
the increase of the angles. This feature can be understood
as follows: Since the (012) plane is not the high-symmetry
surface, it has an angle of 60◦ with the (001) plane [see the
inset of Fig. 6(d)]. When the magnetic field is applied with
θ = 30◦, it corresponds to the case with a magnetic field
exactly along the (001) plane of the crystal, i.e., the B||ab
plane, at which the amplitude of the quantum oscillation is
the smallest based on the band calculation [24].

To figure out the angular-dependent Fermi surface topol-
ogy, we perform the FFT on the dHvA oscillations at each
angle and get the dominant oscillation frequencies, respec-
tively, which are depicted in Fig. 6(c). Figure 6(d) presents
the angular-dependence oscillatory frequencies. The low-
frequency Fα branch almost remains unchanged with the
angles θ > 20◦, and then slightly increases, indicating the
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FIG. 6. (a) The magnetization was measured under different
tilted angles and had been shifted for clarity. (b) The oscillatory com-
ponent �M, extracted from M by subtracting a smooth background,
as a function of 1/B under different magnetic field orientations. (c)
FFT spectra of the dHvA oscillations. (d) Angular dependence of the
quantum oscillation frequency of α band and γ band, respectively.

quasi-isotropic feature. In contrast, the Fγ branch shows a
very weak angular dependence in the whole angle range.
The observed angular dependence of oscillation frequencies
of gray arsenic implies that gray arsenic possesses 3D-like
Fermi surfaces, and both bands show a clearly nontrivial
Berry phase. We noted that the recent ARPES and band-
structure calculation by Zhang et al. [31] presented topolog-
ically entangled Rashba-split Shockley states on the (111)
surface of gray arsenic; such 2D-like surface states are not

identified by our angular dependent dHvA measurements. Our
data intuitively support a Dirac semimetal character for gray
arsenic, not a topological insulator. Of course, we are also
aware that there has been some debate recently arguing that
the nontrivial Berry phase obtained from the Landau fan of
the SdH quantum oscillations may not be a reliable criterion
for a topological matter. However, our results at least provide
an alternative understanding of the nature of band topology
of gray arsenic, which may attract more attention in both
experimental and theoretical studies in the future.

IV. CONCLUSIONS

In summary, we performed systematic magnetotransport
measurement under high magnetic fields on gray arsenic
single crystals. We found that the bulks exhibit strong angle-
dependent magnetoresistance without saturation at 40 T. We
also measured the de Haas–van Alphen (dHvA) effect un-
der an in-plane or out-of-plane magnetic field at different
temperatures. Analyzing the dHvA oscillations demonstrated
that this material harbors nearly massless relativistic fermions
along with a nontrivial Berry phase, which provides possible
evidence for the existence of a Dirac semimetal phase in gray
arsenic.
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